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e-Purchase Intention of Taiwanese Consumers: Sustainable Mediation of Perceived Usefulness
and Perceived Ease of Use
Reprinted from: Sustainability 2018, 10, 234, doi:10.3390/su10010234 . . . . . . . . . . . . . . . . . 413

Mehmet Balcilar, Riza Demirer and Rangan Gupta

Do Sustainable Stocks Offer Diversification Benefits for Conventional Portfolios? An Empirical
Analysis of Risk Spillovers and Dynamic Correlations
Reprinted from: Sustainability 2017, 9, 1799, doi:10.3390/su9101799 . . . . . . . . . . . . . . . . . 430

Chia-Lin Chang, Michael McAleer and Guangdong Zuo

Volatility Spillovers and Causality of Carbon Emissions, Oil and Coal Spot and Futures for the
EU and USA
Reprinted from: Sustainability 2017, 9, 1789, doi:10.3390/su9101789 . . . . . . . . . . . . . . . . . 448

David E. Allen, Michael McAleer, Abhay K. Singh

Risk Measurement and Risk Modelling Using Applications of Vine Copulas
Reprinted from: Sustainability 2017, 9, 1762, doi:10.3390/su9101762 . . . . . . . . . . . . . . . . . 470

Philip Hans Franses and Madesta Lede

Adoption of Falsified Medical Products in a Low-Income Country: Empirical Evidence
for Suriname
Reprinted from: Sustainability 2017, 9, 1732, doi:10.3390/su9101732 . . . . . . . . . . . . . . . . . 504

vii





About the Special Issue Editors

Michael McAleer has an extensive resume beginning with a Ph.D. in Economics (1981), from Queen’s 
University, Canada. He has filled the following positions at the following institutions: Research Chair 
and Professor in the Department of Finance, Asia University, Taiwan; Erasmus Visiting Professor of 
Quantitative Finance at the Econometric Institute, Erasmus School of Economics, Erasmus University 
Rotterdam, Netherlands; Adjunct Professor in the Department of Economic Analysis and ICAE, 
Complutense University of Madrid, Spain; Adjunct Professor in the Department of Mathematics 
and Statistics, University of Canterbury, New Zealand; and IAS Adjunct Professor at the Institute of 
Advanced Sciences, Yokohama National University, Japan. On numerous occasions, he has been a 
Distinguished Visiting Professor at: the University of Tokyo, Kyoto University, and Osaka University 
in Japan; the University of Padova in Italy; Complutense University of Madrid in Spain; Ca’ Foscari 
University of Venice in Italy; the University of Zurich in Switzerland; and the University of Hong 
Kong, the Chinese University of Hong Kong, and Hong Kong University of Science and Technology 
in Hong Kong. He was elected a Distinguished Fellow of the International Engineering and 
Technology Institute (DFIETI), as well as a Fellow of: the Academy of the Social Sciences in Australia 
(FASSA), the International Environmental Modelling and Software Society (FIEMSS), the Modelling 
and Simulation Society of Australia and New Zealand (FMSSANZ), the Tinbergen Institute in the 
Netherlands, the Journal of Econometrics, and Econometric Reviews. He is the Editor-in-Chief of six 
international journals, is on the editorial boards of a further 40+ international journals, and has guest 
co-edited numerous special issues of the following journals: Journal of Econometrics (Elsevier), 
Econometric Reviews (Taylor and Francis), Environmental Modelling and Software (Elsevier), 
Mathematics and Computers in Simulation (Elsevier), North American Journal of Economics and 
Finance (Elsevier), International Review of Economics and Finance (Elsevier), Annals of Financial 
Economics (World Scientific), Journal of Risk and Financial Management (MDPI), Sustainability 
(MDPI), Energies (MDPI), Risks (MDPI), Journal of Economic Surveys (Wiley), Economic Record 
(Wiley), and China Finance Review International (Emerald). In terms of academic publications, he 
has published 750+ journal articles and books in the fields of economics, theoretical and applied 
financial econometrics, quantitative finance, risk and financial management, theoretical and applied 
econometrics, theoretical and applied statistics, time series analysis, energy economics and finance, 
sustainability, carbon emissions, climate change econometrics, forecasting, informatics, data mining 
and bibliometrics.

ix



Wing-Keung Wong obtained his Ph.D. from the University of Wisconsin in Madison, USA. He is a 
Chair Professor in the Department of Finance at Asia University and made an appearance in “Who’s 
Who in the World.” He is ranked in the top 1% of economists by the Social Science Research Network 
and is on the lists of the top Taiwanese, Asian, and world economists according to RePEc. His 
research areas include financial economics, econometrics, investment theory, risk management, and 
operational research. He has published 200+ papers in numerous international journals. Wing-

Keung’s time serving international academies, governments, societies, and universities has garnered 
him invitations to provide consults to government departments and corporations and to give lectures 
and seminars as well as present papers at several universities and institutions. He has been editor, 
advisor, and associate editor of international journals, has solely or jointly supervised several 
overseas graduate students and has been appointed external reviewer and external examiner by 
numerous universities.

x



Preface to ”Risk Measures with Applications in

Finance and Economics”

Risk Measures play a vital role in many fields in Economics and Finance. Using different risk

measures could compare the performances of different variables through the analysis of empirical

real-world data. For example, risk measures could help to form effective monetary and fiscal policies,

and to develop pricing models for financial assets, such as equities, bonds, currencies, and derivative

securities.

A Special Issue of “Risk Measures with Applications in Finance and Economics” will be devoted

to advancements in the mathematical and statistical development of risk measures with applications

in Finance and Economics. This Special Issue will bring together theory, practice and applications of

risk measures.

Michael McAleer, Wing-Keung Wong

Special Issue Editors

xi





sustainability

Article

The Effects of Health Status on Life Insurance
Holdings in 16 European Countries

Saruultuya Tsendsuren 1, Chu-Shiu Li 2,*, Sheng-Chang Peng 3 and Wing-Keung Wong 4,5,6,7

1 Business Development Division, Golomt Bank of Mongolia, Ulaanbaatar 15160, Mongolia;
saka_can@yahoo.com

2 Department of Risk Management and Insurance, College of Finance and Banking, National Kaohsiung
University of Science and Technology, Kaohsiung 824, Taiwan

3 Department of Risk Management and Insurance, School of Management, Ming Chuan University,
Taipei 111, Taiwan; scpeng@mail.mcu.edu.tw

4 Department of Finance, College of Management, Fintech Center, and Big Data Research Center,
Asia University, Taichung 41354, Taiwan; wong@asia.edu.tw

5 Department of Medical Research, China Medical University, Taichung 404, Taiwan
6 Department of Economics and Finance, Hang Seng Management College, Hong Kong 999077, China
7 Department of Economics, Lingnan University, Tuen Mun, Hong Kong 999077, China
* Correspondence: chushiu.li@gmail.com; Tel.: +886-7-601-1000 (ext. 33017)

Received: 30 June 2018; Accepted: 19 September 2018; Published: 27 September 2018

Abstract: This study examines the relationships among three health status indicators (self-perceived
health status, objective health status, and future health risk) and life insurance holdings in 16 European
countries. Our results show that households with poor self-perceived health status and high future
health risk are less likely to purchase life insurance in the entire sample as well as in the subsample
for countries with a national health system (NHS). In non-NHS countries, those households that have
high future health risk are less inclined to purchase life insurance. In terms of preferences for types of
life insurance policies (term life, whole life, both, or none) in the whole sample, poor self-perceived
health status and high future health risk are less inclined to hold only term life insurance policy.
In addition, poor self-perceived health status and high future health risk have a negative impact
on holdings of both types of life insurance. Our findings reveal that there is no adverse selection
problem in the life insurance market, especially in European countries with NHS.

Keywords: life insurance; term life insurance; whole life insurance; self-perceived health; objective
health status; future health risk; SHARE; national health system

JEL Classification: A13; D14; D81; D82; G22

1. Introduction

Life insurance has a special standing among households, used to hedge against the loss of income
resulting from an unexpected death [1] Life insurance often helps to carry out family responsibilities
such as educating children, paying off mortgage or other debt, and providing revenue for survivors [2].

From prior studies on the relationship between health status indicators and medical insurance
purchases, poor health status is negatively associated with the purchase of medical insurance in
the US [3] and Europe [4]. Buchmueller et al. [5] observe that those with private health insurance
have lower hospital utilization than those without private health insurance in Australia. In China,
rural residents enrolled in The New Cooperative Medical Scheme have higher probability of shifting
from working for others to being self-employed and from being temporarily employed to being
self-employed [6].

Sustainability 2018, 10, 3454; doi:10.3390/su10103454 www.mdpi.com/journal/sustainability1
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The main purpose of this study is to explore the effects of three health status indicators,
self-perceived health status (SPH), objective health status (OHS), and future health risk (FHR) on life
insurance holdings in 16 European countries (The detailed definitions of SPH, OHS, and FHR are
included in the Section 3). We also investigate the impact of these three health status indicators on
the decision to purchase different types of life insurance (term, whole, or both types of life insurance
policies). The data used in this study is from the Survey of Health, Aging, and Retirement in Europe
(SHARE). Prior literature reveals that different national health systems (NHS) offer differing degrees of
risk protection [7,8]. Therefore, we examine whether NHS impacts on the relationship between health
status and life insurance holdings.

The important contributions of this paper are as follows: First, to the best of our knowledge, this
is the first paper to examine the effects of three different health status indicators on the demand for life
insurance in European countries. Second, we use SHARE household data from 16 European countries
to compare the results of other determinants on life insurance ownership and the types of life insurance,
as well as previous studies based on data from only one country. The use of SHARE data represents
significant improvements over previous studies based on data from individual countries. Third, we
examine and compare the responses of households in NHS and non-NHS countries to explore the effect
of NHS on life insurance holdings. Finally, our empirical results may provide policy implications for
insurers in European countries in that the marketing strategies for life insurance should consider not
only demographic factors, but also household health status and national health insurance coverage.

Our findings clearly support our hypotheses that SPH and high FHR are negatively associated
with the decision to hold life insurance in the pooled data and in the subsample of NHS countries (In
our regression models, when we consider these three health status indicators one by one, each has
negative correlation with life insurance holdings. However, when we consider the three health status
indicators together, the coefficient of OHS becomes insignificantly different from zero). However,
among households in non-NHS countries, only FHR has a negative effect on life insurance purchase.
Moreover, elderly households with high FHR have high probability to hold life insurance in the whole
sample, as well as in the subsample of non-NHS countries.

There are some interesting results in terms of the demand for different types of life insurance (term
life only, whole life only, or both types) in the whole sample. The estimated marginal effects reveal
that all three health status indicators are negatively related to holding only term life policies (There
are similar regression results for life insurance holdings. When we consider the three health status
indicators together, there is no effect of OHS on the holding of term life insurance only). Households
with poor SPH or high FHR are less likely to own both types. However, no health status indicator is
related to households with whole life only. Our empirical evidence may provide policy implications
for insurers in European countries. For example, marketing strategies should consider not only
demographic factors but also household health status indicators and NHS. Finally, our empirical
evidence reveals that there is no existing adverse selection problem in life insurance markets especially
among NHS countries in Europe.

The rest of this paper is organized as follows: Section 2 provides a review of existing literature
and hypothesis development. Section 3 includes a discussion of the research methods. In Section 4, we
present the empirical results. Finally, Section 5 is the conclusion.

2. Literature Review and Hypothesis Development

This section begins with a brief review of the literature followed by the hypotheses tested in
this study. One stream of the literature on life insurance demand focuses on aggregated country
analysis and concludes that income per capita, young dependency ratio, social security system,
interest rate, and inflation are the main factors that affect the demand for life insurance in different
countries [9–12]. Another stream of the literature uses household or individual data for one specific
country to determine the demographic factors (such as age, education, marital status, numbers of
children) and economic factors (such as income and net wealth) that are associated with the decision

2
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to hold life insurance [13,14]. However, very few papers examine the association between health
status and the holding of life insurance. Fang and Kung [15] use eight health conditions to define
individual health status, including high blood pressure, diabetes, cancer, lung disease, heart disease,
stroke, psychological disorder, and arthritis. They demonstrate that healthy individuals are more likely
to purchase life insurance than unhealthy individuals in the US.

2.1. Health Status Indicators and Life Insurance Holding Behaviour

The concept of health encompasses more than the absence of disease. It includes social,
psychological, and economic well-being [16]. Good health indicates satisfaction with life and general
acceptance, while poor health refers to a low quality of life or dissatisfaction with life. Furthermore,
economic or social factors are the main determinants of good health [16]. Being married and effective
health care have the strongest impact on people’s positive perceptions of health [17].

The subjective measure of health status is SPH, which refers to a single-item health measure in
which individuals rate the current status of their own health on a five-point scale from excellent (or
very good) to very poor. Some indicators provide direct evidence of the health status of individuals,
including previous and current diseases (diagnosed by physicians), collectively termed OHS.

It is well known that elderly perceiving their health in positive terms tend to overestimate
their health, while others tend to report poorer health than those with similar OHS [18]. Thus, the
relationship between SPH and OHS is complex. Individuals with poor SPH and high FHR should
anticipate higher out-of-pocket health expenditures than similar individuals with low FHR. Individuals
are generally unable to dynamically insure against FHR and medical expenditure risk [19].

Some empirical studies identify health risks as an important factor in precautionary participation
in the financial market [7,8,20–24]. With respect to health status, most of the previous literature, except
Atella et al. [7], considers the effects of current health status on portfolio decision, without investigating
the roles of FHR and OHS. The elderly are less likely to increase income risks when they face a much
higher health risk. In other words, when health risks cannot be easily avoided, investors may tend to
underestimate their exposure to avoidable risks and financial risks.

2.2. Hypothesis Development

2.2.1. Health Status and Life Insurance Purchase

In real life, insured people may overstate their health condition and hide some information related
to poor health. Therefore, in the underwriting process, life insurance premiums are normally based on
two risk factors, gender and age, which may not reflect actuarial life insurance premiums.

Compared with SPH, OHS is a more realistic method of expressing an individual’s health status,
and can serve as a global measure [18]. It is common for insured to be required to have a health
examination or to submit medical reports to the insurer during the process of underwriting under
certain conditions, such as above a certain age or with higher coverage. This implies that households
with higher health risks (OHS or FHR) pay higher life insurance premiums based on their real health
condition. Although the purchase date of life insurance is not included in SHARE data, our study
sample consists of households with members who are at least 50 years old. Thus, we expect that most
face the uncertainty of adjusted premium through the process of underwriting when they purchase
life insurance. We expect a lower probability of purchasing a life insurance policy when an individual
has a higher OHS or FHR and, thus, we set the following hypothesis:

Hypothesis 1. Among three health status indicators (SPH, OHS, and FHR), OHS or FHR is negatively
associated with life insurance holdings.

The perception of health risk is not only a function of current and expected health status, but also
of the extent of national health insurance coverage. Atella et al. [7] demonstrate that households in

3
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countries with a less protective healthcare system, based on background risk and poor SPH, have less
incentive to invest in risky financial assets. In such cases, the decision to hold risky assets is driven
by SPH rather than OHS, which is consistent with the theoretical underpinnings of background risk.
In addition to current perceived health, Atella et al. [7] find that households consider FHR in their
financial portfolios, especially in non-NHS countries. This suggests an important role for NHS in
shaping household portfolio decisions.

Thus, the aims of this paper are to further examine the role of NHS and to investigate the
differences between NHS and non-NHS countries. We expect that households with poor health status
are less likely to buy life insurance in countries with NHS, and, thus, we set the following hypothesis:

Hypothesis 2. By examining the impact of NHS, all three health status indicators (SPH, OHS, and FHR) are
negatively associated with life insurance holdings, especially in NHS countries.

2.2.2. Other Factors and Life Insurance Purchases

Education

Most previous studies show a positive relationship between educational level and life insurance
demand [10]. Li et al. [11] demonstrate that educational level is positively related to life insurance
demand in OECD countries (including 30 European countries). However, Çelik and Kayali [25] find
a negative relationship between educational level and life insurance purchases from 2000 to 2006 in
European countries. In this study, we expect a positive association between educational level and life
insurance holdings in European countries.

Bequest Motive

The main function of life insurance is to provide funds for carrying out family responsibilities
in the event of the premature death of a wage earner. The proxies of the bequest motive contain
three variables: being married, having children, and a subjective preference for leaving bequests. Life
insurance policies (especially term life insurance) are mainly bought for bequest purposes. According
to a review by Zietz [26], two papers reveal a negative connection between marital status and life
insurance. In contrast, two studies find a positive association between the bequest motive and personal
life insurance demand. Inkmann and Michaelides [27] reveal a positive correlation between the
demand for life insurance and bequest motive. A more recent study highlights the positive correlation
between family members and life insurance demand [28]. Based on this empirical evidence, we expect
positive effects of marital status and with child on the demand for life insurance.

Income and Net Wealth

Income is probably the most influential determinant for purchasing life insurance in terms of the
ability to pay premiums. Thus, much of the literature shows positive correlation between income level
and life insurance demand [26,29]. Çelik and Kayali [25] also find that income is the central variable
which affects life insurance purchases in European countries. However, from a review of 12 studies
by Zietz [26] regarding the association between wealth and consumption of life insurance, there is no
consistent result or correlation. Heo et al. [30] indicate that the amount of insurance purchase increases
with net wealth. Shi et al. [28] indicate that both household current income and wealth have positive
correlations with life insurance holdings.

Pension

Few studies analyse the relationship between public pension system and life insurance
consumption. Among households with low public pension, purchasing life insurance can serve
to increase bequest. Thus, there is a higher tendency for self-employed individuals in Germany who
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are not covered by the public pension system to buy life insurance and accumulate their wealth to
reach higher wealth levels [31]. Andersson and Eriksson [32] also show that compulsory pension
reduces the demand for life insurance. Sauter et al. [13] indicate that the impact of public pension as an
income source on life insurance demand depends on the relative levels of savings and bequest motive.

Life Expectancy

Li et al. [11] indicate that longer life expectancy is associated with a lower demand for life
insurance in OECD countries. In contrast, Inkmann and Michaelides [27] find that term life insurance
purchases decrease with higher survival probabilities among elderly households in England. Beck
and Webb [9] observe that life expectancy has no connection with life insurance consumption across
countries. Thus, we expect the effect of life expectancy on life insurance purchase to be uncertain.

Religion

Based on the literature, the effect of religion on the demand for life insurance varies. Burnett
and Palmer [33] indicate that households without religious beliefs have a more positive attitude
toward purchasing higher levels of life insurance coverage than those with religious beliefs in the
US. In addition, life insurance consumption is significantly lower in Islamic nations [34] and Muslim
populations [9,29]. However, Loke and Goh [35] (2011) consider ethnicity as the proxy for religion
and demonstrate that both Indians and Chinese are inclined to hold life insurance policies compared
to Malays. Thus, we expect that the effect of religion on the demand for life insurance varies due to
the differences in religious beliefs (In the SHARE questionnaire, there is generalization of questions
pertaining to religious participation. Therefore, religions are not separated into specific categories).

3. Materials and Methods

3.1. Materials

This study uses data from Wave 4 (2010–2011) of SHARE, a survey of households from 16
European countries. It also contains previous information from Wave 1 and Wave 2 (Data from
Wave 1 (2004) of SHARE is from 11 countries: Austria, Denmark, France, Germany, Greece, Italy,
the Netherlands, Spain, Sweden, Switzerland, and Belgium. Three new European Union members,
the Czech Republic, Poland, and Ireland, are included in Wave 2 of SHARE (2006-2007). Wave 3
(2008-2009), SHARELIFE, collects detailed retrospective life histories in 13 countries. All questions are
standardized across countries, allowing for consistent international comparisons.). The initial data
on life insurance holdings is from households in 11 countries in Wave 1 (2004–2005). Any changes
in life insurance holding statuses between Wave 2 (2006–2007) and Wave 4 (2010–2011) are noted. In
particular, if a household initially has life insurance holdings in Wave 1, but no life insurance holdings
in Wave 2, we consider this household as without life insurance in Wave 4. As changes in life insurance
holdings are likely to be related to marital status, we use the marital status specified in Wave 4. In
addition, our inference is based on health status measured at the time of the interview, while life
insurance purchase is a decision made beforehand.

We analyze the purchasing of life insurance based on the information provided by households in
the following 16 countries: Denmark, Sweden, Austria, Belgium, France, Germany, the Netherlands,
Switzerland, Poland, the Czech Republic, Italy, Spain, Hungary, Portugal, Slovenia, and Estonia, in
Wave 4 (Certain numbers of observations are removed from the panel respondents participating in both
waves, particularly for the primary countries Greece and Ireland in which respondents participate in
the initial waves but not in Wave 4). SHARE is conducted among households with at least one member
aged 32 or more. We focus on the overall financial situation of households and those with respondents
who are aged 50 to 90, eliminating observations with missing values for any of the variables relevant
to our analysis. Our overall sample consists of 34,341 households.
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SHARE is an international, multidisciplinary, and balanced longitudinal survey of various
countries in Europe, developed to address research issues on aging. As the main structure of the SHARE
survey is generic, the instrument is fixed, and all questions are standardized across countries, our
findings allow for consistent international comparisons. SHARE provides comprehensive information
on standard demographic variables, health, cognition, intensity of social interaction, and a variety of
economic and financial variables, including net wealth, gross income, and household total consumption
(For all waves, SHARE interviewers conduct computer-assisted personal interviews to collect most
of the data. The structure of the computer-assisted personal interviewing instrument is generic, the
instrument is fixed, and only the language used varies among the countries. A detailed description of
SHARE data and methodology is published in Börsch-Supan, et al. [36]. Data is available to registered
users on the SHARE website (http://www.share-project.org)).

In this paper, health risk is evaluated based on medical expenditures, which affect a household’s
decision to buy life insurance. Health risk is a function of current and expected health statuses and
medical expenditures. These depend not only on health risk, but also on health insurance coverage.

To examine how health risk affects life insurance holdings, we classify countries into two groups:
(1) with publicly supported NHS, which offers full coverage; and (2) with NHS that does not provide
full coverage (non-NHS). Rather, several forms of private health insurance cover medical expenditures.
This raises the overall degree of background risk and hence life insurance holdings may decrease. We
split the sample using a method similar to that described by Atella et al. [7] and Bressan et al. [8],
distinguishing between countries with NHS with full coverage (Sweden, Spain, Italy, Denmark, Czech
Republic, Poland, Hungary, Portugal, Slovenia, Estonia) and countries with NHS with partial coverage
(Austria, Germany, the Netherlands, France, Switzerland, Belgium).

Consequently, we expect that an important effect of NHS is on the household decision to hold/buy
life insurance. This enables us to investigate whether households are willing to buy life insurance
when the financial consequences of health risk are diminished by a highly protective NHS.

In this study, household propensity to purchase life insurance is the dependent variable. We then
focus on the health status variables: SPH (the overall assessment by respondents of their health in
general), OHS (current overall health status based on the number of chronic diseases), and FHR (as
measured by average number of risky behaviours and chronic diseases).

Statistical analysis is applied at the household level, based on responses by household financial
respondents. Particularly, financial transfer and asset questions are answered by financial respondents
on behalf of the household. Life insurance holdings and types of life insurance variables are also based
on financial respondents’ responses [11].

3.2. Variables

This section describes the variables based on the characteristics of the households in the whole
sample which includes NHS and non-NHS countries. We define three health status variables (SPH,
OHS, and FHR) by following the study of Atella et al. [7] who examine the association between health
status and portfolio choices in NHS and non-NHS countries separately.

In addition to examining the effects of health status variables on life insurance holdings, we
investigate holdings of three categories of life insurance. Basically, life insurance can be classified into
term life and whole life. Term life is insurance with a fixed period without cash value after the policy
is terminated, but the policyholder can receive claim payment for certain risks during the policy’s
effective period. Whole life insurance accumulates cash value during the policy period and pays death
benefits if the insured dies.

The variables used in this paper are defined as follows: (The detailed information of all variables
in this study is shown in the Appendix A, Table A1.)

Life insurance holding: a dummy variable that equals 1 if household holds life insurance and
0 otherwise.

Types of life insurance: a category variable from 1 to 3 (1 = term, 2 = whole, 3 = both).

6
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SPH dummy: Self-perceived health status, categorical: from 1 “very good” to 5 “very bad”. We define
SPH = 1 if poor self-perceived health (indicating level 3, 4 or 5), SPH = 0 if good health (indicating
level 1 or 2).
OHS: OHS is a determinant of current overall health status that considers not only SPH status, but
also the numbers of chronic diseases. This study looks at eight types of chronic diseases, including
high blood pressure, diabetes, cancer, lung disease, heart disease, stroke, psychological disorder, and
arthritis. Following the procedure used in Zhang et al. [37], the predicated health indicator is obtained
from the following formula. Ĥ∗

i is re-scaled to value in [0, 1]:

H̃
∗
i =

Ĥ∗
i − Ĥmin

Ĥmax − Ĥmin ,

where Ĥmax andĤmin are, respectively, the largest and the smallest predicted values. The association
between life insurance and health can be analysed using the adjusted health indicator H̃

∗
i as the

well-being measurement. Thus, households with poor health are more likely to have higher OHS
value (Attela et al. [7] use a more complicated term “weighted number of chronic diseases”, where the
weights are derived according to the degree of severity of disease and the implied disability [38].).
FHR: FHR is evaluated by increasing function of the average number of risky behaviours (smoking,
drinking, and a sedentary lifestyle), the household’s Asymptomatic Objective Health Status (measured
as the average number of diseases, blood pressure, blood cholesterol, and osteoporosis) and decreasing
function of average household grip strength. The higher the score, the greater the number and severity
of perceived problems (Readers may refer to Attela et al. [7] for more information on the definition
of FHR.).
Age ≥ 65: a dummy variable that equals 1 if the age of household respondent is 65 or older and 0 if the
age of household respondent is less than 65.
Higher education: a dummy variable that equals 1 if the number of years of education completed is
more than or equal to 10 and 0 otherwise.
Marital status: a scale from 1 to 4 (1 = married, 2 = divorced, 3 = widowed and 4 = never married).
With children: a dummy variable that equals 1 if household includes child(ren) and 0 otherwise.
Household size: the total number of household members.
Household income per capita: the monthly household income divided by household size.
Net wealth per capita: the monthly household net wealth divided by household size.
Pension: household pension.
Probability of receiving inheritance: the probability of receiving any positive amount of inheritance.
Higher life expectancy: a dummy variable that equals 1 if household expects to live at least 10 years and
0 otherwise.
Social activity: a dummy variable that equals 1 if household has social interaction and 0 otherwise.
Religious participation: a dummy variable that equals 1 if household participates in religious activities
and 0 otherwise.
Non-NHS: a dummy variable that equals 1 if household is in non-NHS country and 0 if household is in
NHS country.
Health spending from coverage: the country-level data of health spending from government or
compulsory schemes.
Out-of-pocket health spending: the country-level data of health spending from voluntary schemes or
household out-of-pocket payments.
Future retirement age: the country-level data of the future retirement age for a person who entered the
labour force at age 20 (average age if future retirement ages are different from men and women).
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Gross pension replacement rate: the country-level data of the gross pension entitlement divided by gross
pre-retirement earnings in term of country level (average value if gross pension replacement rates are
different from men and women).

3.3. Methods

The following probit model [39] is used to examine whether health status variables are related to
life insurance holdings:

Pr (Life insurance holding) = Xβ+ ε,
= β0+β1 SPH dummy + β2 OHS + β3 FHR + β4 SPH dummy × Higher education + β5 OHS
×Higher education + β6 FHR × Higher education + β7 SPH dummy × Age ≥ 65 + β8 OHS
×Age ≥ 65 + β9 FHR × Age ≥ 65 + β10 Non-NHS + ε,

(1)

where Y is the binary response variable, life insurance holdings, and βi (i = 1, 2, 3) are the parameters
of the three health status variables (SPH dummy, OHS, and FHR). Interactions of different variables
and country variable are included in (1). ε is an error term.

Atella et al. [7] test the effects of health status variables with age by splitting the data into
distinctive groups to analyse whether FHR varies by educational level in terms of portfolio choice. It is
interesting to evaluate how the three health status variables (SPH dummy, OHS, and FHR) interact with
some demographic characteristics (Education, Age ≥ 65) to impact on the decision to hold life insurance.
To examine the holding of life insurance, health status variables are multiplied by educational level
and by age for the whole sample and NHS and non-NHS subsamples.

In addition, we follow Barasinska et al. [40] (This study focuses on individual risk attitudes
and the composition of financial portfolios in Europe) to examine the marginal effects of J outcomes
(J = 4) using the following multinomial logit (hump-shaped pattern) regression model to analyse the
probability of observing a specific type of life insurance holding, Prob

(
Yj
)
, in the pooled data from all

16 countries:

Prob
(
Yj
)
=

exp
(

Xβj

)
∑J

n=1 exp(Xβn)
n = 0, 1, 2, . . . , J; j = 1, 2, 3, 4; j �= n, (2)

in which X is the vector of explanatory variables that include health status variables (SPH dummy,
OHS, and FHR) and other controls.

4. Results

4.1. Descriptive Statistics

Table 1 provides the summary statistics and means for all variables. Of the 34,341 households,
21% hold life insurance in the whole sample, 18.5% in NHS countries, and 24.3% in non-NHS countries.
In the whole sample, households with life insurance have lower incidences of poor SPH, OHS, and
FHR (29%, 0.07, and 0.25, respectively) compared with those without life insurance (43%, 0.11 and 0.33,
respectively). To sum up, these three health status variables are significantly lower among those with
life insurance than among those without life insurance in both NHS and non-NHS countries.

In general, younger age (50–64 compared to 65 and above), higher educational level, married
status, with children, larger household, higher income and net wealth, lower pension, lower health
spending from coverage, lower out-of-pocket health spending, lower future retirement age, lower
gross pension replacement rate, higher probability of receiving inheritance, higher life expectancy
(50% or higher), socially active, and more religious are more strongly associated with holding life
insurance. However, households with certain religious beliefs tend to have life insurance holdings
only in countries with NHS (Table 1).
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To examine the strength of association for life insurance purchase and explanatory variables, we
calculate Pearson’s correlation. The results are shown in Table A2. There is significantly negative
association between life insurance holdings and the three health status variables.

4.2. The Whole Sample

Table 2 reports the marginal effects of the variables of interest on the decision to hold life insurance
for the whole sample. We first examine the marginal effects of each health status indicator (SPH, OHS,
or FHR) separately on the decision to hold life insurance and then examine all three health status
indicators simultaneously. For simplification, we only display the estimation results of model including
three health status indicators simultaneously in Table 2. The estimation results for each health status
indicator (SPH, OHS, or FHR) are provided in Appendix A Table A3.

In Table 2, when we consider all three health status variables simultaneously, the marginal effects
of SPH and FHR decrease the probability of purchasing life insurance by 2.1% and 1.2%, respectively.
It is important to note that SPH is the most influential factor among the three variables in the decision
to hold life insurance.

Younger households (50 ≤ age < 65) are more likely to hold life insurance. The marginal effects
of age over 65 decrease the probabilities of purchasing life insurance by 12.7%. Our results confirm
that the marginal effects of higher educational level increase the probabilities of owning life insurance
by 2.2%.

In addition, compared with households in which respondents are divorced or widowed, married
households are more likely to hold life insurance, consistent among all three health status variables. We
also find that households with children have a higher propensity to hold life insurance the probabilities
of purchasing life insurance increase by 2.8%, respectively. Moreover, the probability of holding
life insurance increases with both income and net wealth. In addition, the probabilities of receiving
inheritance and higher life expectancy (50% or higher) are associated with higher probabilities of
owning life insurance.

Furthermore, household pension income is significantly and negatively associated with the
decision to buy life insurance and households that are more socially active and possess religious
beliefs are more inclined to purchase life insurance. Health spending from coverage (out-of-pocket
health spending) is significantly and positively (negatively) associated with the decision to purchasing
life insurance, indicating that households are more likely to hold life insurance when there is more
(less) health spending from government or compulsory scheme (voluntary schemes or household
out-of-pocket payments). In addition, for the impact of national pension system, our results show that
future retirement age has a negative and significant association, whereas gross pension replacement
rate has positive and significant association, with life insurance holding. Finally, people in advanced
countries are more inclined to own life insurance, when compared with those in emerging countries.

4.3. Analysis for Interaction Effects

The second column in Table 2 presents the results for the interaction terms among the three health
status indicators and non-NHS countries. Unhealthy households (in terms of bad perceived health or
poor objective health status) are less likely to own life insurance, except those with higher SPH located
in non-NHS countries. This indicates that those households with poor self-perceived health status are
more likely purchase life insurance in non-NHS countries than in NHS countries.

10
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Table 2. Probit regression of purchasing life insurance by whole sample, Age 50+.

Dep. var.: Life Insurance Holding
The Whole Sample (N = 34,341)

Model 1 Model 2

SPH dummy −0.0205 *** −0.0346 ***
(0.005) (0.006)

OHS 0.00152 −0.0162
(0.018) (0.023)

FHR −0.0121 *** −0.0100 *
(0.004) (0.006)

Demographic variables

Age ≥ 65 −0.127 *** −0.124 ***
(0.007) (0.007)

Higher education 0.0216 *** 0.0190 ***
(0.005) (0.005)

Marital status (ref: Never married)

Married 0.0566 *** 0.0564 ***
(0.009) (0.009)

Divorced 0.0142 0.0133
(0.010) (0.010)

Widowed −0.00574 −0.00729
(0.010) (0.010)

With children 0.0281 *** 0.0286 ***
(0.008) (0.008)

Household income per capita 0.0225 *** 0.0230 ***
(0.003) (0.003)

Household income per capita squared 0.000 0.000
(0.000) (0.000)

Net wealth per capita 0.0148 *** 0.0151 ***
(0.001) (0.001)

Net wealth per capita squared 0.000 0.000
(0.000) (0.000)

Prob. of receiving inheritance 0.000630 *** 0.000649 ***
(0.000) (0.000)

Pension −0.00423 *** −0.00449 ***
(0.001) (0.001)

Future retirement age −0.0166 *** −0.0154 ***
(0.001) (0.001)

Gross pension replacement rate 0.000484 ** 0.000579 ***
(0.000) (0.000)

Health spending from coverage 0.0907 *** 0.0859 ***
(0.007) (0.007)

Out-of-pocket health spending −0.0938 *** −0.0870 ***
(0.008) (0.008)

Higher Life expectancy 0.0370 *** 0.0378 ***
(0.005) (0.005)

Social activity 0.0401 *** 0.0400 ***
(0.005) (0.005)

Religious participation 0.0276 *** 0.0276 ***
(0.006) (0.006)

11
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Table 2. Cont.

Dep. var.: Life Insurance Holding
The Whole Sample (N = 34,341)

Model 1 Model 2

Advanced (ref: Emerging) 0.0275 ***
(0.008)

Non-NHS (ref: NHS) 0.00235
(0.006)

SPH dummy × Non-NHS 0.0327 ***
(0.008)

OHS × Non-NHS 0.044
(0.035)

FHR × Non-NHS 0.004
(0.007)

Pseudo R2 0.101 0.102

Log likelihood −15,842.956 −15,852.956

Note: This table reports mean marginal effects evaluated at each observation. Monetary amounts are PPP-adjusted
and in thousand Euros. The dummy SPH variable refers to SPH = 1 if poor health (indicating level 3, 4 or 5) and
SPH = 0 if good health (indicating level 1 for very good, 2 for good). OHS variable is the determinant of current
overall health as this variable not only considers the SPH status but also the numbers of chronic diseases. FHR
evaluates the increasing function of the average number of risky behaviors (smoking, drinking, and a sedentary
lifestyle), the household’s Asymptomatic Objective Health Status (measured as the average number of diseases,
blood pressure, blood cholesterol and osteoporosis), and decreasing function of average household grip strength.
Standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. Source: the SHARE data and OECD.Stat
(https://stats.oecd.org/Index.aspx).

4.4. NHS versus Non-NHS Countries

We next investigate whether NHS impacts on the relation between health status and life insurance
holdings, by analyzing the data of the two subgroups: NHS versus non-NHS countries. We follow the
same MNL model to observe whether there is significant impact by any explanatory variable on the
dependent variable in the whole sample.

Table 3 shows that the estimated marginal effects are different from the results of the whole
sample. When considering all three health status indicators together, we find that SPH and FHR health
status variables are significantly and negatively associated with life insurance only in NHS countries
(2.7% and 0.9%, respectively). The estimation results for each health status indicator (SPH, OHS, or
FHR) are provided in Table A4 displayed in the Appendix A. However, only FHR has a significant
influence on the decision to purchase life insurance (1.7% decrease) for non-NHS countries.

Table 3. Probit regression of purchasing life insurance by different NHS, Age 50+.

Dep. var.: Binary for Holding Life Insurance Non-NHS (N = 14,958) NHS (N = 19,383)

SPH dummy −0.0038 −0.0267 ***
(0.008) (0.006)

OHS 0.0406 −0.0179
(0.031) (0.021)

FHR −0.0166 *** −0.00868 *
(0.005) (0.005)

Demographic variables

Age ≥ 65 −0.152 *** −0.0911 ***
(0.011) (0.008)

Higher education 0.0126 * 0.0238 ***
(0.007) (0.006)

12
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Table 3. Cont.

Dep. var.: Binary for Holding Life Insurance Non-NHS (N = 14,958) NHS (N = 19,383)

Marital status (ref: Never married)

Married 0.0532 *** 0.0529 ***
(0.014) (0.012)

Divorced 0.0212 −0.0016
(0.016) (0.014)

Widowed −0.00777 −0.0144
(0.016) (0.013)

With children 0.0299 *** 0.0304 ***
(0.011) (0.011)

Income per capita 0.0174 *** 0.0289 ***
(0.004) (0.003)

Income per capita squared 0.000 0.000
(0.000) (0.000)

Net wealth per capita 0.0184 *** 0.0161 ***
(0.001) (0.001)

Net wealth per capita squared 0.000 0.000
(0.000) (0.000)

Prob. of receiving inheritance 0.000543 *** 0.000891 ***
(0.000) (0.000)

Pension −0.00552 *** −0.00456 ***
(0.001) (0.001)

Future retirement age −0.0202 *** 0.00498 ***
(0.003) (0.002)

Gross pension replacement rate 0.00143 *** −0.00500 ***
(0.000) (0.000)

Health spending from coverage 0.116 *** 0.00702
(0.014) (0.011)

Out-of-pocket health spending −0.154 *** 0.0152
(0.015) (0.011)

Higher Life expectancy 0.0449 *** 0.0348 ***
(0.009) (0.006)

Social activity 0.0269 *** 0.0644 ***
(0.007) (0.007)

Religious participation −0.0156 * 0.0328 ***
(0.009) (0.008)

Pseudo R2 0.093 0.123

Log likelihood −7510.732 −8133.964

Note: Mean marginal effects evaluated at each observation. Monetary amounts are PPP-adjusted and in thousand
Euros. The dummy SPH variable refers to SPH = 1 if poor health (indicating level 3, 4, or 5) and SPH = 0 if good
health (indicating level 1 for very good, 2 for good). OHS variable is the determinant of current overall health
as this variable not only considers the SPH status but also the numbers of chronic diseases. FHR evaluates the
increasing function of the average number of risky behaviors (smoking, drinking, and a sedentary lifestyle), the
household’s Asymptomatic Objective Health Status (measured as the average number of diseases, blood pressure,
blood cholesterol, and osteoporosis), and decreasing function of average household grip strength. Standard errors
in parentheses, *** p < 0.01, * p < 0.1 Source: the SHARE data and OECD.Stat (https://stats.oecd.org/Index.aspx).

The results of the other explanatory variables in NHS countries are comparable with the findings
of the whole sample, except for pension. In contrast, our empirical findings related to the relationship
between religion and life insurance demand are unclear in non-NHS countries.

We investigate the interaction effects, focusing on those among the three health status variables
and two demographic variables of older age (Age ≥ 65) and higher level of education, following
Atella et al. [7]. This study highlights the impact of age on household decisions to hold risky assets.
The primary intention is to examine those interactions and whether there are differences in health
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factors depending on if the person in the household deciding on life insurance purchase is elderly or
highly educated.

Table 4 illustrates that there is no significant result for the interaction terms among the three health
status variables and the higher level of education. We further test the interaction effects of health status
with old age (Age ≥ 65) on the probability of owning life insurance in the whole sample and in the two
subsamples, NHS and non-NHS countries, separately, shown in Table 5. Interestingly, the marginal
effects of the interaction between FHR and Age ≥ 65 on life insurance are strongly (1%) significant for
both whole sample and in the subsample of non-NHS countries when considering the health status
variables together. We present the estimation results by considering each health status individually,
provided in Appendix A Table A6. This implies that elderly households with high probability of future
risk tend to purchase life insurance. However, it is very difficult for insurers to distinguish among the
types of health situations that insured may present with in the future.

Table 4. Interaction terms with three health status indicators and higher education, whole sample,
NHS countries, and Non-NHS countries, Age 50+.

Dep. var.: Binary for Holding Life Insurance
The Whole Sample

(N = 34,341)
Non-NHS

(N = 14,958)
NHS

(N = 19,383)

SPH dummy −0.0155 ** 0.000457 −0.0224 **
(0.008) (0.013) (0.010)

OHS 0.0106 0.0476 −0.00458
(0.025) (0.043) (0.030)

FHR −0.0101 * −0.0155 ** −0.00664
(0.005) (0.008) (0.008)

Demographic variables

Age≥65 −0.127 *** −0.152 *** −0.0912 ***
(0.007) (0.011) (0.008)

Higher education 0.0273 *** 0.0165 * 0.0304 ***
(0.006) (0.009) (0.008)

SPH dummy × Higher education −0.00795 −0.00723 −0.00634
(0.010) (0.017) (0.012)

OHS × Higher education −0.0185 −0.0141 −0.0263
(0.035) (0.060) (0.041)

FHR × Higher education −0.00366 −0.0023 −0.00369
(0.007) (0.011) (0.010)

Other controls

Marital status, with child, Household income per capita,
Household income per capita squared, Net wealth per
capita, Net wealth per capita squared, Probability of
receiving inheritance, Pension, Future retirement age, Gross
pension replacement rate, Health spending from coverage,
Out-of-pocket health spending, Higher life expectancy,
Social activity, Religious participation, and Country dummy

Pseudo R2 0.101 0.093 0.124

Log likelihood −15,858.79 −7510.494 −8133.286

Note: Means of marginal effects evaluated at each observation. Monetary amounts are PPP-adjusted and in
thousand Euros. The dummy SPH variable refers to SPH = 1 if poor health (indicating level 3, 4, or 5) and
SPH = 0 if good health (indicating level 1 for very good, 2 good). OHS variable is the determinant of current
overall health as this variable not only considers the SPH status but also the numbers of chronic diseases. FHR
evaluates the increasing function of the average number of risky behaviors (smoking, drinking, and a sedentary
lifestyle), the household’s Asymptomatic Objective Health Status (measured as the average number of diseases,
blood pressure, blood cholesterol, and osteoporosis), and decreasing function of average household grip strength.
Standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. Source: the SHARE data and OECD. Stat
(https://stats.oecd.org/Index.aspx).
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Table 5. Interaction terms with three health status indicators and age ≥ 65, whole sample, NHS
countries, and Non-NHS countries, Age 50+.

Dep. var.: Binary for Holding Life Insurance
The Whole Sample

(N = 34,341)
Non-NHS

(N = 14958)
NHS

(N = 19383)

SPH dummy −0.0211 *** −0.00878 −0.0190 **
(0.007) (0.013) (0.009)

OHS 0.0204 0.0285 0.0118
(0.032) (0.056) (0.037)

FHR −0.0243 *** −0.0367 *** −0.0121
(0.007) (0.010) (0.009)

Demographic variables

Age ≥ 65 −0.130 *** −0.165 *** −0.0822 ***
(0.008) (0.012) (0.010)

Higher education 0.0217 *** 0.0127 * 0.0237 ***
(0.005) (0.007) (0.006)

SPH poor × Age ≥ 65 0.00113 0.00949 −0.0146
(0.010) (0.017) (0.012)

OHS × Age ≥ 65 −0.0277 0.0111 −0.0408
(0.038) (0.067) (0.045)

FHR × Age ≥ 65 0.0178 ** 0.0297 *** 0.00487
(0.008) (0.012) (0.011)

Other controls

Marital status, with child, Household income per capita,
Household income per capita squared, Net wealth per
capita, Net wealth per capita squared, Probability of
receiving inheritance, Pension, Future retirement age, Gross
pension replacement rate, Health spending from coverage,
Out-of-pocket health spending, Higher life expectancy,
Social activity, Religious participation, and Country dummy

Pseudo R2 0.101 0.094 0.124
Log likelihood −15,857.09 −7506.71 −8132.09

Note: Means of marginal effects evaluated at each observation. Monetary amounts are PPP-adjusted and in
thousand Euros. The dummy SPH variable refers to SPH = 1 if poor health (indicating level 3, 4, or 5) and
SPH = 0 if good health (indicating level 1 for very good, 2 good). OHS variable is the determinant of current
overall health as this variable not only considers the SPH status but also the numbers of chronic diseases. FHR
evaluates the increasing function of the average number of risky behaviors (smoking, drinking, and a sedentary
lifestyle), the household’s Asymptomatic Objective Health Status (measured as the average number of diseases,
blood pressure, blood cholesterol, and osteoporosis), and decreasing function of average household grip strength.
Standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. Source: the SHARE data and OECD.Stat
(https://stats.oecd.org/Index.aspx).

4.5. Marginal Effect of the Preference for Type of Life Insurance

The marginal effects of each of the three health status variables on the probability of holding
different types of insurance are estimated for the whole sample, including term life insurance, whole
life insurance, both (term life and whole life insurance) policies, and no life insurance. When we
consider only OHS indicator in our regression model, our results show that OHS is only significantly
and negatively related to both types of life insurance, the estimation results are shown in Table A7
exhibited in the Appendix A. When considering all three health status variables, shown in Table 6, the
results reveal that households with poor SPH or high FHR risk are less likely to hold only term life
or both types of life insurance. It seems that poor health statuses (for SPH and FHR indicators) are
not supportive of holding only term life insurance. A possible explanation is that term life policy is
associated with relatively lower premiums compared to whole life policy and insurers have stricter
underwriting process in terms of evaluating the health condition of the insured. Thus, households
with poor health status are less likely to buy a term life policy. In contrast, those with no life insurance
have lower SPH and higher FHR. However, we do not find any significant evidence for the relationship
between the decision to own only whole life insurance and health status.
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Table 6. Marginal effects of purchasing different types of life insurance, whole sample, N = 34,341, Age 50+.

Dep. var.: Binary for Holding Life Insurance Term Whole Both No LI

SPH dummy −0.00700 *** 0.00228 −0.0169 *** 0.0217 ***
(0.003) (0.004) (0.004) (0.005)

OHS 0.0133 −0.00313 −0.00454 −0.00561
(0.009) (0.013) (0.013) (0.018)

FHR −0.00565 *** 0.000574 −0.00887 *** 0.0139 ***
(0.002) (0.003) (0.003) (0.004)

Demographic variables

Age ≥ 65 −0.0328 *** −0.0343 *** −0.0579 *** 0.125 ***
(0.003) (0.005) (0.005) (0.007)

Higher education 0.00514 ** 0.0114 *** 0.00663 ** −0.0232 ***
(0.002) (0.003) (0.003) (0.005)

Marital status (ref: Never married)

Married 0.00913 ** 0.0324 *** 0.0161 ** −0.0576 ***
(0.004) (0.006) (0.007) (0.009)

Divorced 0.0107 ** 0.0148 ** −0.0115 −0.0139
(0.005) (0.007) (0.007) (0.010)

Widowed 0.0019 0.0115 * −0.0187 *** 0.00532
(0.005) (0.007) (0.007) (0.010)

With children 0.00685 ** −0.00343 0.0238 *** −0.0272 ***
(0.003) (0.006) (0.005) (0.008)

Income per capita 0.00570 *** 0.00521 *** 0.0101 *** −0.0210 ***
(0.001) (0.002) (0.002) (0.003)

Income per capita squared 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000)

Net wealth per capita 0.00467 *** 0.00868 *** 0.00234 *** −0.0157 ***
(0.001) (0.001) (0.001) (0.001)

Net wealth per capita squared 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000)

Prob. of receiving inheritance 0.000136 *** 0.000285 *** 0.000235 *** −0.000657 ***
(0.000) (0.000) (0.000) (0.000)

Pension −0.000789 *** −0.00146 *** −0.00222 *** 0.00447 ***
(0.000) (0.000) (0.000) (0.001)

Future retirement age −0.00628 *** −0.00318 *** −0.00630 *** 0.0158 ***
(0.001) (0.001) (0.001) (0.001)

Gross pension replacement rate 0.00149 *** −0.000885 *** −0.0000854 −0.000518 ***
(0.000) (0.000) (0.000) (0.000)

Health spending from coverage −0.0423 *** 0.0641 *** 0.0574 *** −0.0792 ***
(0.004) (0.005) (0.005) (0.008)

Out-of-pocket health spending 0.0267 *** −0.0335 *** −0.0781 *** 0.0850 ***
(0.004) (0.005) (0.006) (0.008)

Higher Life expectancy 0.00634 ** 0.0183 *** 0.0119 *** −0.0365 ***
(0.003) (0.003) (0.003) (0.005)

Social activity 0.0191 *** 0.00756 ** 0.0127 *** −0.0394 ***
(0.002) (0.003) (0.003) (0.005)

Religious participation 0.00278 0.0185 *** 0.00329 −0.0245 ***
(0.003) (0.005) (0.004) (0.006)

Advanced markets (ref: Emerging markets) 0.0452 *** −0.0268 *** 0.0145 *** −0.0330 ***
(0.003) (0.006) (0.005) (0.008)

Log likelihood −22,411.1

Note: Mean marginal effects evaluated at each observation. No LI means households without life insurance.
Monetary amounts are PPP-adjusted and in thousand Euros. The dummy SPH variable refers to SPH = 1 if poor
health (indicating level 3, 4, or 5) and SPH = 0 if good health (indicating level 1 for very good, 2 for good). OHS
variable is the determinant of current overall health as this variable not only considers the SPH status but also
the numbers of chronic diseases. FHR evaluates the increasing function of the average number of risky behaviors
(smoking, drinking, and a sedentary lifestyle), the household’s Asymptomatic Objective Health Status (measured
as the average number of diseases, blood pressure, blood cholesterol, and osteoporosis), and decreasing function
of average household grip strength. Standard errors in parentheses, *** p < 0.01, ** p < 0.05, * p < 0.1. Source: the
SHARE data and OECD.Stat (https://stats.oecd.org/Index.aspx).
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Our results show no clear confirmation of the association between any of the three health status
variables and whole life insurance holdings. Households without life insurance holdings are more
likely to have serious health conditions or risks. Moreover, households with term life insurance only
are more likely to be young, highly educated, married, socially active and more religious, with children,
higher income and net wealth, higher probability of receiving inheritance, and higher life expectancy. In
addition, households with whole life insurance are more likely to have married, divorced, or widowed
respondents and young, highly educated, socially active and more religious, higher income and net
wealth, higher probability of receiving inheritance, and higher life expectancy. Furthermore, owning
both types of life insurance is significantly associated with younger age, married status, with children,
higher income and net wealth, higher probability of receiving inheritance, higher life expectancy, and
being socially active.

The signs of demographic variables for the households having no life insurance are, in general,
the opposite of those for the households purchasing different types of insurance. The characteristics of
the households with no life insurance holdings include older age, lower educational level, unmarried
status, with fewer children, having less financial possibility but higher pension income, lower
probability of receiving inheritance, lower life expectancy, socially inactive and less religious.

5. Discussion

To our knowledge, this is the first study that examines the effects of three different health status
indicators on the demand for life insurance in European countries. Our findings show that two health
status indicators (SPH and FHR) are negatively associated with the decision to hold life insurance in
the whole sample, but only in NHS countries on subgroup analysis. Our results are consistent with the
findings of Fang and Kung [15], in which healthy individuals are more likely to have life insurance
in the US. However, results of subgroup analysis show that only FHR has a decreasing effect on the
purchase of life insurance in non-NHS countries.

Consistent with Inkmann and Michaelides [27], we find a negative relationship between age
and households owning life insurance. An earlier study by Zeitz [26] did not reveal evidence of
an association between educational level and the holding of life insurance. Later on, Ward and
Zurbruegg [29] and Li et al. [11] demonstrated that life insurance demand is lower (higher) among
households with lower (higher) educational level. Thus, this study provides additional confirmation
that educational level is positively associated with life insurance demand. Moreover, consistent with
the findings in the literature on the bequest motive [27,28], our results reveal that households with
married respondents or with children have a higher propensity to hold life insurance.

In addition, consistent with the literature [10,11,26], our findings also indicate that households
with higher income level or higher net wealth have higher life insurance demand. Interestingly, we
find that households with religious beliefs are more inclined to hold life insurance. However, this
finding differs from those of previous studies on Islamic countries and Muslim communities [9,29,34].
Thus, from the literature and our results, we conclude that the decision to purchase life insurance
might depend on particular religious beliefs.

Moreover, our results demonstrate that both SPH and FHR health status indicators are significantly
and negatively associated with life insurance holdings in the entire sample as well as in the subsample
in NHS countries. However, only FHR has a significantly negative impact on the decision to purchase
life insurance in non-NHS countries. Our findings contradict those of Atella et al. [7], in which the
relationship between health status variables and risky financial assets holdings are ambiguous in NHS
countries, but the holdings of risky financial assets decrease in households, based on SPH and FHR in
non-NHS countries. Our findings also differ from those of Bressan et al. [8] who reveal that SPH is
significantly and negatively related to direct and indirect stockownership in both NHS and non-NHS
countries. The implication of our study is that the decision to hold life insurance or risky assets among
households differs from the assessment of financial tools from the risk management point of view.
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6. Conclusions

Compared with previous works of other determinants on life insurance ownership based on
data from only one country, our study examines household life insurance holdings in 16 European
countries and focuses on three health status variables. We also investigate the impact of health status
on the purchase of different types of life insurance (term life only, whole life only, or both types) and
characteristics of the health care system in the countries of residence. In all cases, we include a set
of standard socio-economic and demographic variables as control variables. Our whole sample is
classified into NHS and non-NHS countries, depending on national health insurance coverage.

Our results demonstrate that both SPH and FHR health status variables are negatively related
to life insurance holdings in the whole sample and in NHS subgroups, indicating that unhealthy
households are less likely to hold life insurance. In non-NHS countries, only FHR has negative
effects. This implies that households treat national health insurance as a self-insurance mechanism,
substituting market insurance for NHS. We also find that older households with higher FHR are more
inclined to hold life insurance in the pooled data and non-NHS sample.

There are some interesting findings on the demand for different types of life insurance in the
whole sample. The results demonstrate that both SPH and FHR health status indicators have negative
impacts on holding term life only and on holding both term life and whole life insurance policies. In
contrast, there is no relationship between health status and holding whole life only. It seems that there
is no adverse selection problem in the life insurance market, especially in European countries with
NHS. Our empirical results may provide policy implications for insurers in European countries in
that the marketing strategies for life insurance should consider not only demographic factors, but also
household health status and national health insurance coverage.
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Abstract: This paper examines the impact of firms’ sustainability engagement on their stock returns
and volatility by employing the EGARCH and FIGARCH models using data from the major financial
firms listed in the Chinese stock market. We find evidence of a positive association between
sustainability engagement and stock returns, suggesting firms’ sustainability news release in favour
of the market. Although volatility persistence can largely be explained by news flows, the results
show that sustainability news release has the significant and largest drop in volatility persistence,
followed by popularity in Google search engine and the general news. Sustainability news release is
found to affect positively stock return volatility. We also find evidence that market expectation can
be driven by the dominant social paradigm when sustainability is included. These findings have
important implications for market efficiency and effective portfolio management decisions.

Keywords: corporate sustainability; news release; stakeholder theory; stock return volatility;
EGARCH-m

1. Introduction

The growing international focus on corporate sustainability and social responsibility has triggered
a trend toward requiring firms to engage corporate sustainable practices. However, the increase in
attention from both industry and academia has led to an increasing number of studies on the association
between sustainability engagement and firm risk (for instance, Feldman et al. [1]). According to
Godfrey [2], sustainability engagement can provide insurance-like protection to preserve financial
performance by generating moral capital and goodwill in the long term. Sustainability engagement
can help reduce corporate adverse cash flow [3] and the cost of capital [4], as well as increase efficiency
in waste reduction [5], control long-term risk, and refine long-term risk management [6]. Additionally,
the existing literature shows that sustainability engagement can improve market confidence, thereby
reducing stock market return risk through volatility. For instance, Harjoto and Jo [7] found that
legalized sustainability exposure due to governmental requirements is in favour of the market because
the information is more likely to be genuine and less costly to access. Theodoulidis et al. [8] indicated
that sustainability engagement information increases market confidence as long-run-oriented business
strategy eliminates stock market speculators. However, when a company discloses information about
sustainability engagement, there are two general arguments among the existing studies about how the
market interprets the information. First, the optimistic view highlights the importance of sustainability
engagement in reducing stock market return volatility: even if sustainability information does not
increase the present value of a company, it can potentially maximise future value by stretching the
existing wealth creation of a business [9]. The commitment to sustainability can be captured by market
participants over time, in which sustainability strategies and engagement can increase company
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performance in the long run, thereby increasing firm value and market confidence and reducing
stock return volatility [4]. However, sustainability information can be influenced by information
asymmetry in a semi-strong efficient market, causing investors to have dispersed opinion of the
released sustainability information [7]. Market interpretation of sustainability information might lead
to higher volatility in stock price return, because information released can be viewed as a strategy for
management intrinsic values [10], thereby causing a bubble in stock prices [11].

In recent years the Chinese government has undertaken a series of initiatives and procedures
encouraging firms to release sustainability reports. The two Chinese stock exchanges have also taken a
leading role in requiring all listed companies to engage in environmental, social and governance (ESG)
reporting since 2006. This study intends to examine the impact of such sustainability engagement
through news releases on firms’ stock return volatility, using data from the Chinese stock market.
To form the basis of the theory behind this study, we consider two main views of sustainability and
their association with stock return volatility; one is the information asymmetry view of sustainability
associated with Crane [12] and Orlitzky [11], who suggest that the heterogeneous definitions of
corporate social responsibility (CSR) can only exacerbate the problem of information asymmetry,
in which case sustainability news is not different from other general news such as noise. The other
view we consider is from Godfrey [2] and Jo and Na [10], where sustainability can reduce stock
return volatility by providing shareholders with insurance-like protection for relationship-based
intangible assets. By considering the background in China, we adopted the stakeholder theory
from Freeman [13] with a view that powerful stakeholders are able to influence the dominant social
paradigm, and therefore can alter the expectations of the market and drive corporate activities towards
their expectations. We relate this study to the above arguments and believe they are not mutually
exclusive, given a market that is stable in political turnover, where investors are influenced by the
dominant social paradigm. In this context, social forces, sustainability dynamics and information
can improve market confidence where there is information asymmetry. We consider the following
theoretical grounds in this study. First, information asymmetry in a semi-strong market leads to
information dispersal among investors, and in general bad news causes more volatility than good news.
We argue that such an effect from information asymmetry can be reduced if a society is influenced
substantively by its dominant social paradigm. Second, we relate the risk-reduction approach to
the stakeholder theory to posit a negative association between sustainability engagement and stock
return volatility.

Recently there have been studies on the relationship between news sentiment and changes
in asset dynamics [14–17]. In particular, Riordan et al. [16] argue that, compared with positive
messages, negative newswire messages are particularly informative and have a more significant
impact on high-frequency asset price discovery and liquidity. Ho et al. [14] examined the dynamic
relationship between firm-level return volatility and public news sentiment. Ho et al. [15] examined
the impact of public information flows on the volatility of the bilateral Chinese RMB-U.S. dollar
exchange rates in the spot, non-deliverable forward (NDF) and futures markets. The purpose of
this study is to examine the impact from sustainability engagement information on firm stock return
volatility, and to contrast the risk reduction effect against other types of news. In particular, to assess
the impact of sustainability information on stock return volatility this study adopts the EGARCH
variance-in-mean model to examine the association between sustainability engagement information
and return volatility using data from the Chinese stock market. We find evidence of a positive
association between sustainability engagement and stock returns. The results show that firms with
higher frequencies of sustainability news release are associated with higher stock return, suggesting
that the market takes firms’ sustainability news release positively. This contrasts with the findings
on market response to other types of general news releases. Sustainability news releases can reduce
the volatility persistence and positively affect the return volatility. This study makes three major
contributions. First, it provides new evidence in support of the stakeholder theory under the theoretical
framework of market efficiency and information asymmetry. Second, it contributes to the existing
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debate on whether the market responds asymmetrically to sustainability news releases. Using data
from the Chinese stock market, we find evidence that investors take firms’ sustainability engagement
information as a positive indicator of strong and healthy performance in the future. Finally, this study is
among the first to collect and use daily news releases fitting into the concept of corporate sustainability
and to document the dynamic effect of firms’ sustainability engagement information on stock return
volatility with robust results. These findings have important implications for the efficiency of the
Chinese stock market and investors’ effective portfolio investment decisions.

The remainder of the paper is structured as follows. Section 2 provides a brief literature review
and proposes several hypotheses, followed by discussions on methodology and data in Section 3.
In Section 4, we discuss the empirical results. The last section concludes the paper.

2. Literature Review and Empirical Predictions

2.1. Economic Consideration of Corporate Sustainability

The concept of sustainability is derived from a normative concept, which occupies a continuum
where it is understood quantitatively through an economic dimension, and qualitatively through
a development dimension [18]. Economic-oriented considerations focus on the monetary terms
and looking at economic growth related to corporate activities (i.e., whether sustainability adds
financial benefits to shareholders); more precisely, sustainability adjudicates to stretch this wealth
creation in the long run. In the modern economic model, sustainability is initially mentioned by
DesJardins [19], but it is considered to constrain firms in profit maximization. This concept is
then further extended to development, and the extension considers generating financial values
without creating excessive environmental and social damage and aims to ensure that the firm is
using natural resources without producing waste that exceeds the capacity at the expense of the
ecological system [19]. In other words, there needs to be a balance between the growth of the
economy and the development towards sustainability. Due to the unique institutional background
in China, the perception of the social actors on corporate sustainability can be largely influenced by
the dominant social paradigm, thereby incorporating sustainability into long-run business strategy
and performance [18]. Corporate sustainability activities are assessed by whether they are translated
into the long term through market-worthiness, creating reputation or maintaining legitimacy within
the local community [20]. Companies’ product chains and the associated natural resources inputs
and outputs are severely influenced because they are framed by the dominant social paradigm in this
institutional background [21].

In addition, the dominant social paradigm can shape and lead social action towards sustainability
even if the movements do not fit perfectly into the theoretical concept of sustainability and generate
short-term economic benefits [22]. An example is the valuation of social and human capital [23].
Although companies are required to report the social and human (labour) resources occupied in
business operations, the legal requirements are largely linked to monetary terms that can hardly reflect
the welfare situation of the reporting companies. For product responsibility, assessment of lifecycle
is also an issue for many emerging economies, especially in China, which intensively uses resources
obtained for low prices and produces exchange goods at higher prices. Due to the existence of these
problems, the social actors (in this case, the reporting companies) are likely to focus solely on the
dominant social paradigm and alter their understanding through disclosure about sustainability.
The information exposure and corporate actions from the reporting companies are likely to be
constrained by releasing information solely on the norms described in the paradigm, which may
not often be related to corporate sustainability but what is required and expected by the government
and political legitimacy. Similarly, the stakeholders may link information materiality with the extent
to which companies have met and fulfilled the social paradigm in this context. In this study, we
propose that the Chinese governing bodies are at a dominant level in the social paradigm, and market
participants and corporate sustainability actions are framed by a certain higher-level social group
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in the economy. Given that the reporting requirements are derived from a political perspective
(or considerations) on corporate sustainability, we posit that the market’s expectation for material
sustainability information is led by the dominant social paradigm in China.

2.2. Institutional Background

To address public concerns about environmental and social issues that have arisen both nationally
and internationally, the Chinese government has undertaken a series of controls and initiatives to
strengthen the concept of corporate sustainable development. In China, the notion of corporate
sustainability reporting was first proposed in 2006 with the amendment of the Company Law
of the People’s Republic of China, Article 5 of the General Law. Later, in 2006, in the Chinese
Communist Party’s Sixth Plenary Session, the creation of a harmonious society was proposed with
the focus of being socially responsible, particularly for business enterprises [24]. As a response to the
national plan, both the Shanghai Stock Exchange (SHSE) and the Shenzhen Stock Exchange (SZSE)
issued social reporting guidelines in 2006 and 2008, respectively, to create an appropriate system for
corporate sustainability reporting. Although policies were introduced after the two stock exchanges
announced their reporting guidelines, the meaning and definition of corporate sustainability were
not clearly specified; in particular, there was no clear indication of how and what to report in a
corporate sustainability disclosure [25]. To address further public concerns on the transparency of
corporate sustainability information, in 2008, both stock exchanges began setting mandatory corporate
sustainability disclosures for a subset of listed companies, including the top 100 companies in the
SZSE 100 index, companies in the SHSE Corporate Governance index firms listed in overseas stock
markets, and all financial firms [26]. These requirements are important milestones in promoting
and adopting sustainability reporting standards in China, and they are consistent with the goals and
objectives of the government for building a harmonious socialist society by 2020. In the recent 19th CPC
National Congress, President Xi specifically emphasized in his report the issues with the monotonous
economic structure and the high carbon dependency in China. The Chinese government has drawn up
a new blueprint in its national plan, vowing that “through the efforts of the concept of harmonious
society, we will firmly establish a road of sustainable development with Chinese characteristics of
conservation, recycling, low carbon, ecology, and environmental friendliness” [27]. A series of books
and learning guides were published after the Congress, aiming to provide interpretation of the new
measures and policies to be implemented by the government. Based on the series of policies and
initiatives bonded with the national approach to sustainability, in this study we posit that the Chinese
government includes corporate sustainability in the dominant social paradigm that influences social
actors’ decision-making.

2.3. Information Asymmetry and Stakeholder Theory

Even though the aim of sustainability is to generate a long-term business direction with less
speculative behaviour, information asymmetry can cause sustainability information to become noise in
an equity market. Corporate sustainability information is largely voluntary in most cases, so regulators
may not have a strict approach to hard disclosure [28]. The flexibility in the voluntary form of
sustainability information can be used as a manipulation of legitimacy by opportunistic management
due to the misrepresentation of enforceable public accountability [29,30]. Investors can experience high
information asymmetry in a market that is not fully efficient [7]. Studies have found that information
misinterpretation can cause a reduction in stock price return and firm value. Under uncertain
circumstances, investors can have a divergence of opinion about share prices, which leads to higher risk
through return volatility and lower return [31]. Such divergence was later investigated by Grossman
and Stiglitz [32], who found that the extent of disagreement is associated with the costs of information,
e.g., information quality, information case, investment noise in risky assets and the number of investors
involved. The study indicates that the scale of information can have a negative impact on the degree
of divergence. Participants in the market are either unable or unwilling to screen out noise caused
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by information asymmetry. Another counter-sustainability argument indicates that investors are
speculative so that they deliberately choose not to filter out noise from sustainability information, in
which CSR actions are manipulation-prone for certain short-run company economic benefits [11].

However, the problem caused by information asymmetry can be reduced if the dominant social
paradigm is able to provide market efficiency. Based on stakeholder theory, corporate sustainability not
only relates to its shareholders/debt holders, but also to any relevant stakeholders [33]. The normative
stakeholder theory asserts that “regardless of whether stakeholder management leads to improved
financial performance, managers should manage the business for the benefit of all stakeholders” [34]
(p. 32); however, from the positive branch, the more salient the stakeholder, the more efforts will
be exerted in terms of satisfying their needs [35]. One major facet of stakeholder theory involves
recognising and identifying the association between the behaviour of a company and its impact on
company stakeholders [36]. Freeman [13] indicated that there are two types of stakeholders who are
influential to companies. The primary stakeholders have the control of scarce resources that a company
is dependent on to survive. The other type is defined as secondary stakeholders, who have less
control over companies’ decision-making. Under stakeholder theory, management will choose to meet
the expectations of the primary stakeholders as a priority because the secondary stakeholders have
limited resources that companies are dependent on. In the context of China, the government has great
influence on companies’ business activities and strategies, which has a significant impact on investment
performance and financial returns [37,38]. The government policies are often used as directions for
corporate investment [39]. Hence, we argue that since China has adopted corporate sustainability into
the dominant social paradigm, companies are likely to engage in corporate sustainability in order to
meet the expectations of the primary stakeholders. Being sustainable means that firms take a long-term
view of their business actions rather than being speculative about short-term performance [26];
hence, the market is expected to respond favourably to sustainability news releases as they signal
to investors that corporate decisions from the reporting firms are likely to link sound sustainable
strategy with expected performance outcomes. Firms that integrate sustainability initiatives with
their business strategies are more likely to gain a good reputation for social and environmental issues,
which helps to mitigate risk. Vast existing research shows that sustainability-engaged firms are more
likely to perform better financially in the long run [40–44]. Provided the market is efficient and the
investors are rational, sustainability-engaged firms are more likely to perform well in the long run,
which subsequently increases market confidence. As a consequence, it also reduces the potential
speculative behaviour because, in the short term, sustainability engagement is costly and is at the
expense of the shareholders [26]. Thus, it is believed that such “socially responsible” firms can help
build shareholders’ investment confidence and attract more funding at a lower cost of capital than
“less responsible” firms [4]. Based on these arguments, we state the following hypothesis:

Hypothesis 1 (H1). Sustainability engagement increases market confidence and reduces speculation, thereby
having a positive effect on stock return and decreasing return volatility.

There are some very important assumptions for our first hypothesis. First, whether sustainability
is considered in the social paradigm is crucial in this study. In Section 2.2, we have listed
several significant initiatives by the Chinese government towards sustainability. These include
the 2006 National People’s Congress, the 2006 Chinese Company Law, the 2006 SSE Corporate
Environmental Responsibility Reporting Guidelines, the 2008 SZSE Corporate Social Responsibility
Reporting Guidelines, and the 19th CPC National Congress. Also, another assumption is the
existence of a dominant social paradigm in China; it has been shown by numerous existing
studies that the government has a substantial influence on corporate business activities and
corporate decision-making [26,37,45,46]. When we contrast the impact of other information on market
participants due to information asymmetry, we expect that the market will respond differently to
sustainability news and general news such that the impact on return volatility will also be different.
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Hypothesis 2 (H2). According to information asymmetry, market participants react more volatilely to negative
than positive general news due to their potentially speculative behaviour in comparison with the response to
sustainability news.

To test these hypotheses, in particular the dynamic relationship between sustainability
engagement news and stock return volatility, we consider the generalized autoregressive conditional
heteroskedasticity (GARCH) family model in this study. We first adopt the popular exponential
GARCH (or EGARCH) specification for its ability to capture the most important stylized characteristics
of volatility series, including asymmetry and leverage effects. We then consider the fractionally
integrated generalized autoregressive conditional heteroscedastic (FIGARCH) models due to their
long memory for examining persistence in stock return volatility. There are several existing studies
that adopt volatility to determine the association with sustainability (see, for instance, Harjoto and
Jo [7]; Jo and Na [10]; Becchetti et al. [47]), but few on the dynamics of conditional variance with daily
stock return. This study is among the first to use daily sustainability news frequency as a proxy for
corporate sustainability engagement to assess the impact on stock return volatility. For comparison
purposes, we also use companies’ general news frequency and Google search frequency to assess
the impact.

3. Sample and Methodology

3.1. Sample and Return Series

This study examines the relationship between stock return volatility and sustainability news
release of the listed financial firms in China. We obtained the daily stock price samples of the listed
financial firms and their financial report information from the Bloomberg database. The sample period
was 24 December 2007 to 21 March 2018. For sample selection, the initial sample included all the
financial companies listed in both the Shanghai and the Shenzhen Stock Exchanges. We then excluded
companies listed after 2008 (to ensure correct data on sustainability news releases) and those that were
de-listed during the sample period. In addition, we also excluded listed companies that were relatively
small in terms of total assets and market capitalization. This is because studies have found that
sustainability engagements are positively associated with large firms both in terms of total assets [48]
and market capitalisation [49]. As a result, our dataset consists of 30 listed financial companies with
80,190 daily observations in total, ranging from 1 December 2007 to 31 March 2018. The lists of our
sample companies are shown in Appendixs A and B (Tables A1 and A2).

To mitigate the effect of size bias, we adopted a weighted approach to determine the stock return
of the financial firms listed in the Chinese stock markets. The weight was assigned to each firm
based on its market capitalization. This approach is supported by the stakeholder theory, which states
that large entities are more likely to be influenced by stakeholder media [50], where instruments in
communication are used to increase resources and corporate influences, leading to higher sensitivity to
media exposure [51]. Let Sit denote firm i’s stock price at time t; WIit be the weight at time t, and Market
capit be firm i’s market capitalisation at time t. The stock return, rit, is calculated as follows:

WIit =
Market capit

∑ Market capit
+ 1

rit = WIit × 100 × log
(

Si,t
Si,t−1

)
.

(1)

3.2. Sustainability News Information Arrival

The concept of sustainability development or corporate sustainability has been defined in various
ways. The most commonly cited formulation for sustainability is provided by the World Commission
on Environment and Development, that sustainable development shall “meet the needs of the present
generation without compromising the ability of future generations to meet their own needs” [52] (p. 43).
The interpretation of this definition is often related to human welfare and well-being, which should be
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sustained in the long run without raising concerns about impacts on future generations [53]. In this
study, we apply these definitions of corporate sustainability to the case of China, defining the major
sustainability themes promoted by the Chinese government as the indicative measures of corporate
sustainability. Based on the long-term aims of sustainability and the concept of corporate sustainable
development in the Chinese context, we define corporate sustainable news as information from news
releases about a company’s development that fits into the scale of the sustainability themes promoted
by the government (environmental protection and social responsibility). To ensure that sustainability
information is genuine, the news release must specify that the sustainability activities are associated
with and have been integrated into the company’s business strategies and operations.

To collect sustainability news information, we have used Bloomberg News, Baidu News search
engine and Google News search engine in the data collection process. In particular, we first collected
news from Baidu News and Google News search engines by using a series of keywords that fit into
the concept of corporate sustainability. The key words were developed based on a series of themes
under ‘sustainable development’ that were recently promoted by the 19th National Congress in China,
which covers the main issues in environmental protections and social responsibility. Because news
about our sample companies is often released in Chinese and English, we used both languages in
our keyword search for sustainability news. These keywords used in Baidu News and Google news
include social responsibility (社会责任), labour (劳工), human rights (人权), product responsibility
(产品责任), economy (经济), environment (环境), ecology (生态), nature (自然), green (绿色), emissions
reduction (减排), energy saving (节能), and environmental protection (环保). Then, we collected and
manually processed all the keyword-related news based on firm, time and relevance to determine
the frequency of each sample firm’s daily news associated with its sustainability engagement. In
order to differentiate sustainability news and other types of company news, we applied the following
two criteria: First, the news must be related to a company’s sustainability practices that are directly
associated with the government’s sustainable development policies. Second, the news must mention
that such activities are a part of the company’s sustainability business strategy, so that the sustainability
practices reported in the news are reflections of sustainability through business operations (e.g., banks
may apply screening when introducing products to promote customers’ business ideas towards ‘new
energy’). If the news fits into the criteria, we record its frequency. It is also worth noting that our news
frequency dataset does not include news reproduced or reprinted by other media to avoid double
counting of the same news from the original media reporter.

Apart from Baidu News and Google News, we also used the Bloomberg News database. We first
searched for Company News, then collected the sustainability news under the ESG (environment,
social and governance) category based on our previous criteria, and finally recorded the number of
daily news items associated with corporate sustainability. Similarly, we excluded news reproduced
or reprinted by other media to avoid counting it twice. Consequently, the final sustainability news
proxy includes the sum of the amount of news from all three databases. Again, we used the weighted
sustainability news frequency (WSNF) in this study to accommodate the size effect. It is defined as:

WSNFit = WIit × SNFit, (2)

where SNFit is the sustainability news frequency for firm i, and WIit is the weight for firm i at time t.

3.3. Other News Information Arrival

To compare the news’ influence on stock return volatility, we divided all news into sustainability
news and other news information, which includes a company’s general news and general public
news of interest to the company. Companies’ general daily news frequencies (GNF) were collected
from the Bloomberg News database, which contains more than 1000 different news sources globally
and over 90,000 web sources and social media. The major media include Dow Jones Newswires
and the Wall Street Journal, as well as the central news agencies in China, e.g., The Central News
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Agency, Xinhua News Agency, China News Agency, and ENET Communication Agency. Due to the
comprehensiveness of the Bloomberg database, the frequencies of companies’ general news were
directly collected from Bloomberg News Trend.

Recently, Internet usage has emerged as an important source of information for public opinion
about a company’s performance. Traditionally, people’s interest in a topic is collected through surveys
to measure the extent of awareness or support from the public for a decision made by a company [54].
However, as search engine technology develops, Google has become a reliable and valuable resource for
people to obtain information, and it has become the most popular search engine in the world [55]. In this
paper, to compare the sustainability news impact, we constructed a Google Trends Frequency index
(GTF) as a proxy of public interest in a company’s general business activities. It measures the popularity
of a company in the Internet search, and ranges from zero to 100 based on the frequency of a search
item relative to its previous-day ‘popularity’. GTF is adopted as another proxy for news information
arrival given its representation of people’s interest about a topic or theme [56]. In particular, we entered
a sample company’s name in the search engine in English, Simplified Chinese and Traditional Chinese
to collect all the search results, then processed the news and finally calculated the final GTF index for
each sample company accordingly.

A weighted index was also adopted in the calculation of GNFit and GTFit. At time t, the weighted
GNF and GTF are:

WGNFit = WIit × log(GNFit)

WGTFit = WIit × log(GTFit).
(3)

3.4. Methodology and Model Specification

To analyse the relationship between sustainability engagement news and stock return volatility
over time, we considered the generalized autoregressive conditional heteroskedasticity (GARCH)
family model in this study. Since the autoregressive conditional heteroskedasticity approach (ARCH)
was first proposed by Engle [57], many significant theoretical and empirical developments have
emerged in the literature [58–63]. GARCH family models have enjoyed popularity among academics
because of their ability to capture some of the typical stylized facts of financial time series, such
as volatility clustering [64], and also to take into account the feature of volatility over a long
period of time and provide good in-sample estimates [65,66]. The symmetric univariate GARCH
model originally proposed by Bollerslev [67] has been extended to incorporate various kinds of
features, such as asymmetries, long memory persistence, and regime switches [63,68–70]. McAleer [71]
reviews a wide range of models of financial volatility, univariate and multivariate, conditional and
stochastic, and McAleer and Medeiros [70] discuss recent developments in modelling univariate
asymmetric volatility.

The exponential GARCH (EGARCH) model proposed by Nelson [72] has become one of the two
most widely estimated univariate asymmetric conditional volatility models for its ability to capture
asymmetry and (possible) leverage [73,74]. Given that EGARCH is a discrete-time approximation to
a continuous-time stochastic volatility process in logarithms, conditional volatility is guaranteed to
be positive, but the model requires parametric restrictions to ensure that it can capture the (possible)
leverage [73]. McAleer and Hafner [74] showed that EGARCH could be derived from a random
coefficient complex nonlinear moving average (RCCNMA) process. Chang and McAleer [75] further
derive the regularity conditions for asymmetry in EGARCH to show that, in practice, EGARCH always
displays asymmetry, though not leverage. In order to testify the impact of condition volatility on
stock return, a conditional variance term is added to the mean equation in the constructed EGARCH
variance-in-mean model. In this study, we modify the EGARCH variance-in-mean model by adding the
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sustainability news variable into the mean equation in order to examine the hypothetical associations
between stock return, volatility and sustainability news release [15], specified as follows:

rt = b0 + bλht + b1Newst + εt

εt = ηt
√

ht, ηt
iid∼ t(0, 1, v)

log(ht) = ω + α
εt−1√

ht−1
+ β log(ht−1) + γ

{∣∣∣∣ εt−1√
ht−1

∣∣∣∣− E
(∣∣∣∣ εt−1√

ht−1

∣∣∣∣)},
(4)

where rt is the daily return of stock price. Newst stands for the weighted daily sustainability news
frequency (WSNFt), the weighted daily general news frequency (WGNFt), and the weighted Google
Trends frequency (WGTFt), respectively, and εt is the standard error at time. ht is the conditional
volatility of εt at time t. ηt is the standardised residual of εt with zero mean, one-unit standardisation in
student-t distribution, where the degree of freedom is v. Lastly, in the variance equation, the coefficient
β captures the degree of volatility persistence that measures how quickly the present shock dissipates.
EGARCH (1,1) is covariance stationary if β < 1; however, a relatively greater value in β implicates the
present shock will influence volatility in the long run [72]. Asymmetry exists for EGARCH if α �= 0,
while the leverage effect exists if α < 0 and α <γ < −α [74]. In the benchmark case that no news impact
is examined, we should remove the news variable from the mean equation.

To address our research concerns and also serve as a robustness check of the EGARCH results,
we then continued the study by employing the fractionally integrated GARCH (FIGARCH) to test
the memory of the volatility of stock return. FIGARCH is based on the application of the fractional
differencing operator to the autoregressive structure of the conditional variance by assuming that
it follows a hyperbolic rather than exponential decay [76]. Extended from the family of GARCH
models, Baillie et al. [76] proposed the FIGARCH model, which provides additional features
for volatility clustering with good in-sample estimates [65,66]. Chang et al. [77] suggest that the
FIGARCH(1,d,1) model outperforms its GARCH(1,1) counterpart (see also Ho et al. [14]). Since the
introduction of the model, many significant empirical studies on long memory have emerged in
the existing literature [14,78–81]. In this study, we adopt FIGARCH to investigate the long-term
memory in the conditional volatility of the stock return and how volatility persistence is affected by
a firm’s sustainability news releases and other firm-specific general news releases. We modify the
FIGARCH(1,d,1) model by including the news variables as follows:

rt = μ+ b1Newst + εt, where εt = ηt
√

ht,

b(L)ht = ω +
[
b(L)−∅(L)(1 − L)d

]
εt

2,

b(L) = 1 − b1L, and ∅(L) = 1 −∅1L,

(5)

where εt is the error at time t, ht is the conditional volatility of εt at time t, ηt is an identical and
independent sequence following a specific distribution, L is the lag operator, (1 − L)d is the fractional
differencing operator, and d is the long-memory parameter. Newst stands for the weighted daily
sustainability news frequency (WSNFt), the weighted daily general news frequency (WGNFt), and the
weighted Google Trends frequency (WGTFt), respectively. The stationary long memory process for
volatility is assessed through the parameter, d, which lies between 0 and 1. The FIGARCH model
offers higher flexibility when modelling conditional variables due to the nests of covariance stationary
GARCH when d = 0, where in the integrated GARCH (IGARCH), d = 1. The IGARCH process seems
to be too restrictive as it implies infinite persistence of a volatility shock and in most of the empirical
situations the volatility process is found to be mean-reverting [76]. Under the FIGARCH model,
the persistence of shocks to the conditional variance, which is also referred to as a long memory
process of persistence, is captured by a fractional differencing parameter d with a range from 0 to 1.
When d = 1, a unit root is subjected, and it shows a permanent shock effect similarly to the IGARCH
model; whereas when d = 0, an ordinary GARCH process ensures that no long-memory persistence is
involved [76]. The FIGARCH model implies a slower hyperbolic rate of decay for a lagged shock in
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the conditional variance equation so that the fractional differencing parameter provides important
information about the pattern and speed with which shocks to volatility are propagated, which implies
that the effect of a volatility shock is mean-reverting and is also quite persistent.

4. Data Analysis and Implications

4.1. Descriptive Statistics

Table 1 presents the descriptive statistics of the stock returns and news variables. Panel A reports
the descriptive statistics of the daily stock returns of the financial companies. The mean return
among the 30 sample firms is less than 0, and the median of 0 confirms the negative average return.
The standard deviations of the returns are 0.8487 and 0.6449, indicating that they are considerably
volatile. Both stock price returns are leptokurtic, indicating potential higher peak clustering, where the
skewness of stock price return is slightly negative. The prices and daily returns of these stocks are
presented in Figure 1. It can be seen that both stock prices and returns are more volatile during the
Global Financial Crisis (GFC) period in 2008–2009 and also during China’s stock market crash in the
period 2015–2016. The stock prices are relatively flat during 2011–2015 (with the exception of 2013),
as are the stock returns.

Table 1. Descriptive statistics of daily data.

Var. Mean Std. Dev Median Min. Max. Skew. Kuro. Obs.

Panel A: Descriptive statistics of stock price return

rt −0.0018 0.8487 0.0000 −4.7958 4.2516 −0.1240 7.4307 2673

Panel B: Descriptive statistics of news frequency

SNFt 0.1349 0.1646 0.1000 0.0000 2.0000 3.0131 20.3135 2673
GNFt 5.9828 4.6825 4.6500 0.0000 32.7500 1.4506 5.5448 2673
GTFt 47.7899 15.3058 49.3681 9.0526 88.9474 −0.2663 2.3256 2673

Panel C: Descriptive statistics of news variables

WSNFt 0.1468 0.1796 0.1034 0.0000 2.1997 3.0795 21.2409 2673
WGNFt 1.4495 0.9289 1.5369 −2.9957 3.4889 −1.0312 5.2408 2673
WGTFt 3.8585 0.3744 3.9530 2.2450 4.5300 −1.0619 3.7932 2673

Note: Var. stands for variables. Std. Dev stands for standard deviation. Min. stands for minimum. Max. stands for
maximum. Skew. stands for skewness. Kuro. stands for Kurtosis and Obs. stands for the number of observations.
rt is the daily return of the sample financial firms. GNFt is companies’ general news frequency, and WGNFt
is weighted general news frequency. SNFt is sustainability news frequency, including the frequency on news
particularly regarding corporate sustainability. WSNFt is weighted sustainability news frequency. GTFt is Google
Trends frequency, indicating a popularity search index in Google about a company. WGTFt is weighted Google
Trends Frequency.

The descriptive statistics of all the news variables are shown in Panels B and C of Table 1. The mean
of GNFt is 5.9828, with a range between 0 and 32.75. As for the weighted variable, the standard
deviation of WGNFt drops substantially to 0.9289, and the skewness changes from positive to slightly
negative. For SNFt, the mean is relatively low at 0.1349 compared to other general news, and the
variable is significantly positively skewed, even using the weighted approach. GTFt has a mean of
47.7899, which indicates that sample companies are generally popular in a Google search. When we
consider the weighted approach, the standard deviation of the variable is reduced to 0.3744, in which a
negative skewness is observed.
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Figure 1. Daily stock price in financial companies and returns.

The frequencies of news releases of the three news variables are plotted in Figure 2.
For sustainability news releases, the frequency was generally low during the GFC in 2008–2009,
which may suggest that companies are less engaged in sustainability during the crisis periods.
This was further shown in mid-2015 and 2016 during the Chinese stock market crisis, when the
trends became lower and showed a flat pattern. Furthermore, the sustainability news frequency
fluctuated extensively from 2010 to 2015. It is also noted that the peaks in sustainability news releases
show some correspondence with the peaks in the stock prices particularly around 2013, 2014, 2016,
and 2017. This preliminary visual observation indicates that there might be a positive association
between sustainability news releases and firm stock prices. For GNFt, the number of general news
releases was generally low during the GFC period in 2008–2009, and a number of peaks were formed
after the second half of 2010. Interestingly, the amount of company general news decreased extensively
after the Chinese stock market crisis in 2016 when the stock price increased, while the amount of
general news increased and fluctuated substantially between 2011 and 2015 when the stock price
decreased. This observation may indicate that the financial firms are more inclined to release news
when the stock price is low, whereas less news is released when the stock price is relatively high.
Regarding Google searches, the overall trend is considerably stable during the sample period, with the
exception of several notable drops. The frequency changes of Google searches show a similar pattern
to the stock prices, suggesting that investors and business stakeholders or even the general public are
more likely to use Google searches for company news when their stock prices are low.
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Figure 2. The number of sustainability news vs. general news vs. Google searches.

Given that the stock price returns are more volatile, especially during the GFC period in 2008–2009
and post-GFC in 2013, and the news variables do not show a distinctive pattern during the sample
period, we follow Ho et al. [15] to assess if any distinctive patterns in the news series can be observed
during the identified calm or turbulent state in stock returns by adopting a moving average window
approach. It is arguable that volatility in a calm state is relatively smaller due to policies and regulation
controls, whereas return in a turbulent state is more volatile. To investigate the relationship between
the news variables and the stock return, we set the length of the moving window to 100 and calculate
the mean of the first 100 observations. We then continue the process to calculate the mean of the 2nd
to 101st observations and so on, until the mean of the last 100 observations is calculated. We plot the
moving average of the news series and stock return in Figure 3, which will allow us to determine the
different states based on the turning points. More specifically, we call the periods in which the moving
average continues to increase the turbulent state, and the rest the calm state. It can be seen in Figure 3
that there is no steady pattern among the variables, with the exceptions of GNF/SNF and the return
between 2008 and 2010. In contrast, the relationship between GTF and return shows a substantial fall
during the same period. Hence, this study is less likely to be affected by policy switching and/or
structural breaks. In addition, notably in Figure 3, the moving window shows a negative association
between returns and SNF during the 2008–2009 GFC and the 2015–2016 financial market crisis in China.
A possible explanation is that, during the crisis period, the market is more interested in information
relating to firms’ financial performance than to their sustainable practices; hence, the market is less
reactive to sustainability disclosure [82]. This may also indicate that the market is more likely to have
a diverse interpretation of information that is costly to access and to determine its genuineness [7].
As such, the market could not indicate whether sustainability engagement is truthful or bluffing.
It may subsequently lead to different responses among the market participants, thereby increasing the
volatility of the stock returns. It is also interesting to note that the extent of the negative association
between return and SNF is relatively higher in the 2008–2009 GFC period than during the 2015–2016
crisis. This finding is consistent with our casual observation that sustainability in China has become a
mega-trend, where investors and business stakeholders are more aware of sustainability issues and
firms have become more critically observed by society, which has put more pressure on them to act in
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sustainable ways and prioritize sustainability engagement in their business operations. This pattern
can also be observed when we compare the trend for the moving window between GNF and return,
and that for GTF and return during the two crisis periods.

Figure 3. Moving average window of stock price return vs. news variables.
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It is also interesting to note that the relationship between stock returns and sustainability news
release varies across the different states. Both are relatively less correlated in the turbulent state and
highly correlated during the calm state. This pattern may be associated with investors’ short-term
opportunistic behaviour and the government’s direct market intervention, especially during the
turbulent state. On the other hand, the observed distinctive pattern between stock returns and
sustainability news flows since 2011 becomes more visible, which may be associated with the dominant
social paradigm since then. In contrast, the correlations between firm-specific general news and
popularity in Google searches and the stock return are less noticeable.

4.2. The EGARCH-M Framework

We begin with an estimation of the benchmark model and then the full model to assess the
news impact on stock return and volatility. The optimal ARMA orders are determined based on the
Akaike Information Criterion (AIC). The estimation of the parameters of the model was undertaken
through the conditional maximum likelihood method. The stock price returns are firstly fitted into
the benchmark model (without news variable) and then the full model with news variable. The news
variable in the full model is proxied by the sustainability news variable, the general news variable,
and the Google search-based variable, respectively. Table 2 reports the results.

Table 2. Estimation results of the EGARCH-m model.

Parameter Sustainability News (WSNF) General News (WGNF) Google Search (WGTF) Benchmark Model

b0 (constant) 0.0558 (p = 0.0000) 0.5667 (p = 0.0000) 4.0442 (p = 0.0000) 0.0209 (p = 0.1098)

bλ 0.1743 (p = 0.0000) 0.7709 (p = 0.0000) 0.5595 (p = 0.0000) −0.0156 (p = 0.4209)

b1 2.9819 (p = 0.0000) 1.7560 (p = 0.0000) 2.2062 (p = 0.0000) −
ω(constant) −0.1231 (p = 0.0000) −0.2691 (p = 0.0000) −0.5206 (p = 0.0000) 0.0070 (p = 0.0005)

α 0.1601 (p = 0.0000) −0.1747 (p = 0.0000) −0.3292 (p = 0.0000) −0.0044 (p = 0.0000)

β 0.9679 (p = 0.0000) 0.6388 (p = 0.0000) 0.8177 (p = 0.0000) 0.9934 (p = 0.0000)

γ −0.0530 (p = 0.0000) 0.0273 (p = 0.0982) −0.1063 (p = 0.0000) 0.1284 (p = 0.0000)

Log lik. 1081.085 5567.7940 116.5570 −2881.932

AIC −0.8094 2.0984 0.0488 2.1616

Note: The table shows estimation results of the following EGARCH Variance-in-mean (1,1) models. Log lik. is log
likelihood. AIC is Akaike Information Criterion.

As shown in Table 2, the estimates of all the news variables are significantly positive.
In comparison with the benchmark models, the log likelihood values are remarkably improved
in the cases for the full models, and the values of the AIC also suggest that models with news
variables, especially sustainability news, are preferred. More specifically, the results indicate that
a sustainability news release can significantly increase stock returns. With the inclusion of the
sustainability news variable, the persistence of the stock return volatility has been reduced to 0.9679
from 0.9934, as in the case with the benchmark model. The results seem to suggest that the market
responds favourably to firms’ sustainability news releases, as the news signals to the investors that
firms are engaged in sustainable strategies. The finding of a significant positive relationship between
sustainability news and stock returns suggests that public exposure of a company’s sustainability
engagement through news releases can increase shareholders’ investment confidence and help
mitigate stock return volatility. This is consistent with our Hypothesis 1, which predicts a positive
relationship between sustainability engagement, market confidence, and stock returns. The results
lend support to the findings of Mehran [83] and Jenter and Kanaan [84], and confirm that sustainability
engagement-related information will increase market confidence and have impacts on value creation
as sustainability-integrated firms are viewed as being more likely to care about creating long-lasting
financial success by implementing sustainability in their strategy. The results also support the argument
that information asymmetry can be overcome by the dominant social paradigm if sustainability has
been included. The results are consistent with existing studies where information about sustainability
engagement is negatively associated with firm risk through volatility [3,10]. This is especially the

44



Sustainability 2018, 10, 3361

case in China given its unique institutional features. As business activities are often influenced and
to some extent driven by government policies [85], it is often observed that market performance is
very sensitive to the direction changes of government policies. As such, with the recent promotion of
“sustainable development” by the Chinese government, there would be a transition from the dominant
social paradigm to the embodiment of the “sustaincentric paradigm” [86], a result of which would be
a strong link between firms’ sustainability engagement and stock returns as the market believes that
sustainability-engaged firms will have high future returns. Furthermore, as sustainability engagement
aims to boost wealth creation in the long term, decisions on sustainability engagement will strengthen
asset performance in the future [18], which will lead to less speculative investment in the market and
also help reduce return volatility. Therefore, we should accept our Hypothesis 1 given the evidence
that news releases on corporate sustainability engagement increase market confidence, positively affect
stock returns, and help reduce stock return volatility.

Similar results are found for the other two types of news variables. These findings confirm that
news releases add explanatory power to the variance of stock returns, and are also consistent with the
existing literature. The asymmetric effect is captured by α. As can be seen in Table 2, all the estimates
for α are significantly different from zero, confirming the existence of an asymmetric effect. In the
sustainability news model, α is significantly positive at 0.1601, and negative for the rest of the models,
suggesting the presence of leverage effects in the models with general news and Google search news.
As a special case of asymmetry, leverage captures the negative correlation between return shocks and
subsequent shocks to volatility [74,87]. Our results provide further evidence that the stock return
volatility is affected differently by positive and negative general news and Google search news, but is
less likely to be affected by the sustainability news. This finding is consistent with existing studies on
information asymmetry, where, in a semi-efficient market, investors are more responsive to negative
news due to the management’s speculative behaviour [11]. It also has important implications for firms’
news release decisions as the market responds to different types of news differently. Under the notion
of sustainable development, firms that engage sustainability outperform those less sustainable firms
financially in the long run [4]. As such, the market participants would link sustainability engagement
with corporate financial stability in the long run, which helps reduce speculative behaviour in the
market, but it is not observed for the general news release. We find evidence that, due to the presence
of asymmetric and leverage effects, the release of firm-specific general news and being ‘popular’ in a
Google search may not always be favourable because negative news will cause increases in stock return
volatility. In contrast, such leverage effect does not exist for sustainability news releases. In addition,
sustainability news releases affect stock returns favourably, and the log likelihood values for the
model with sustainability news variables are also remarkably improved compared to the benchmark
model. This finding is consistent with stakeholder theory, and also with our Hypothesis 2 that market
reaction is more volatile to negative than to positive general news in comparison with the response to
sustainability news.

4.3. The FIGARCH Framework

To address our research concerns, and also as a robustness check for the EGARCH results,
we continue this study by employing the FIGARCH framework to test the memory of the volatility of
stock return. We fit our data into the FIGARCH specifications and reported the estimation results in
Table 3. As can be seen in Table 3, the model without news variable has the largest estimate for the long
memory parameter d. When news variables are included, the volatility persistence is reduced to below
0.5. The results further suggest that volatility persistence is largely explained by news flows. However,
the impact of different types of news on the persistence is different. It is found that sustainability news
releases cause the largest drop in volatility persistence, followed by Google search engine and then
general news. This finding is consistent with our early conclusion and supports Hypothesis 2.
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Table 3. Estimation results of the FIGARCH (1, d, 1) model.

Parameter Sustainability News (WSNF) General News (WGNF) Google Search (WGTF) Benchmark Model

M (constant) 0.0066 (p = 0.0000) 0.0055 (p = 0.0000) 0.0092 (p = 0.0000) 0.0224 (p = 0.1447)
b1 0.0233 (p = 0.0000) −0.0014 (p= 0.0000) −0.0107 (p = 0.0000) −

ω (constant) 0.0014 (p = 0.0000) 0.0009 (p = 0.0000) −0.0001 (p = 0.1679) 0.0022 (p = 0.0082)
α 0.0423 (p = 0.0000) 0.0353 (p = 0.0000) 0.0449 (p = 0.0000) 0.0000 (p = 1.0000)
β 0.9008 (p = 0.0000) 0.9039 (p = 0.0000) 0.9002 (p = 0.0000) 0.9395 (p = 0.0000)
d 0.4014 (p = 0.0000) 0.4398 (p = 0.0982) 0.4016 (p = 0.0000) 0.7007 (p = 0.0000)

Log lik. −4019.846 −4036.078 −4235.052 −2884.184
AIC 3.0145 3.0266 3.1755 2.1640

This table presents the summary output for FIGARCH (1, d, 1) model fitted with normal distribution. d is a factional
differencing parameter. For the explanation of the variables, please see Table 1.

Thus, it has been demonstrated that news releases relating to corporate sustainability engagement
will affect stock return positively and reduce the volatility persistence. The results are consistent with
and support the stakeholder theory.

5. Conclusions

In this study we have empirically examined the impact of sustainability engagement information
on financial firms’ stock returns and volatility by employing the EGARCH-M and FIGARCH models
using data from the Chinese stock market. We posit that market participants are less likely to face
information asymmetry when they deal with sustainability engagement news, as sustainability is
adopted in the dominant social paradigm in the context of China. Information asymmetry exists
due to the cost, accessibility and reliability of the information. We hypothesize that the promotion
of sustainable development by the Chinese government increases information credibility towards
corporate sustainability engagement, and relevant news can effectively increase market confidence,
thereby reducing market dispersion through stock return volatility. Using a sample of the Chinese listed
financial firms during 2007–2018, we find evidence of a positive association between sustainability
engagement and stock returns, which is consistent with our hypotheses. The results show that firms
with higher frequencies of sustainability news releases are associated with higher stock returns,
suggesting that the market looks favourably on firms’ sustainability news releases and sustainability
engagement increases market confident and reduces stock return volatility. This contrasts with the
market response to other types of news flows such as firm-specific general news releases and popularity
in Google search engine. It is also found that stock return volatility is influenced by all types of news,
and the volatility persistence is substantially reduced after incorporating news variables, suggesting
that volatility persistence is mostly explained by news flows. In particular, sustainability news releases
have a greater impact on volatility persistence than the other two types of news releases, and there is
no evidence indicating the presence of a leverage effect for sustainability news releases. This finding
is consistent with our hypothesis of an asymmetric market reaction to positive and negative news
associated with firm-specific general news releases and popularity news in Google search engine in
contrast to the response to sustainability news.

The results also support the argument that information asymmetry can be overcome by the
dominant social paradigm if sustainability has been included. This finding is consistent with our casual
observation that, due to its unique institutional features, the Chinese government’s recent promotion
of “sustainable development” has caused a transition from the dominant social paradigm towards the
embodiment of the “sustaincentric paradigm” [86], which would lead to a strong link between firms’
sustainability engagement and stock returns. This will lead to less speculative investment in the market
and hence to low return volatility. These findings imply that the market expectation can be driven by a
social paradigm, given that sustainability is considered as a priority task by the government, and hence
it has important implications for market efficiency and effective portfolio investment decisions.
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Appendix A

Table A1. Firm size of sample companies (total assets in millions of RMB).

Date Stock Code

000001 002142 600000 600015 600016 600036 601009 601169 601328 601601

2007 352.54 75.511 914.98 592.34 918.83 1310.96 76.06 354.22 2110.44 322.34
2008 474.44 103.26 1309.43 731.63 1054.35 1571.79 93.70 417.02 2556.41 317.89
2009 587.81 163.35 1622.72 845.45 1426.39 2067.94 149.56 533.46 3309.13 397.18
2010 727.21 263.27 2191.41 1040.23 1823.73 2402.50 221.49 733.21 3951.59 475.71
2011 1258.18 260.50 2684.69 1244.14 2229.06 2794.97 281.79 956.49 4611.17 570.61
2012 1606.54 372.70 3145.71 1488.86 3212.00 3408.09 343.79 1119.96 5273.37 681.50
2013 1891.74 462.19 3680.13 1672.44 3226.21 4016.39 434.05 1336.76 5960.93 723.53
2014 2186.46 554.11 4195.92 1851.62 4015.13 4731.82 573.15 1524.43 6268.29 825.10
2015 2507.145 716.46 5044.35 2020.60 4520.68 5474.97 805.02 1844.90 7155.36 923.84
2016 2953.43 885.02 5857.26 2356.23 5895.87 5942.31 1063.90 2116.33 8403.16 1020.69

601166 601939 601988 601998 601398 601628 600837 601318 600030 600369

2007 851.34 6598.18 5991.22 1011.18 8683.71 933.70 95.34 692.22 189.65 -
2008 1020.90 7555.45 6951.68 1319.57 9757.14 987.49 74.68 704.56 206.80 8.02
2009 1332.16 9623.36 8751.94 1775.03 11,785.05 1226.25 120.73 935.71 153.17 14.97
2010 1849.67 10,810.32 10,459.87 2081.31 13,458.62 1410.57 115.41 1171.62 148.28 22.77
2011 2408.80 12,281.83 11,829.79 2765.88 15,476.86 1583.90 98.97 2285.42 168.50 17.76
2012 3250.98 13,972.83 12,680.62 2959.93 17,542.21 1898.91 126.48 2844.26 271.35 17.25
2013 3678.30 15,363.21 13,874.30 3641.19 18,917.75 1972.94 169.12 3360.31 479.62 29.99
2014 4406.40 16,744.09 15,251.38 4138.81 20,609.95 2246.56 352.62 4005.91 616.10 58.20
2015 5298.88 18,349.49 16,815.60 5122.29 22,209.78 2448.31 576.44 4765.15 597.43 71.74
2016 6085.90 20,963.71 18,148.89 5931.05 24,137.26 2696.95 560.86 5576.90 189.65 70.99

Appendix B

Table A2. Firm size of sample companies (market capitalisation in millions of RMB).

Date Stock Code

000001 002142 600000 600015 600016 600036 601009 601169 601328 601601

2007 80.76 - 229.94 80.47 214.58 556.59 35.081 126.79 639.48 380.77
2008 2.94 17.00 75.01 36.28 76.61 180.14 15.410 55.49 236.46 85.62
2009 75.70 43.73 191.52 61.98 175.30 344.65 35.54 12.04 425.43 220.80
2010 55.03 35.76 177.78 54.40 136.66 291.35 29.51 71.24 339.02 207.31
2011 79.87 26.42 158.37 76.92 155.57 259.50 27.55 57.79 275.04 162.24
2012 82.08 30.74 185.04 70.89 219.184 296.70 27.31 81.84 358.38 205.41
2013 100.42 26.62 175.90 76.31 213.213 283.85 24.02 66.10 300.21 182.35
2014 180.97 51.12 292.67 119.86 351.531 413.75 43.49 115.42 469.83 290.60
2015 171.56 60.49 340.80 129.72 329.453 441.44 59.59 133.44 412.80 255.54
2016 156.26 64.89 350.43 115.94 317.773 437.77 65.68 148.42 402.27 241.77
2017 228.37 90.29 369.54 115.40 293.156 717.57 65.65 151.17 368.74 375.35

601166 601939 601988 601998 601398 601628 600837 601318 600030 600369

2007 259.30 1468.28 1443.64 328.35 2471.79 1485.46 225.94 706.49 295.95 2.22
2008 73.00 875.47 670.58 131.74 1186.85 542.69 66.727 211.77 119.15 1.73
2009 201.55 1375.34 1051.10 291.58 1836.22 911.17 157.89 416.88 210.65 36.15
2010 144.12 1464.68 922.21 192.81 1537.88 643.84 79.32 479.34 125.22 27.01
2011 135.05 1100.50 764.92 181.65 1436.39 483.21 60.97 294.82 107.75 20.04
2012 180.03 1247.06 803.68 193.08 1474.73 597.07 98.91 380.17 150.02 20.74
2013 193.19 1137.55 745.87 172.38 1302.25 455.91 107.33 369.40 144.90 23.06
2014 314.36 1290.58 1143.75 333.81 1682.45 892.52 218.02 593.40 361.07 62.91
2015 325.22 1124.09 1087.37 292.89 1574.85 745.55 167.12 658.05 224.93 55.89
2016 307.50 1336.77 982.49 283.94 1550.20 636.17 168.04 642.42 190.14 40.25
2017 352.95 14,499.25 1104.18 199.71 2126.29 577.94 136.35 1238.572 219.32 26.14
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Abstract: This paper seeks to establish the relationship between economic efficiency and social
efficiency to analyze the sustainability of banking in Europe. The type-effect has been analyzed,
as stakeholder value banks—cooperatives and saving banks—should not be less socially and
economically efficient than commercial banks. This European analysis was made using the Bankscope
database, as it provides a unique insight into the stakeholder view that clarifies, by an analysis of
two-stage boundaries, that there is no single model of social and economic efficiency according
to the type of financial entity in Europe. These findings contribute to the social cost paradox and
shared value perspective, and more broadly to stakeholder theory. It is established that a tradeoff
between economic and social efficiency is not needed. There are different behaviors in different
European countries. Moreover, our results could lead to the development of social indicators of the
sustainability aspects of organizations without resorting to traditional accounting.

Keywords: stakeholder theory; sustainability; risk; social efficiency; banking; cooperative banks;
Data Envelopment Analysis (DEA)

1. Introduction

The situation of financial institutions is changing: regulation, governance, digitalization, and
supervision are aspects that make banks change. These changes are still ongoing, but there is a need to
assess whether business models are sustainable, even in adverse scenarios. The banking crisis is now
at an end, enabling us to analyze the social and economic situation of financial institutions, and lay the
foundations for a new story of banking in Europe. The efficiency of banks is one of the measures used
to organize this sector, and if this measure is developed to achieve sustainability it will be marked a
management line towards the purpose of sustainability of financial institutions, not only doing well
but also doing good for all stakeholders. Traditionally it has applied bank efficiency from a general
economic perspective, but for the purpose of this analysis, new, more social and sustainable aspects
have been considered. Financial institutions that adopt a more social approach based on stakeholder
value, namely cooperative and savings banks, tend to be secondary in nature [1,2], although in Europe
they account for more than sixty percent of the market [3]. This paper will pay attention to them and
use them to show a different view of the sustainability approach in banking.

Then, although most of the research regarding bank efficiency focuses on the economical
view [4–6], a number of papers focus on the social efficiency of financial institutions [2,7,8]. In general,
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a tradeoff between economic and social efficiency (probably because of the strong influence of financial
theory), when one increase other decrease. But, to overcome this problem that we will address here,
there are some previous theories; the paradox of social costs [9] and the shared-value perspective [10]
state that sustainability should be obtained integrating both economic and social efficiencies. In line
stakeholder theory [11], we establish that organizations, including financial entities, should create
value for all stakeholders, and that the Triple Bottom Line [12] include the environment for future
generations, as well.

To the best of our knowledge, no research has explicitly addressed the question of the social
efficiency of European banks (an explanation for the concept of social efficiency is given in the next
section), considering not only commercial, but also cooperative banks. Continuing with the work of
previous authors [2,13–15], we aim to contribute, not only to empirical research on financial institutions,
but also to demonstrate that achieving social efficiency does not necessarily imply a direct decline
in an entity’s economic goals; this is the primary interest of our research. The purpose of credit
cooperatives, framed in the Social Economy, is to create value for workers and society as a whole This
is in juxtaposition to commercial banks, where the shareholder value is the main objective [13]; hence,
banking specialization (type) can influence in the level of social efficiency of each entity; then, the legal
form could thus determine a specific behavior in this line. The country-effect will be also considered
with the aim to develop a unique social efficiency model for European banking.

From certain perspectives may exist a direct link between sustainability and environment;
however, from the Triple Bottom Line [16] there are three aspects of organizations fundamental
for sustainability; economic, environmental, and social. The economic aspects are already incorporated
in the classical financial theory; the environmental ones are referred to externalities in general, and
the social ones; the focus of this paper, raised to the society inclusions as an important element in
organizations; because the interests of stakeholders have been taken into account [11] for a broad
sustainability purpose. It can be debatable the primacy of the different areas in relation to sustainability,
but the relationship between sustainability in a broad sense and the social value of banking activities
are inseparable. The inclusion of the interests of stakeholders is fundamental nowadays because
organizations, in this case, banks, should answer their needs and return to them what they are asking
for, at least because they are using the societal system for a banking purpose. Then, banks should make
an to be socially responsible for sustainability in line that banks should return value to the stakeholders
of banks, and the society in general, what they need: employment, less risks, society supports and
wellbeing; among others [2].

We used the Bankscope database to obtain the variables to analyze the social efficiency and
economic efficiency (profitability) of banking. The research period is 2014 because it is a year considered
“out of the financial crisis effect” (see the literature [3,17] for a comparison analysis between pre- and
postcrisis). An initial postcrisis picture (2008–2013) will lay the foundations for a future longitudinal
study that undoubtedly will be of great importance for banking. However, prior to this, a year-base
analysis will highlight the lack of connections between European countries in social terms. Our results
will consequently strengthen future banking literature, particularly from a European social perspective.
We have used Data Envelopment Analysis (DEA) and a Factorial Analysis of Variance to measure the
efficiency of financial institutions.

This paper makes two contributions. Firstly, whilst previous studies have focused on bank
efficiency to analyze economic efficiency [4], this paper considers another important aspect, namely
social efficiency. Secondly, the European case provides unique information for analyzing the banking
sector as a whole; as we used the population of financial institutions, the results have no sample
bias, therefore shedding light on the real banking situation in which there is a country effect within a
theoretically harmonized Europe in this highly regulated sector. It is to be expected that the European
unification will entail a similar behavior of the entities in the group of EU countries in terms of achieving
social efficiency. The results obtained have potentially major implications in order to encourage
governance based on multiple stakeholder participation in financial institutions: stakeholder value
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banks. The type and country effect should be analyzed in order to come up with a unique European
banking efficiency model: European banking is not yet harmonized. This might contribute to the
development of a sustainable European banking system in order to establish typologies, values, or
regulations depending on the type of each financial institution (see a past paper [1] for an analysis of
banking models in Europe).

The article is organized as follows. Section 2 reviews previous literature on the relationship
between social efficiency and stakeholder theory, taking into consideration the inclusion of credit
cooperatives. Section 3 explains the research hypothesis to establish the basis of the reasoning on the
assumption made, the sample and methodology with the explanation of input/output data. In the
next section, the empirical analysis results concerning country and type effects are shown, not only
for economic efficiency/profitability, but also using social efficiency as a measure for analyzing the
performance of financial institutions. After those results, the analysis of cooperative banks’ social
efficiency is also addressed in Section 4. Finally, in Section 5 a discussion is shown, and Section 6 ends
with the conclusions, limitations, and recommendations for further research.

2. Literature Review and Framework

The efficiency of banks is a major issue that still remains unresolved, at least the social perspective
of efficiency is a gap in the bank efficiency literature; our approach is based on carry on contributions
in this line [18,19]. In the last decade the focus of this social view has been linked, for example, to
specific types of financial institutions, such as microfinance institutions [16–18]. This is due to the fact
that social purpose is inherent to them, and is intended to reduce poverty. In microfinance, studies
that share this aim analyzed, not only the social efficiency of this type of institution, but also the
relationship with economic efficiency and profitability. They concluded that those performances are
correlated (economic and social efficiency), and that socially efficient microfinance institutions are not
financially less efficient. This shows that in this type of institution at least, social responsibility does
not penalize financial efficiency.

In this sense, and based on the Pareto social optimum [20], the notion of social efficiency is
understood as the balance between resources for the purpose of the organization and generation of
value for the society with those resources. Such resources could include equity and external funding,
whilst those that generate value for stakeholders could be the amount of the loans, number of clients,
or economic sustainability. In this regard, the organization is understood as a set of stakeholders with
an aligned purpose, therefore the higher the profits generated for an entity’s stakeholders—excepting
negative externalities (Freeman, 1984)—the greater the social efficiency of an organization [2].

Then, our paper is related to the literature on bank social efficiency. In the model application of
the DEA method to evaluate banks’ efficiency presented below, the social value added approach has
been chosen based on value for society. In this approach the equity (or more commonly, shareholders’
equity) refers to the amount of capital contributed by the owners and accumulated reserves [2]. Bank
deposits consist of total money placed into banking institutions for safekeeping providing liquidity
and act as delegated monitors [21]. Both equity and deposits are defined as inputs [2] including the
resources needed for bank activity [22]. The selection of outputs is based on social generation of value
in banking based on stakeholders approach [19] then, customer loans, labor, social contribution, but
considering the assumed risk level in the bank are defined outputs. Customer loans show the total
lending of money by the bank to other entities, individuals, and/or organizations; labor refers to the
number of jobs held by the entity throughout the year, and social contribution is the sum of the funds
contributed by the bank to the public administration. Finally, the risk level is included as the difference
between the risk admitted by each banking entity, and the provision of funds destined eventually to
cover detected risk in each period. Hence, the optimal bank social efficiency trades off social value
creation for stakeholders and the resources used for the activities of the bank. In the case of banking,
although the values for stakeholders are based not only on market values, but also on non-market
(i.e., free of charge use of financial entities dependencies, training for individuals and companies, or
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newsletter), and emotional ones; due to the lack of generalized and normalized non-market social
values, the social efficiency inputs and outputs of this research are limited to bank accounting-base
data. In this regard, a second limitation should be taken into account, because the result may not be an
optimal reflection of the social value generated by financial intermediation. This may be due to the
atypical interest rates in which the financial market is immersed, with results that may not correctly
reflect the value induced to third parties through the financing processes. This mismatch may have
occurred in 2014, when interest essentially fails to reflect loan value due to the intervention of central
banks. This argument is the reason why the volume of borrowed funds has been chosen as a proxy of
the output, instead of the result obtained with the loans.

Once reviewed, the concept to analyze social efficiency, we proceed to review the studies analyzed
in this paper: the geographic scope, European country, and the typology of financial institution
(specialization).

2.1. Country-Effect Studies in Banking

There are a few European-based studies that focus on making a contribution to bank efficiency.
For example, Chortareas et al. [23] has addressed the influence of financial freedom on European
bank efficiency as a country-effect. They conclude that the freedom of a European country enjoys
influences efficiency: free countries will have relatively higher levels of economic efficiency (cost
reduction view). Another study conducted by Lozano-Vivas et al. [24] analyzed bank efficiency in
ten European countries, concluding that it is lower than expected. Moreover, their findings indicated
that environmental variables play an important role in explaining differences in efficiency. More
recent analyses [14] have used the estimated profit and cost efficiencies of banks within a region as
a proxy for financial quality, and have concluded that regions with more efficient banks are more
resilient to Europe’s financial and debt crisis. In addition, bank sector efficiency is related to economic
growth. Galema and Koetter [25] used a stochastic production boundary model for European bank
efficiency to indicate that the type of banking supervision (Single Supervisory Mechanism-European
Central Bank (SSM-ECB) vs. National Competent Authorities (NCA) influences bank efficiency (cost
and profit), SSM-ECB supervision means lower efficiencies. None of these papers have based their
analyses on social aspects, a welfare state in which employment is generated, a level of infrastructure
is maintained or social risks are limited. In this same line, a recent study, carried out by Fijałkowska et
al. [26], established the performance between Corporate Financial Performance (CFP) and corporate
social-environmental performance (CSP) for Central and Eastern European banks using the DEA as a
methodology. The results suggest that a high economic efficiency entails a high socio-environmental
efficiency, without necessarily creating an inverse relationship. The previous studies of Lozano-Vivas
et al. [24] and Belke et al. [14] include the country-effect as a determinant for bank efficiency. We will
continue their conclusions and focus on country-effect, which will contribute to the European banking
harmonization level analysis. In this sense, bank taxes and risks are incorporated as outputs in the
efficiency analysis.

2.2. Type-Effect Studies in Banking

In terms of type of banking institutions, a number of bank efficiency studies have been conducted.
These include studies based on an analysis of Islamic banks [27,28]. In Islamic banking, the conclusions
are not clear; there is no consensus over the comparison between commercial and Islamic banks in
terms of financial efficiency (see for instance see a past paper [29]). There are some studies addressing
savings bank efficiency [30,31]. They contend that when comparing saving banks and commercial
banks it is important to control the geographical operational level, otherwise, we will establish or
compare culturally, strategically, and tactically different financial institutions. Geography is therefore
a relevant issue, particularly if we wish to provide an effective estimate for savings bank efficiency
levels. Indeed, they display various financial characteristics with far-reaching implications for bank
efficiency. Cuesta & Orea [31] have based their analysis on merger vs. no-merger, using savings
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banks as the sample. They conclude that although merger firms are less efficient at first, they increase
their technical efficiency and exceed in the end. The efficiency of cooperative banks has already been
studied by Lang and Welzel [32] using panel data of German cooperative banks. They base their study
on cost efficiency, rather than social efficiency, continuing the bank efficiency view of that decade to
establish the economic efficiency of cooperative banks. Bos and Kool [33] have subsequently analyzed
401 cooperative banks in the Netherlands, and conducted both profit and cost efficiency analyses.
Their control factors explain less than 10% of profit efficiency, even in a relatively small, homogeneous
geographical area with banks close to each other. They conclude that a number of environmental
factors have an impact on estimated efficiencies; the uncontrolled 90% of profit efficiency suggests
that it is based on managerial inefficiencies. Other more recent studies by Manetti & Bagnoli [7] have
analyzed Italian cooperative banks (a specific type of European credit cooperatives: Italian ‘Banche di
Credito Cooperativo’), and conclude that they are less efficient than traditional banks, probably because
of their statutory commitments. After analyzing the distribution of value added for stakeholders
(system strengthening, member, community, staff, and cooperative system), they have established that
the efficiency of cooperative banks should be developed from a social point of view [34].

2.3. The Purpose of Our Study in Banking

In this line, our study considers a European bank analysis and two aspects in efficiency calculation:
social efficiency and economic efficiency. Financial institution typology, studied in previous literature
(Lang and Welzel [32] for cooperative banks; Tabak et al. [30] and Cuesta & Orea [31] for saving banks;
and Chortareas et al. [23] and Lozano-Vivas et al. [24] for commercial banks; and Bal & Gölcükcü [35]
for industrial banks), probably influences the social and economic efficiency relationship. Specifically,
we have considered three types of financial institutions: commercial banks, savings banks, and
cooperative banks (the former referred to as shareholder value bank and the latter two stakeholder
value banks [3]), to find their differences, placing a particular focus on cooperative banks. Moreover,
we have included, not only economic efficiency based on profitability (it is computed as the ratio of net
income to tangible total assets), but also, and more exhaustively, social efficiency based on generation
of value for bank stakeholders [36–38].

To sum up, the present investigation is relevant for the Stakeholder Theory [11]. On the one
hand, in case there is evidence that there is no tradeoff between social and economic efficiency,
the supposed social cost for shareholders would not remain a critical element to stakeholder theory
and would be another contribution to the paradox of social costs [9]. On the other hand, a positive
correlation between social and economic efficiency would be a “critical case” that would support
stakeholder theory, in the absence of a longitudinal analysis. In turn, the fact that the economic and
social efficiency of an entity may not necessarily be correlated, can contribute to justify the need for
social and environmental accounting [SEA] [39] in the line of the triple bottom line [12]. This in itself
will be a relevant contribution.

3. Hypothesis, Sample and Methodology

3.1. Hypothesis

The issue we face is to analyze whether type and country could influence, not only efficiency
from a social perspective, but also profitability: resolving this question will contribute to stakeholder
theory, and paradox of social cost and shared-value perspective. This is because some financial
institutions, such as cooperative banks, are governed by stakeholders and not only shareholders
(namely stakeholder value banks), where commercial banks are based more on hierarchy and linearly
structured governance in which there is less or no stakeholder participation (namely shareholder value
banks). To make contributions in this sense, we have resorted to statistical hypothesis testing using the
hypothetical-deductive method. Prior to this, we employed the synthetic analytical method to identify
the components of the problem and move them to a system of inputs and outputs.
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In fact, several papers have debated the efficiency of cooperatives banks in relation to commercial
banks [7,40]. There is some agreement that this type of institution is less efficient from an economic
perspective, although greater social efficiency is expected [41].

Hypothesis 1 (H1). Commercial banks have greater economic efficiency than cooperative banks.

This hypothesis is consistent both with the theory of property rights [42] and with agency
theory [43,44]. As Jensen [45] points out, a shareholder-oriented and controlled entity, such as a
banking institution, can orient itself in a one-dimensional way toward a single objective, which will
allow for more efficient management, at least compared with multiple objective management. Multiple
objectives might consider for example, the priority of workers’ interests [46] to the detriment of
economic performance, as might occur when decision-making bodies do not correspond to capital,
but mainly to workers and customers. Previous studies [5,13,14,47–49], have focused on the economic
efficiency of banks that will prevail because of the sine-qua-non need for existence, the main objective
of any bank. Cooperative banks focus on social aspects and are legitimated by society to create value
for stakeholders [2,15,34]. Consequently, whilst it remains relevant, economic efficiency for cooperative
banks is more instrumental than central.

Hypothesis 2 (H2). Cooperatives banks have greater social efficiency than commercial banks in Europe.

Consistent with classical social theory [50] such as the stakeholder theory [11,51], cooperatives
tend to devote a significant part of their efforts to social improvement, or to stakeholders rather than
capital gain [34]: namely workers, asset clients, liability customers, the social environment, and the
public administration, among others. “Cooperative banks have a strong connection between risk
taking and the moral narrative behind their organizational purpose, as values are commonly perceived
to be an integral part of the business model” [34]: p. 22. It would therefore appear that the social
outputs generated should be higher than those of commercial banks [2,7,32,33]. If this hypothesis were
rejected, it would seriously question the social utility of cooperative banks, reducing their remit to
the mere satisfaction of workers. It will be an evidence of the existence of social costs. Alternatively,
it would show that market-based social determinants are not enough to establish the real social values
of organizations.

There are not cooperative banks in all European countries, in those European countries that there
are enough cooperatives banks (France, Spain, Germany, Italy, Austria, Portugal, Belgium, Denmark,
and Finland) the third hypothesis is:

Hypothesis 3 (H3). Credit cooperatives have superior social efficiency than commercial banks in each European
country with credit cooperatives (France, Spain, Germany, Italy, Austria, Portugal, Belgium, Denmark, and
Finland—subhypothesis).

We have analyzed the differences in social efficiency for each country (France, Spain, Germany,
Italy, Austria, Portugal, Belgium, Denmark, and Finland), considering that the social efficiency of
cooperative banks is higher than efficiency of banks (see the literature [3] for reviewing descriptively
the European banking system). Harmonization and new banking regulations provide European
countries with the option of establishing a number of similarities across businesses in various European
countries. However, there are cultural and environmental aspects, or technical aspects (regulation,
taxes or policies) that could affect the social values of each type of financial institution. Previous
studies by Lozano-Vivas et al. [24] and Belke et al. [14] include country-effect as a determinant for
bank efficiency, and we will continue their research with more evidence to show the harmonization
level of European banking.
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Hypothesis 4 (H4). There is a significant difference between European countries regarding the social efficiency
of cooperative banks.

With the aim of establishing possible differences across countries according to type, isolating the
type and analyzing the country-effect only could enable us to predict, that in general terms, cooperative
banks should be more efficient socially in those countries with a greater tradition in social affairs,
such as France, Spain, Italy, or Germany [52,53].

The fundamental interest of this paper lies in determining the social efficiency of financial
institutions, comparing bank typologies. However, there is no doubt that a further line of research
should consist of identifying the various factors in each country that may influence the country effect,
and we therefore believe it is necessary to conduct a qualitative analysis with a sample of significant
banks from each country. In this sense, the determinant variables should include economic growth,
welfare improvement, and, albeit in a negative sense, corruption. We have therefore selected a number
of variables based on the results of Manetti & Bagnoli [7], whereby mutual and territorial aspects are
relevant: a corruption index [54] and welfare data [55].

Hypothesis 5.1 (H5.1). Greater corruption level in the country is negatively correlate with the efficiency of
cooperative banks.

Corruption has a negative impact on a country’s economy [56] and naturally, also on its
banking system. Taking a general index of country corruption level—the Corruption Perception
Index, developed by Transparency International Association (for more information see https://www.
transparency.org/research/cpi/overview), we analyzed the relationship between corruption level
(measure by the inverse of Corruption Perceptions Index) and cooperative bank efficiency. A negative
correlation is expected, whereby higher levels of corruption in countries will probably imply less
efficient banking cooperatives.

Hypothesis 5.2 (H5.2). There is a positive and significant correlation between the social efficiency of cooperative
banks and Wealth-to-Well-Being Coefficient across EU-15 countries.

Given the social approach of our research, rather than choosing an economic development
measure such as GDP or its growth directly, we opted to use a social impact GDP indicator, namely the
Wealth-to-Well-Being Coefficient, developed by the Boston Consulting Group, within the framework
of Sustainable Economic Development Assessment (SEDA). This coefficient is obtained by comparing
the SEDA score for a country’s current welfare level with the expected score given the per capita GDP
and the average for all countries. This provides a relative indicator of a country’s effectiveness in
converting wealth into welfare that benefits the population. Countries scoring higher than 1.0 offer
greater levels of welfare than expected in accordance with their GDP, whilst those scoring below 1.0
provide lower levels of welfare than expected.

A positive relation between this indicator and the social efficiency of cooperative banks is expected,
as their purpose is precisely to generate social welfare, essentially by satisfying their stakeholders’
interests [53].

Hypothesis 5.3 (H5.3). There is a positive and significant correlation between the social efficiency of cooperative
banks and the Growth-to-Well-Being Coefficient across EU-15 countries.

The Growth-to-Well-Being Coefficient was used, which was also developed by the Boston
Consulting Group within the framework of SEDA. This coefficient compares each country’s increase
in its SEDA score with the expected score based on its GDP growth rate, given the average
between the scores for recent progress and the GDP growth rates for all countries during the same
period. The coefficient reveals whether a country has been able to convert growth into increased
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welfare. As with the previous coefficient, countries scoring higher than 1.0 are experiencing greater
improvements to welfare than forecast given their GDP growth rate between 2006 and 2015. A positive
link between this indicator and the social efficiency of cooperative banks is predicted, as the higher the
social efficiency of cooperative banks, the higher a country’s forecasted increase in welfare, either due
to traction or orientation towards the common good.

3.2. Sample

Our analysis focused on a single model of European bank efficiency, using data from Bankscope
(Bureau van Dijk), and on financial entities (commercial banks, cooperative banks, and saving banks)
in 2014 (2752 financial institutions with 38,528 observations) in EU-15 countries (Austria; Belgium,
Denmark, France, Finland, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal,
Spain, Sweden, and the United Kingdom). We have used all the data in the Banskscope using the
criterion of activate entity, positive assets, and deposits of accounts in the analysis year; then, we used
the population based on this known database (take into account the regular limitations of this type of
databases). As the used data is the population we do not need to prove the independency of the data,
because it is by definition independent. We have shown in the following table (see Table 1) the means
of used variables, but we could provide a complete table. We have used Frontier Analyst® program
for DEA analysis and SPSS for statistical analysis (univariate and multivariate analysis).

Table 1. Descriptive data of variables by country and type.

COUNTRY TYPE N Equity Deposits Asset Loan Labor Taxes Risk Profit

France
Banks 79 11,826 74,306 272,855 97,700 4956 362 1450 773

Savings 18 5639 43,552 71,487 39,844 1717 156 318 327
Cooperatives 65 20,790 114,126 378,549 141,292 7435 493 1235 1133

Spain
Banks 18 55,545 365,233 761,873 427,455 22,327 1306 10,418 3527

Savings 14 9520 83,080 155,008 78,666 3196 203 5467 354
Cooperatives 51 516 4887 6795 3563 209 4 71 25

Germany
Banks 99 7438 60,928 149,962 53,575 2532 127 598 254

Savings 503 3114 24,988 42,113 23,894 1550 85 97 100
Cooperatives 909 394 3167 5847 2837 187 13 25 22

Italy
Banks 66 9488 62,522 148,561 81,743 4879 266 5205 380

Savings 31 2153 15,631 50,069 40,795 1115 71 1499 52
Cooperatives 382 785 4247 9715 5762 309 6 479 14

Austria
Banks 36 4210 30,123 56,079 32,972 3021 111 717 282

Savings 14 910 8114 13,098 8878 403 15 130 49
Cooperatives 20 2631 14,004 37,343 18,372 914 26 541 29

Portugal
Banks 15 5873 48,710 82,291 51,937 3235 87 18 25

Savings 79 820 11,514 13,060 5568 115 1 1 2
Cooperatives 3 1918 16,340 23,189 11,100 1451 60 14 44

Belgium
Banks 16 10,705 97919 184,819 92,915 3196 331 2574 979

Savings 3 2761 46,869 55,820 37,353 269 67 145 288
Cooperatives 2 1004 6282 7499 4283 39 0 0 87

Denmark
Banks 26 7709 36,334 159,356 92,389 1616 131 1449 362

Savings 29 287 1769 2310 1291 116 2 127 14
Cooperatives 7 215 1107 1535 935 72 0 112 7

Finland
Banks 13 6085 33,763 157,186 43,221 1133 144 331 581

Savings 14 158 1313 1807 1306 49 3 1 11
Cooperatives 2 26,512 148,147 414,478 228,474 8930 1036 0 2649

3.3. Methodology

3.3.1. Two-Stage DEA Analysis

The empirical analysis has carried out using a two-step analysis; firstly a DEA analysis was
applied in order to establish the relative efficiency of bank institutions. This was followed by a Factorial
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Analysis of Variance to analyze the country and type-effect efficiency. A DEA analysis displays both
strengths and weaknesses. On one hand, it is more flexible and there is no a pre-established relation
between input and outputs that permits a quasi-real show of the relationship between variables; it is a
welcome tool for extracting information from the empirical world [57] but is an untidy method for
parametric regression. On the other hand, it is an extreme form method that assumes that if a DMU
levels output with input, other DMUs should reach the same level (deterministic method); it does not
directly imply homogeneity across DMUs, but is necessary to prevent inefficiencies stemming from
nonuniform factors. Furthermore, variable selection is of fundamental importance as there are no
suitable tests to estimate if the results of the analysis are stable or would vary significantly with other
variables. Continuing with Stolp [57]: p. 115, “whether a given research tool is better or worse than
another tool is really not the relevant point: what counts is the attitude that is brought to bear on the
research”. In this sense, we have not only provided statistical results, but also results that are coherent
with the real situation.

Then, in the first stage we have carried a DEA analysis with the aim to develop the bank social
efficiency and bank economic efficiency. It has been used some input/output variables that are shown
in the Table 2 and argue and define after it.

Table 2. Inputs and outputs of Social and Economic (Profitability) Efficiencies.

INPUTS OUTPUTS

Social Efficiency for sustainability (SE)
Definition: it is the balance between resources (input)
and generation of value (outputs) for the society with
those resources (inputs), being sustainable socially.

Equity (E)
Deposits (D)

Customer Loans (CC)
Labor (L) *

Social Contribution/Taxes
(SCT)

Risk (R) **

Economic Efficiency (EE) Profitability
Definition: it is the balance between the resources
(assets) used to obtain the net profit.

Total Assets (TA) Net Profit (P) ***

Notes: * the labor (L) is measure by headcounts. ** risk (R) is measured by obtained as the inverse of the sum of the
contingent risks and commitments recognized by the different institutions. *** It is the benefit after taxes. The other
variables are from the book accounts of banks without transformations.

Social Efficiency for Sustainability should include two major inputs, namely Equity and
Deposits [58], thereby allowing for the control of funds related to corporate performance. Although
other variables could be included as an input based on bank production theory, such as nondepositors
borrowed funds, liquid assets, or financial services, the aim of this paper is to establish social welfare
goals, and therefore we opted to start with the basic and minimum sustainable bank performance
based on first-level needs: from our point of view, and based on McGuire et al. [58], these are the
principal funds institutions need to generate value added.

Although it is not easy due to the absence of standardized indicators measuring the social value
of organizations that show the added value generated by stakeholders; social efficiency is explained
using the following outputs (as per the literature [2] as an ad-hoc selection based on the interests
of the most important stakeholder groups—customers, employees, and the community—customers
loans [59], labor, social contribution, profit, and risk. The customer loans (CC) input is relevant for
social efficiency because it is the main financial resource of households and corporations [2,34], and
is therefore necessary for social value. It is desirable, but not possible, to analyze the type of credit
because depending on the aim as the level of social assistance will vary [60]. Nevertheless, as they
could be necessary for social value, and because there is a lack of information regarding the exact
purpose of the loans, they will all be considered in the same category. The second output, labor (L)
is a clear indicator of social value [34]. It is important, insofar as society is based on work, as this
guarantees people (bank workers in this case) the wherewithal to live. Social contribution (using
taxes) (SC) is important for social efficiency because this output represents the funds that financial
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institutions pay back to society with the aim of catering to citizens or society’s needs [2]. The final
output is risk. The risk is a negative output and outsourced by the entities, so if at a certain moment
the risk is updated, the entity itself or a stakeholder of the financial entity will deal with the risk effect;
then, it is the gap between provisioned and declared risk. Technically it is calculated as the difference
between the risk perceived or declared and the amount of funds provisioned to cover the risks [5,48].
The risk assumed by financial institutions has involved huge cash bailouts, so although it is based on
expectations, the citations are necessary because if the assumed risk is not taken into account and not
reflected, it could have a negative and direct effect on the purchasing power of citizens and countries.
Risk—obtained as the inverse of the sum of the contingent risks and commitments recognized by the
different institutions—has previously been incorporated by Fiordelisi et al. [5] and San-Jose et al. [2].
See Table 3 for a mathematical representation of social efficiency using DEA.

Table 3. Data Envelopment Analysis (DEA) mathematical model for social efficiency.

Variables/Data Equation

j = number of DMUs
θ = efficiency rating
yrj = amount of output r used by j unit [Customer Loans CC,
Labor L, Social Contribution-Taxes SCT and Risk R)
Xij = amount of input i used by j unit (Equity E and Deposits D)
r = number of outputs from 1 to s
i = number of inputs from 1 to m
ur = coefficient or weight assigned by DEA to output r
vi = coefficient or weight assigned by DEA to input i

For each DMU from 1 to
n the Social Efficiency (maximizing the outputs) is shown as:

Max θ
(

j = 1 → n
)
= u1 × CC10+u2 × L20+u3 × SCT30−u4 × R40

v1 × E10+v2 × D20

The economic view of bank efficiency has been measured using profitability, which can be
conducted in a variety of ways, although, following Gutierrez-Nieto et al. [61], we measured it with a
standard ratio: return on assets (ROA).

3.3.2. Second Stage: Factorial Analysis of Variance

In the second stage it has been used a Factorial Analysis of Variance applied. It is appropriate
because one of the aims of this paper refers to study of the effect of two factors; country and type, and
this analysis compares the means of two or more factors. Specifically, F tests are used to determine
statistical significance of the factors and their interactions. Then, it also gives us information about
their dependence or independence in the same experiment, which is crucial for the sustainability of
European banking system, if it is based on harmony and homogenization. The tests are nondirectional
in that the null hypothesis specifies that all means are equal and the alternative hypothesis simply
states that at least one mean is different.

4. Results

This paper contains two levels of analysis: the first considers the overall social and economic
efficiency of a European country, whilst the second is applied to specific aspects that could shed some
light on the differences detected.

4.1. European Social Efficiency Analysis: A Path for Sustainability in Financial Area

Economic efficiency has been selected using a ratio of economic performance; the intention is to
provide a general analysis and consensus for economic aspects of financial institutions. The following
figure (see Figure 1) shows the means of the ROA of financial entities in each of the EU-15 countries.
It is clear that there are some differences in this exploratory analysis in which the banks in some
countries show higher ROAs: examples include Italy and Sweden, which contrast with other countries
such as Greece or Portugal. The main countries are in a third group, with neither high nor low returns.
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Figure 1. Profitability (ROA) analysis in European Countries: profile graph.

The analysis has compared the types of financial institutions with the aim of developing a unique
bank efficiency model regardless of legal status. This means analysis reveals that there are no apparent
differences across types in terms of economic efficiency measured by the profitability of financial
entities (see Figure 2 to see the means in a visual form).
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Figure 2. Economic Efficiency/Profitability: analysis by type of financial institution.

A multivariate analysis was conducted to determine both effects together, namely country (EU-15)
and type (commercial banks, credit cooperatives, and savings banks). A Factorial Analysis of Variance
was used whereby not only each factor is analyzed, but also their intersection (see Table 4).

Table 4. Multivariate analysis of economic efficiency: Factorial Analysis of Variance.

Origin
Type III of Sum

of Squares
df

Quadratic
Means

F Sig.
Partial to

Squared Eta

Corrected Model 3443.086 38 90.608 8.088 0.000 0.102
Intersection 319,453.149 1 319,453.149 28,517.022 0.000 0.913

Type 35.510 2 17.755 1.585 0.205 0.001 ***
Country 1876.861 14 134.061 11.967 0.000 0.058

Type * Country 861.991 22 39.181 3.498 0.000 0.028 **
Error 30,357.940 2710 11.202
Total 5,453,484.370 2749

Total corrected 33,801.026 2748

Note: * Significant at p < 0.05; ** p < 0.01; *** p < 0.001.
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We used Factorial Analysis of Variance, revealing whether the iteration between type and
country influences the dependent variable (economic efficiency/profitability). When an interaction is
significant, as in this case, attention should be paid to the iteration rather than the main effects. In this
case, the iteration is significant, and therefore, country and type together have some influence on the
profitability of the financial institution. See the Appendix A for the robustness independent test of
each dependent variable. The model explains a significant variance regarding the dependent variable,
ROA, albeit not individually, as type is not a good control variable, and does not make any distinction.

The same method was applied to social efficiency. Following the DEA analysis, in which the
selected inputs and outputs are used (as explained in a previous section), we compared social efficiency
means in accordance with the institutions’ country and type. The data used consisted of the population,
thereby preventing sampling bias and data collection problems. Furthermore, the considerable
size of the sample avoids normality problems. The DMUS are also higher than three times the
number of inputs plus the number of outputs [57], thereby guaranteeing no sensitivity to specification.
The efficiency surface is not sensitive to the sample, which means that in this case the frontier surface
is robust. There is no autocorrelation (Durbin Watson is higher than 1.4: standing at more than 1.827),
thereby avoiding the need to adjust or include more variables. The collinearity diagnosis establishes
that the highest level of explanatory variable is 7.401, indicating no multicollinearity problem.

The European country effect using social efficiency as a dependent variable is shown in Figure 3,
with no similarities in terms of social efficiency across those countries. They have shown visually the
means of social efficiency for sustainability by country. Some countries display a high level of social
efficiency, namely Austria, Belgium, Finland, France, Germany, Luxemburg, Portugal, Spain, and the
UK. Other countries are not particularly efficient in social terms; examples include Denmark, Greece,
and Italy.

 

Figure 3. Social Efficiency for sustainability analysis in European Countries: profile graph.

The following figure (Figure 4) shows means by type. In general terms, commercial banks are
more socially efficient than savings banks and cooperatives. We did not predict this in our hypothesis,
but in this analysis at least, the initial results show the potentially social aspects of banks compared
to theoretically more social typologies, such as savings banks and credit cooperatives. It should be
remembered that the inputs and outputs used for developing social efficiency are based on market
social value because there is no standardization of other aspects of social value in banking.
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Figure 4. Social Efficiency for sustainability: analysis by type of financial institution.

Concerning social efficiency, we carried out a multivariate analysis to establish both effects
together: country and type. This involved a Factorial Analysis of Variance in which not only each
factor is analyzed, but also the intersection between them (see Table 5).

Table 5. Multivariate analysis of social efficiency for sustainability: Factorial Analysis of Variance.

Origin
Type III of Sum

of Squares
df

Quadratic
Means

F Sig.
Partial to

Squared Eta

Corrected Model 1132,242.643 38 29,795.859 24.510 0.000 0.256
Intersection 718,533.603 1 718,533.603 591.069 0.000 0.179

Type 3223.202 2 1611.601 1.326 0.266 0.001 ***
Country 377,493.668 14 26,963.833 22.181 0.000 0.103

Type * Country 81,397.755 22 3699.898 3.044 0.000 0.024 **
Error 3,294,415.588 2710 1215.652
Total 13,873,241.818 2749

Total corrected 4,426,658.231 2748

Note: * Significant at p < 0.05; ** p < 0.01; *** p < 0.001.

The iteration is significant, so this model explains a significant variance around social efficiency.
However, country and type should not be considered separately: neither aspect is a good control
variable due to the absence of differentiation. Therefore, country and type should be analyzed
jointly. Figure 5 shows both variables together. It is shown visually the means of social efficiency for
sustainability by type of financial entity and by country; both together.
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Figure 5. Country and type effect for social efficiency for sustainability: profile graph.

4.2. Country Effect in Social Efficiency for Sustainability between Banks and Cooperatives

With the aim of analyzing the banking situation in each country, we conducted a comparative
means analysis of social efficiency. We used three types, as shown in Table 6, which indicate
those applied to banks and credit cooperatives. There are only two countries where those financial
institutions differ in terms of social efficiency, namely, Germany and Italy, and the relationship is
opposite to that expected (banks outperform credit cooperatives). In the other countries (France, Spain,
Austria, Portugal, Belgium, Denmark, and Finland), no significant differences were observed, although
in some the social efficiency of cooperatives is higher than in banks (France, Spain, Portugal, Belgium,
Denmark, and Finland). Some EU-15 countries do not have enough financial entities in each type,
namely Greece, Ireland, Luxembourg, Sweden, the Netherlands, and the United Kingdom.

Table 6. Means comparison (Tamhane) between financial institution categories by country.

COUNTRY TYPE N
Mean Social

Efficiency (SD)
Levene

F (Sign)
(Inter-Groups)

Tamhane (Three
Types, But Banks vs.
Coop Shown Only)

France
Banks 79 54.406 (35.542)

9.695 *** 1.968 (0.143) No Sign.
Cooperatives 65 57.374 (32.239)

Spain Banks 18 65.397 (31.103)
2.117 * 0.566 (0.570) No Sign.

Cooperatives 51 74.667 (39.751)

Germany Banks 99 92.064 (20.980)
306.977 *** 38.708 (0.000) Sign. ***

Cooperatives 909 68.425 (38.932)

Italy Banks 66 41.555 (36.515)
32.982 *** 24.645 (0.000) Sign. ***

Cooperatives 382 19.015 (22.112)

Austria
Banks 36 87.144 (28.237)

3.400 ** 0.925 (0.402) No Sign.
Cooperatives 20 76.589 (37.001)

Portugal Banks 15 85.163 (30.927)
2.857 * 0.405 (0.668) No Sign.

Cooperatives 3 100.000 (0.000)

Belgium Banks 16 88.083 (22.179)
1.997 0.374 (0.693) No Sign.

Cooperatives 2 100.000 (0.000)

Denmark
Banks 26 33.277 (30.964)

10.621 * 3.526 (0.036) No Sign.
Cooperatives 7 52.184 (45.718)

Finland
Banks 13 73.880(36.061)

4.034 * 0.797 (0.461) No Sign
Cooperatives 2 100.000 (0.000)

Note: * Significant at p < 0.05; ** p < 0.01; *** p < 0.001.
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To test the robustness of the previous results, we repeated the empirical research using a post-hoc
test, such as Games-Howell [62], it was concluded that this post-hoc test is appropriate when there are
doubts regarding the normality and homogeneity of variables. Similar results were achieved, as shown
in Appendix B.

4.3. Analysis of Credit Cooperatives’ Social Efficiency Across European Countries

Some countries may share similarities in terms of the social efficiency of credit cooperatives.
A multiple means comparison was conducted of nine European countries with sufficient data on the
social efficiency of credit cooperatives. Table 7 shows those countries displaying significant differences.

Table 7. Credit Cooperatives’ social efficiency by country: a matrix of significance by pair comparisons
among countries.

Country/Country N Mean SD I D Fr G S A B Fi P

Italy 382 19.015 22.112 1 0.980 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Denmark 7 52.184 45.718 1 1.00 1.00 1.00 1.00 0.696 0.696 0.696

France 65 57.374 32.239 1 0.311 0.382 0.814 0.000 0.000 0.000
Germany 909 68.425 38.932 1 1.00 1.00 0.000 0.000 0.000

Spain 51 74.667 39.751 1 1.00 0.001 0.001 0.001
Austria 20 76.589 37.001 1 0.321 0.321 0.321
Belgium 2 100 0 1 1.00 1.00
Finland 2 100 0 1 1.00
Portugal 3 100 0 1

Total 1441 55.237 41.237

4.4. Country Effect of Cooperative Bank Efficiency

We sought to identify whether there are any country variables that can act as independent
variables related to the social efficiency of credit cooperatives in order to gain a deeper insight into the
impact of the country effect on social efficiency (see Table 8).

Table 8. Correlations among country indexes and country social efficiency means.

Indexes of Nine Countries: Italy, Denmark,
France, Germany, Spain, Austria, Belgium,

Finland, Portugal
Mean (Deviation)

Correlations Statistics
(Pearson) with Social

Efficiency 72.02 (26.946)
Significance

Corruption level (measure by the inverse of
Corruption Perceptions Index- taken from

Transparency International Corruption index) +
21.11 (19.601) −6.22 ***

Wealth-to-Well-Being Coefficient 1.083 (0.070) 0.799 ***
Growth-to-Well-Being Coefficient 0.96 (0.221) 0.721 ***

Note: Significant at *** p < 0.001; + other proxies could be used to test, such as indexes from World Bank
(http://info.worldbank.org/governance/wgi/#home).

Interestingly, there is a significant correlation between the social efficiency of credit cooperatives
and welfare, both in global terms and in terms of the growth of European countries. However, in
recent years growth has been much lower in Italy than in Germany, a trend that looks set to continue
in the years to come (see current issues of the IMF World Outlook). There may be some intermediate
variables, such as the corruption index, which affect both ratios: social efficiency and welfare—both
static and dynamic.

4.5. Hypothesis Testing

Each hypothesis is constructed in accordance with the previous hypothesis test with the aim
to understand the unforeseen results obtained, so-called constructing hypothesis by testing. But in
this paper we have shown them together in chronological order to be coherent with uses and custom
in publications.
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Hypothesis 1 (H1). Commercial banks have greater economic efficiency than credit cooperatives.

This is maintained the null hypothesis, because there are no significant differences between credit
cooperatives and banks regarding economic efficiency.

Hypothesis 2 (H2). Credit cooperatives have greater social efficiency than commercial banks in Europe.

The null hypothesis is not rejected; there are no significant differences among types of financial
entities in terms of social efficiency.

Hypothesis 3 (H3). Credit cooperatives have superior social efficiency than commercial banks in each European
countries with credit cooperatives (France, Spain, Germany, Italy, Austria, Portugal, Belgium, Denmark,
and Finland—subhypothesis).

There is some doubt regarding this relationship because there are no significant differences
between credit cooperatives and banks regarding social efficiency in most European countries, and in
those with significant differences; Germany and Italy, the banks are more socially efficient than credit
cooperatives. So, the hypothesis is rejected.

Hypothesis 4 (H4). There is a significant difference between European countries regarding the social efficiency
of credit cooperatives.

The null hypothesis is rejected because there are differences between European countries in terms
of the social efficiency of credit cooperatives (see Table 6).

Hypothesis 5.1 (H5.1). Greater corruption level in the country is negatively correlate with the efficiency of
cooperative banks.

Hypothesis 5.2 (H5.2). There is a positive and significant correlation between the social efficiency of credit
cooperatives and Wealth-to-Well-Being Coefficient across EU-15 countries.

Hypothesis 5.3 (H5.3). There is a positive and significant correlation between the social efficiency of credit
cooperatives and the Growth-to-Well-Being Coefficient across EU-15 countries.

In exploratory terms, we might contend that there is a relationship between these indexes
(corruption index, wealth-to-well-being, and growth-to-well-being) and social efficiency in European
countries. It is to be expected that social efficiency in those countries with less corruption will be
higher, whilst those countries with high welfare coefficients will generate greater social efficiency.
This indicates the possibility of linking social efficiency with specific country aspects; in other
words, the connection between banking systems and country welfare (negatively or positively
measured; corruption and well-being coefficients). Future research should be conducted to identify
the mechanisms of the possible influence of these variables on efficiency, and to investigate whether,
conversely, banking efficiency could also be a cause of greater welfare or lower levels of corruption. To
confirm those aspect a regression analysis including the control variables will be necessary.

5. Discussion

This paper assesses the efficiency of banking in Europe in 2014 by using the boundary method,
under European harmonization. The research focuses on social efficiency for sustainability. Specifically,
we have paid attention to credit cooperatives because their strategy is based on social values for
being sustainable. We have also endeavored to analyze the country-effect in Europe. We conclude
that European banking is not yet harmonized. In the line of Lozano-Vivas et al. [24], we obtained
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evidence that allows us to encourage the development of policies towards the harmonization of the
banking system in Europe, at least if we advocate a more social economy. The geographical effect
and stakeholder participation based on the interest in responding to stakeholders have important
implications for policymakers because one policy does not necessarily fit all. Instead, it is important to
establish the determining factors that make possible a new vision of sustainability-oriented banking.
We suggest certain country indexes as potential moderating variables that could establish the social
efficiency in banking of some European countries; corruption and well-being index.

The paper’s contribution is relevant both to scholars and practitioners. Related to scholars,
we first contribute to the literature through a preliminary exploration of how social efficiency could be
developed, and how this concept establishes certain differences depending on the type of financial
institution and the country (European). We introduce social efficiency for sustainability concept
measured according to accounting-based data (market based social values). However, and such as
second contribution the actual accounting-based data is not of a sufficiently high quality in order to
show the whole social story of banking; more exhaustive data are needed to show how stakeholder
interests are accomplished in banking. Cooperative banks have segregated more exhaustive internal
information, a fact that could represent the most important social value of these entities; nevertheless,
if they are not public and harmonized, they are not fully used. The benchmarking and improvement
options and welfare for society is not possible. It is therefore necessary to develop proper social
value measures for hybrid organizations that complement their economic and social results, such as
credit cooperatives. Those new social indicators could be for example: first, all those costs with social
function that do not have an economic interest (transactional); second, the social value generated for
the stakeholders outside the market (nontransactional); and the third, the emotional value contributed
to the people who interact in organizations (relational).

6. Conclusions, Limitations, and Future Research

Thus, the findings evidence that there is no tradeoff between social efficiency and economic
efficiency, although we have not been able to confirm that there is a positive relationship between
them. We contribute to the applicability of the stakeholder theory since one of its main obstacles is
eliminated: the possible conflict between economic and social efficiency. We falsify the condition of
necessity; which means that there does not always have to be opposition between social and economic
efficiency. This evidences that social costs are a paradox; another new contribution from the banking
sector in this case. However, we cannot confirm that there is correlation between economic efficiency
and social efficiency as proposed by the shared-value perspective.

Finally, our research has a series of limitations. The social value metric based only on
accounting-based data, the selected inputs and outputs that inform social efficiency are not accepted
by all researchers due to the lack of literature on this topic. Our study is also limited to punctual
data analysis, the situation in 2014. This is because our aim was to lay the foundations for a deeper
longitudinal analysis in postcrisis Europe. Furthermore, the reporting bias is one of the most important
limitations because of difficulties to obtaining population data about social for sustainability elements.

In addition to the aforementioned need for future social measures to demonstrate the social value
of banks and a longitudinal analysis, a further area of research could consist of analyzing the country
effect in relation to institution effect. This research could be conducted in line with the work of Belke et
al. [14]. A comparative analysis of transnational financial institutions would enable us to determine the
degree of stability of this efficiency in the various countries they operate in, or in contrast, whether they
are highly differential. A further aspect for consideration could be the extent to which they correlate
with the development indexes of these countries. Such analyses would enable us to determine the
degree to which attempts to harmonize the European Banking Union are proving successful, as well
as the role the possible country-based differentiation in efficiencies could play as a risk absorption
mechanism. Despite being of major interest for the topic addressed here, the work should focus on
non-cooperative banks, as transnationality is not a defining feature of cooperative credit institutions.
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Appendix A

Table A1. Robustness Statistics: profitability and Social Efficiency.

Test/Variable
Profitability Social Efficiency

Type-Effect Country-Effect Type-Effect Country-Effect

Welch 2.961 15.593 *** 24.103 *** 80.930 ***
Brown-Forsythe 4.191 * 5.752 *** 22.994 *** 68.427 ***

Note: Significant at * p < 0.05; *** p < 0.001.

Appendix B

Table A2. Games–Howell test.

Social Efficiency: Type-Effect p 95% Confidence
Level

Games-Howell

Bank
Saving 10.585 2.122 0.000 5.61
Coop 13.133 1.911 0.000 8.65

Saving Bank −10.585 2.122 0.000 −15.56
Coop 2.549 1.790 0.329 −1.65

Coop Bank −13.133 1.911 0.000 −17.62
Saving −2.549 1.790 0.329 −6.75

Profitability: type-effect p 95% confidence
level

Games-Howell

Bank
Saving 0.658 0.278 0.048 0.01
Coop 0.549 0.274 0.112 −0.10

Saving Bank −0.658 0.278 0.048 −1.31
Coop −0.109 0.102 0.536 −0.35

Coop Bank −0.549 0.274 0.112 −1.19
Saving 0.109 0.102 0.536 −0.13

Social Efficiency: country-effect
Mean Differences Standard Error p

Games-Howell Test. F p

Austria 0.925 0.402
Bank-Saving −1.792 8.943 0.978
Coop-Bank 10.556 9.519 0.516

Coop-Saving 12.347 11.238 0.522

Belgium 0.374 0.693
Bank-Saving 5.884 18.644 0.948
Coop-Bank −11.916 5.545 0.113

Coop-Saving 17.800 17.800 0.645

Denmark 3.526 0.036
Bank-Saving 11.128 6.977 0.260
Coop-Bank −18.907 18.316 0.580

Coop-Saving −30.035 17.618 0.274

Finland 0.797 0.461
Bank-Saving −11.607 12.772 0.640
Coop-Bank −26.120 10.002 0.055

Coop-Saving 14.513 7.942 0.199

France 1.968 0.143
Bank-Saving 14.484 6.852 0.101
Coop-Bank −2.968 5.655 0.859

Coop-Saving 17.452 * 6.852 0.039

Germany 38.708 0.000
Bank-Saving 35.071 * 2.751 0.000
Coop-Bank 23.639 * 2.473 0.000

Coop-Saving 11.433 * 2.189 0.000

Italy 24.645 0.000
Bank-Saving 10.946 6.649 0.233
Coop-Bank 22.540 * 4.635 0.000

Coop-Saving −11.594 5.028 0.069

69



Sustainability 2018, 10, 3271

Table A2. Cont.

Social Efficiency: country-effect
Mean Differences Standard Error p

Games-Howell Test. F p

Luxemburg 0.601 0.552

Netherland 1.197 0.322

Portugal 0.405 0.668
Bank-Saving 0.903 8.666 0.994
Coop-Bank −14.837 7.985 0.187

Coop-Saving −15.739 * 3.367 0.000

Spain 0.566 0.570
Bank-Saving −0.514 12.426 0.999
Coop-Bank −9.270 9.205 0.577

Coop-Saving −8.756 11.474 0.729

Sweden 1.873 0.176

United Kingdom 0.148 0.702

When there are less than two entities is not possible to apply this test.

Note: Significant at * p < 0.05.
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Abstract: Parametric production frontier functions are frequently used in stochastic frontier models,
but there do not seem to be any empirical test statistics for the plausibility of this application. In this
paper, we develop procedures to test whether or not the parametric production frontier functions
are suitable. Toward this aim, we developed two test statistics based on local smoothing and an
empirical process, respectively. Residual-based wild bootstrap versions of these two test statistics
are also suggested. The distributions of technical inefficiency and the noise term are not specified,
which allows specification testing of the production frontier function even under heteroscedasticity.
Simulation studies and a real data example are presented to examine the finite sample sizes and
powers of the test statistics. The theory developed in this paper is useful for production managers in
their decisions on production.

Keywords: production frontier function; stochastic frontier model; specification testing; wild
bootstrap; smoothing process; empirical process; simulations

JEL Classification: C0; C13; C14; D81

1. Introduction

Since the seminal works of [1,2], stochastic frontier analysis (SFA) has been a very appealing and
popular approach for studying productivity and efficiency analysis. Greene [3] extended the stochastic
frontier model by allowing the one-sided component of the disturbance to have a two-parameter
gamma distribution rather than the less-flexible half-normal distribution. Greene [4] extended the
model further by using a nonlinear specification. For an up-to-date introduction and literature review,
see [5,6].

Consider the following SFA model:

Y = m(X)− U + V, (1)

Sustainability 2018, 10, 3082; doi:10.3390/su10093082 www.mdpi.com/journal/sustainability73
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where Y is the log of output, X is the log of inputs of dimension p, m(·) is an unknown smooth
production frontier function, U is the inefficiency term, and V represents random noise. Assume that
the positive random variable, U, and the symmetric noise term, V, are conditionally independent,
given the inputs X, and E(V|X) = 0.

Parametric SFA models specify the functional form of the production frontier function, m(·),
as well as the distributions of the inefficiency term, U, and the independent noise, V. A fully parametric
SFA framework sacrifices flexibility, and has been criticized as a major deficiency of SFA models
(see details in [7]).

Some authors have discussed how to test the distributional assumptions on U and/or V.
For instance, Wang et al. [8] developed the Pearson χ2 and Kolmogorov–Smirnov tests for the
distribution of U. Chen et al. [9] proposed a centered residuals-based method of moments to test the
distributional assumptions on both U and V (see also [10–13]). However, it should be noted that all
these procedures are based on the assumed parametric form of the production frontier function. If the
parametric assumption on m(·) is not valid, the conclusions can be inaccurate and misleading.

On the other hand, there have been attempts to reduce the parametric restrictions on the
production frontier function. Fan et al. [14] introduced the quasi-likelihood method, where the
production frontier is not specified, but distributional assumptions are imposed on the stochastic
components. Kumbhakar et al. [15] proposed a local maximum likelihood method but without
parametric assumptions on the production frontier function, while using semi-parametric assumptions
about U and V.

Recently, Simar et al. [16] developed a nonparametric least squares method to avoid the high
computational complexity involved in the local maximum likelihood method in [15]. Another merit of
the method of [16] is that only local distributional assumptions on U are needed, although symmetry
is still necessary for V. Nonetheless, it should be realized that the methods discussed above would
not be necessary if the hypothetical parametric model was satisfied. Studying the “wrong skewness
phenomenon” in stochastic frontiers (SF), Bonanno et al. [17] proposed a more general and flexible
specification of the SF model by introducing dependences between the two error components and
asymmetry of the random error.

The studies discussed above call for the specification testing of the production frontier function.
Parametric specifications for the frontier are appealing because they offer easy economic interpretation
of the production process. Furthermore, due to well-established theories, easy computation, and
interpretation, parametric SFA models have been dominant in the area of productivity and efficiency
analysis. Specification testing can also be used to validate the accuracy of some production theory,
such as Cobb–Douglas, CES, Translog, and related functions. There is literature on specification testing
for conventional regression models (see [18] for a useful review). However, it would seem that there is
as of yet no analysis that discusses this problem for SFA models.

In this paper, we aim to develop procedures to test whether the production frontier function can
be described by some known parametric functions. To be precise, the null hypothesis is given as:

H0 : m(X) = g(X, β0), (2)

for some β0 against the alternative hypothesis:

H1 : m(X) �= g(X, β), (3)

for any β, where g(X, β) is a known smooth function with unknown d-dimensional parameter β.
Two test statistics are proposed, based on local smoothing and global smoothing, respectively.

To apply these two test statistics in practice, we suggest the residual-based wild bootstrap. A merit
of our procedure is that, even under heteroscedasticity, the test statistics can still detect the
alternative hypothesis efficiently. To the best of our knowledge, this is a novel contribution to the
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literature. The theory developed in this paper is useful for production managers in their decisions on
production [19].

The remainder of the paper is organized as follows. In Section 2, we construct the test statistics
and describe the residual-based wild bootstrap. In Section 3, simulation results are reported to examine
the finite sample performance of the test statistics. An empirical application is given in Section 4,
and Section 5 concludes the paper.

2. Test Statistics

To focus on specification testing of the production frontier function, we first discuss the estimation
procedures for the parametric SFA model without specific distributional assumptions on U and V.

2.1. Estimation

Let μU(X) = E(U|X), ε = V − U + μU(X), and r1(X) = Y − ε. Note that E(ε|X) = 0 always
holds. We can then rewrite model (1) under the null hypothesis as follows:

Y1 = Y + μU(X) = g(X, β) + ε.

For the data set (Y1, X), the model is the traditional parametric regression model. If we can obtain
the value of μU(X), then we can estimate the parameter β by using nonlinear least squares based on
(Y1, X). Thus, the most important and difficult part is how to estimate μU(X). To achieve this goal,
we adopt the approach that was recently proposed by [16].

Under the null hypothesis, model (1) can also be rewritten as:

Y = r1(X) + ε,

where E(ε|X) = 0 still holds, which is the standard nonparametric regression model. We can obtain
the estimator of r1(X), r̂1(X), by using nonparametric methods such as kernels, local polynomials,
and/or splines. Although there are several nonparametric methods for regression models, in the
following we focus on kernel-type estimators given by r̂1(x) = ∑n

i=1 Wni(x)Yi, with:

Wni(x) =
Kh(x − Xi)

∑n
j=1 Kh(x − Xj)

,

and Kh(·) = K(·/h)/hp, with K(·) the kernel function, and h being the bandwidth.
Under the symmetry assumption on V, and the conditional independence of U and V given X,

we have the following:

E(ε2|X) = varU(X) + varV(X),

E(ε3|X) = −E[(U − μU(X))3|X],

where varU(X) and varV(X) denote the conditional variances of U and V given X, respectively.
Denote rj(X) = E(εj|X) for j = 2 and 3. After estimation of r1(X), we can obtain the residuals,

ε̂ = Y − r̂1(X). By adopting appropriate nonparametric techniques, we can estimate the functions
rj(X) for j = 2 and 3 consistently. Define:

r̂j(x) =
n

∑
i=1

Wni(x)(Y − r̂1(Xi))
j,

for j = 2 and 3. Note that if μU(X) is a function of E[(U − μU(X))3|X], then we can easily estimate
r̂3(X). To achieve this goal, local parametric assumptions on the types of distributions of U|x
are necessary.

75



Sustainability 2018, 10, 3082

Assume that U|x ∼ |N(0, σ2
U(x))| and that, conditionally on X, U and V are independent, which is

the same paradigm as in [15]. As a result, we have:

μU(X) = E(U|X) =

√
2
π

σU(X),

E(ε2|X) =
π − 2

π
σ2

U(X) + varV(X),

E(ε3|X) =

√
2
π

(
1 − 4

π

)
σ3

U(X) ≤ 0.

From the above equations, we can obtain the following:

σ̂U(X) = max

{
0,
[√

π

2
(

π

π − 4
)Ê(ε3|X)

]1/3}
,

μ̂U(X) =

√
2
π

σ̂U(X)

(for further details, see [16]).
After estimating μ̂U(X), we can estimate β by using nonlinear least squares based on the data

points, {(Ŷ1
i , Xi)|i = 1, · · · , n}. Defining Ŷ1

i = Yi + μ̂U(Xi), let ε0 = Y1 − g(X, β) to obtain the
residuals under the null hypothesis, ε̂0i = Ŷ1

i − g(Xi, β̂).

2.2. Construction

Under the null hypothesis, we can easily obtain:

E(ε0|X) = E(Y + μU(X)− g(X, β)|X) = E(g(X, β) + V − U + μU(X)− g(X, β)|X) = 0,

while under the alternative hypothesis, we obtain:

E(ε0|X) = E(Y + μU(X)− g(X, β)|X) = E(m(X) + V − U + μU(X)− g(X, β)|X)

= m(X)− g(X, β) �= 0.

The above observations form the basis of the construction of the new test statistics. We introduce
the local smoothing-based test statistic. Note that under the null hypothesis, we have:

E(ε0E(ε0|X) f (X)) = E[E2(ε0|X) f (X)] = 0,

where f (X) is the density function of X. Under the alternative hypothesis, the first term in the
above equation must be positive. Thus, the empirical counterpart of this term can be used as the test
statistic. By using the leave-one-out kernel estimator of f (X) and E(ε0|X), the following test statistic
is constructed:

Tn1 =
1

n(n − 1)

n

∑
i=1

n

∑
j �=i

Kh(Xi − Xj)ε̂0i ε̂0j.

The type of test statistic given above is introduced in [20], and was proposed independently
by [21]. In classical regression models, it can be shown that the distribution of Tn1 converges to a
centered normal as n → ∞. However, we should note that in the context of the SFA model, the
asymptotic properties of Tn1 can be complex due to the existence of the term μU(X). To formally study
the asymptotic properties of Tn1, we need to investigate the impact of the nonparametric estimation
of μ̂U(X) on the estimation of β explicitly. In this paper, we focus on investigating the numerical
performance of Tn1, and leave the theoretical project for future research.
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We can construct an empirically-based test statistic. Note that under the null hypothesis,
the following equation holds:

E(ε0 I(X ≤ x)) = 0, ∀x ∈ R
p.

This motivates the construction of the residual-based empirical process, as follows:

Rn(x) =
1√
n

n

∑
i=1

ε̂0i I(Xi ≤ x).

Then, the Cramér–von Mises-type test statistic can be defined by:

Tn2 =
∫
(Rn(x))2dFn(x), (4)

where Fn(x) is the empirical distribution based on {X1, X2, · · · , Xn}.
Similarly, in classical regression models, it can be shown that the defined empirical process

Rn(x) converges to a centered continuous Gaussian process, and the test statistic converges to the
functional of this Gaussian process (see details in [22]), but the covariance function of the Gaussian
process would be changed. We leave the formal theoretical analysis for future research.

We follow the residual-based wild bootstrap method (see details in [23]) to determine whether to
reject the null hypothesis using the following steps:

Step 1. Obtain μ̂U(X), β̂, and ε̂0 by using the approach proposed in Section 2.1, and then construct
Tni, i = 1, 2, as in Section 2.2.

Step 2. Generate bootstrap observations, Y∗
i = g(Xi, β̂) − μ̂U(Xi) + ε̂0i × ei. Here {ei}n

i=1 is
a sequence of i.i.d. random variables with zero mean, unit variance, and independent
of the sequence {Yi, Xi}n

i=1. Usually, {ei}n
i=1 can be chosen to be i.i.d. Bernoulli variates with:

P(ei =
1 −√

5
2

) =
1 +

√
5

2
√

5
, P(ei =

1 +
√

5
2

) = 1 − 1 +
√

5
2
√

5
.

Step 3. Let T∗
ni, i = 1, 2 be defined similarly as Tni, i = 1, 2, based on the bootstrap sample,

{Y∗
i , Xi}n

i=1.
Step 4. Repeat Steps 2 and 3, B times, and calculate the p-value as pB

i = #{T∗
ni > Tni}/B.

3. Simulations

We now perform simulations to examine the finite sample performance of the proposed
test statistics.

Study 1

H11 : Y = 5 + 5X + a exp{X2} − U + V,

H12 : Y = 5 + 5X + a sin{4πX} − U + V.

The value a = 0 corresponds to the null hypothesis, and a �= 0 to the alternative. In the above
models, we take X ∼ U(0, 1), U ∼ |N(0, 1)|, and V ∼ N(0, σ2

V), where σV = 0.75 ×√
(π − 2)/π.

For the models, under the null hypothesis, a = 0, this is Example 1 in [15]. For H11, the sample size is
taken to be 100, and a = {0.0, 0.3, · · · , 1.5} to examine the size and power performance of the proposed
test statistics, Tn1 and Tn2. For H12, we consider n = 50 and 100, and the sequence of a is taken to be
a = {0.0, 0.2, · · · , 1.0}.

In the simulation study, the number of replications was 2000. For each replication, B = 500
bootstrapped samples were generated. In the nonparametric regression estimation, the kernel function
was taken to be K(u) = 15/16(1 − u2)2, if |u| ≤ 1; and 0, otherwise. The bandwidth was taken to be
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h = σ̂(X)× n−1/5 for simplicity, where σ̂(X) is the empirical estimator of the standard deviation of X.
The nominal level of α was set at 0.05.

The simulation results are presented in Table 1.

Table 1. Simulated sizes and powers of the proposed test statistics Tn1 and Tn2 for Study 1.

H11 n = 100

a Tn1 Tn2

0.0 0.0490 0.0530
0.3 0.0730 0.0950
0.6 0.1370 0.2370
0.9 0.2685 0.4170
1.2 0.4255 0.6430
1.5 0.6445 0.8400

H12 n = 50 n = 100

a Tn1 Tn2 Tn1 Tn2

0.0 0.0510 0.0480 0.0540 0.0450
0.2 0.1240 0.0770 0.1920 0.1390
0.4 0.3590 0.2100 0.7010 0.4280
0.6 0.7190 0.4060 0.9640 0.8410
0.8 0.9170 0.6880 0.9990 0.9840
1.0 0.9790 0.8550 1.0000 0.9980

From the table, we have the following observations. First, for all situations considered,
the empirical sizes of the two test statistics were all close to the nominal level. This implies that
the proposed test statistics had accurate size. Second, when we consider empirical power, we can see
clearly that the proposed tests were very sensitive to the alternative, such that when the value of a
increased, power increased quickly. For model H11, the second test statistic, Tn2, had higher power
than the first test statistic, Tn1. However, for H12, Tn1 was more powerful. For model H12, when the
sample size was n = 100, the power performance of both tests improved compared with sample size
n = 50.

Study 2

Consider the same models as in Study 1, but now introduce heteroscedasticity in the distribution
of the technical inefficiency. Here, we have U|X = x ∼ |N(0, (1 + x)2)|. We should note that
under the null hypothesis, a = 0, is Example 2 in [15]. This study investigates the impact of
heteroscedasticity on the performance of the two proposed test statistics. Other settings are the
same as in Study 1.

The simulation results are shown in Figure 1. For comparison, we also plot the simulation results
of these two test statistics in Study 1.
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Figure 1. Powers of test statistics with H11 and n = 100 (top-left corner), H11 and n = 200
(top-right corner), H12 and n = 50 (lower-left corner), and H12 and n = 100 (lower-right corner),
respectively. The dashed, dotted, solid, and dot–dashed lines represent the results of Tn1 for Study 2
and Study 1, and Tn2 for Study 2 and Study 1, respectively.

From this figure, we conclude that the powers of the two test statistics decreased significantly
compared with the results in Study 1. This suggests that heteroscedasticity in the distribution of the
technical inefficiency can have a negative impact on power performance. We can also see that for H11,
Tn2 performed better than Tn1, while for H12, Tn1 was more powerful. These observations suggest that
the two new test statistics should be viewed as complementary to each other.

4. Empirical Application

A rice production data set is available online, as described in the Preface of [24] (p. xvi, further
details on the data can be found in Appendix 2 of [24]). The data set was recently analyzed in [8] to
calculate goodness-of-fit tests for the distribution of technical inefficiency. Here we use this data set to
check whether the Cobb–Douglas model is plausible.

Following [8,24], three inputs (area, labor, and fertilizer) and one output (tons of freshly threshed
rice) were used, denoted by X = (X1, X2, X3) = (AREA, LABOR, NPK), and Y = PROD, respectively.
The Cobb–Douglas model is given as follows:

ln Y = β0 +
3

∑
i=1

βi ln Xi − U + V.

In our context, the null hypothesis is:

H0 : m(X) = β0 +
3

∑
i=1

βi ln Xi.
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For sample size n = 344, the values of Tni, i = 1, 2, were 1.8062 and 616.5035, and the
corresponding p-values were 0.160 and 0.774, respectively. Since both p-values were larger than
0.05, a Cobb–Douglas model is plausible. This implies that for the data set we used in our illustration,
the relationship between the log output and log inputs can be considered as linear.

5. Concluding Remarks

Though SFA models have been used widely in many disciplines (e.g., economics, finance, and
statistics), a formal specification testing procedure for the production frontier function has not been
available. This paper develops two new test statistics by adopting local smoothing and global
smoothing methods, respectively.

The asymptotic properties of the two test statistics under the null hypothesis, fixed alternative
hypothesis, and local alternative hypothesis have not been investigated. The existence of the
inefficiency term, U, makes the analysis complicated. We leave these interesting and important
theoretical studies to future research.

Without explicit asymptotic distributions under the null hypothesis, we must rely on resampling
approaches to calibrate the critical values. To this end, the residual-based wild bootstrap is suggested.
The new proposed test statistics allow specification testing of the production frontier function,
even under heteroscedasticity. The simulation studies showed that the sizes of the two test statistics
are quite close to the nominal level, and that the powers are also satisfactory—even when the sample
size is relatively small (n = 50). The theory developed in this paper is useful for production managers
(see details in [25–27]) in their decisions on production [19] and for investors [28] in their decision
making in their investment.

Model building is always a key concern for theoretical and practical studies. In this paper,
we investigate whether a parametric production frontier function is suitable in the analysis.
Lai et al. [29] considered the model selection criterion for the stochastic frontier models. Later on,
Lai et al. [30] suggested using the model-averaged estimator based on the multimodel inference to
estimate stochastic frontier models. Parmeter et al. [31] also suggested the use of this approach.
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Abstract: Business groups have been described as improving the value of the affiliated firms they
control, which is often beyond the capability of standalone firms. The purpose of the current study is
to analyze the financial performance of affiliates of diversified Pakistani business groups relative to
standalone firms. The current study employs data from 284 Pakistani listed non-financial firms from
2008–2015. In order to test the hypotheses, two dependent variables are used, namely, accounting
(Return on Assets (ROA)) and stock market (Tobin’s Q) measures of performance. Specifically, this
study probes and compares the performance measures of group member and standalone firms.
The findings of the study suggest that business group memberships have statistically significant
effects on accounting and stock market measures of firm performance. In addition, size and sales
growth have an increasing effect on the performance of firms. We believe that business groups in
Pakistan are efficient economic actors and can be considered responses to high transaction costs and
market failures.

Keywords: business groups; financial performance; group-affiliated; institutional voids

1. Introduction

Due to economic liberalization and globalization, corporate firms understand the intense
competition they face: they need to diversify risk in order to achieve economies of scope and scale.
Companies have to search for new markets, leverage resources to gain a competitive edge, and intensify
the connections between firms by mergers, investments, and cross-shareholdings. One appropriate
way of achieving these goals is to form a business group. By forming a business group, the affiliated
firms use collaborative efforts between member firms to acquire favorable financial and intangible
resources and capabilities. In fact, business groups create economies of scale and scope in order to
minimize their Transaction Costs and increase the efficiencies of asset allocation. These collaborative
efforts result in the maximization of firms’ value and financial performance [1].

In the literature of business groups, a well-defined and widely accepted definition of the business
group is ‘a set of legally independent firms bound together by some formal and informal ties’ [2].
A business group is an organizational form, that is, a collection of officially declared independent firms,
and these firms work under the common financial and administrative control of certain families [3].
This study follows the definition provided by Khanna and Yafeh [4] in relation to emerging markets,
which considers emerging markets as a ‘transactional battlefield’, where buyers and sellers do not come
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together comfortably due to a lack of the specialized intermediaries in the market that generally assist
with and advise on transactions between counterparties. Rehman [5] provided an initial identification
of group membership. Previous studies have also referenced the same source to identify membership
of business groups in the context of Pakistan [6].

Furthermore, the business group is an accepted phenomenon in different countries of the world.
It is recognized under different names in many countries, for example, chaebol in Korea, keiretsu in
Japan, business houses in Indian, and the ‘twenty-two families’ of Pakistan [7]. White [8] also proposed
that the economic influence of Pakistan is concentrated in ‘the 22 families’ when considering domestic
economic issues.

The business group is an important business form that prevails in both developing and developed
countries. In a normative assumption view, group affiliation should increase the value of affiliated firms
in the context of developing countries [9]. On the other hand, based on the literature of Transaction
Cost economics, Williamson [10] and Coase [11] proposed the opposite view of group membership’s
influence on firm performance. Hence, in the case of developed countries, group affiliation outcomes
resulted in high Transaction Costs and negative corporate performance. Thus, an empirical question
arises that motivates scholars to analyze whether or not group affiliation positively affects the financial
performance of firms in emerging economies.

Accordingly, performance comparison outcomes are different in relation to standalone firms, for
example, in India, Chile, Korea, and Turkey group affiliation improves the performance of member
firms. Orbay and Yurtoglu [12] reported that, in Turkey, group affiliation can be seen to have improved
the investment performance and market value of firms. Other studies focused on Korea (Chang and
Choi [13], Chang and Hong [3]), and others on India, namely, Khanna and Palepu [14,15]. All of them
argued that business groups can be a source of value in emerging markets because they effectively
fill in the institutional voids resulting from market inefficiencies. However, the performance of
Japanese Keiretsu member firms is lower than standalone firms. Moreover, in China, business group
membership has no effect on accounting performance [16]. Most of the available literature refers
to Khanna and Rivkin [17]. Thus, in emerging economies research studies are based on the notion
that groups are widely available in countries with weak institutional control and imperfect market
conditions [18].

However, the existing literature is equivocal at best in presenting the impact of business groups
on firm performance. Thus, how business group affiliation affects financial performance in emerging
markets remains an open question. In order to fill this gap in the literature, the current study examines
the performance outcomes of business group affiliation in Pakistan. We contend that Pakistan offers
an excellent setting to test these phenomena for several reasons. Firstly, Pakistan represents an ideal
case of the co-existence of standalone firms and large business groups, both contributing significantly
to the country’s economic activities. Saeed et al. [19] documented that business groups account
for a major part of the private sector of the economy and hold a leading edge in terms of overall
economic development and political favors. In addition, since Pakistan became independent, the
owners of several business groups have migrated from India and run their businesses in Pakistan
(1947). Therefore, business groups have a long history and strong roots in the Pakistani economy.

Secondly, diversified business groups are common in most developing economies. However,
their role is poorly understood in India and Pakistan. The only exception is White [8], who
revealed a statistically insignificant difference between the profitability of group and non-group
firms. Hence, there is a pressing need to fill this research gap. The current study is amongst the first to
explore the effect of group affiliation on performance using the most recent data set of Pakistani firms.
The main contribution of this study is to show that business group membership can be an inevitable
organizational response to institutional voids which enables group-affiliated firms to grow and prosper
in an uncertain economic environment. Pakistan’s economy faces different challenges, including
energy crises, terrorism incidents, and political interference and governance issues. This situation has
impeded Pakistan’s economic and trading activities, which has not only resulted in higher transaction
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costs for the corporate sector but also caused problems in production cycles, which results in significant
delays in fulfilling export orders around the globe. Consequently, economic growth has slowed, and
demand for imports reduced, accompanied by declining tax collection and foreign direct investment.
Considering these economic conditions, it is meaningful to compare and evaluate the performance of
group-affiliated and standalone firms and find out whether business group affiliation is a panacea for
firms operating in such an economic environment.

The rest of the paper is organized as follows: Section 2 discusses a review of the literature,
together with theoretical perspectives and empirical studies, conducted in different countries with
the objective of exploring the relationship between group affiliation and the performance of firms.
Following this, Section 3 discusses the sources of data and the criteria applied in the selection of
the sample. An appropriate methodology to investigate the relationship between variables is also
explained. Section 4 discusses the results of the study in order to answer the question of whether
group-affiliated firms are more profitable than standalone firms. Finally, Section 5 ends with a
conclusion and suggestions for future studies.

2. Literature Review

2.1. Theoretical Framework

Khanna and Palepu [20] coined the term ‘institutional voids’, and described them as the lack
of intermediaries that connect buyers and sellers for efficient economic transactions. Institutional
voids may create hurdles or certain opportunities for specific elements of the market. This provides an
alternative justification for the presence of business groups in emerging economies.

Importantly, empirical studies have emphasized that business groups offset institutional voids
by internalizing product, capital, and labor markets [21–23]. Nevertheless, when product, labor, and
capital markets suffer due to the failing of these institutions, such practices lead to high Transaction
Costs and the business group is one approach adopted in order to fill these institutional voids [14].

Considering the significance of Institutional Voids, a growing number of studies exist in the
literature, which emphasize the association between business group affiliation and the performance
outcomes of firms. Institutional voids theory suggests that prevailing voids in labor, product, and
capital markets will not affect all firms equally. Rather, such voids have a strong negative influence
on the performance of standalone firms relative to group-affiliated firms, since group-affiliated firms
receive various benefits from each other, such as loans, debt guarantees, equity investments, and
internal business trade [24]. Accordingly, it would be a rational approach for business groups to trade
internally, to respond to market failures by protecting group-member firms from unusual external
shocks to minimize risk and to increase performance.

Lee, Peng, and Lee [25] argued that during an institutional transition phase, the formal rules and
regulations change, and increasing costs and uncertainty are expected. In a meta-analysis based on
141 studies, Carney et al. [26] related business group relationship with performance in 28 countries.
They reported that the cost of group membership marginally balances its benefits in the form of
improved financial performance, and that there were performance deviations to a certain degree at the
firm and group levels.

The Transaction Cost perspective is based on the idea that firms strive to minimize the cost of
exchanging resources within the economic environment [11]. Business groups are justified on the basis
of Transaction Cost Theory by focusing on the differences at the overall level of Transaction Costs across
countries affected by institutional voids [15]. In accordance with this approach, the business group is
the right structure to deal with certain market failures that increase the overall Transaction Costs of an
economy in different areas (labor, capital, and product markets) [27]. In addition, Yiu et al. [28] argued
that the Transaction Cost approach has become a familiar viewpoint when rationalizing business
groups in developing economies.
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Consistent with the theory, if the level of Transaction Costs is high in an economy, then more
economic activities are assumed to be carried out through an internally created market, as compared
to the external market in the case of lower Transaction Costs [29]. In line with this assumption,
previous studies have shown that internal capital markets have played a key role in business
groups. Examples of this are the study by Shin and Park [30] on Korean chaebols and the study
by Hoshi et al. [31] on Japanese Keiretsu. Therefore, business groups provide an efficient framework to
capitalize investment opportunities at low transaction costs by investing in new ventures and ensuring
the efficient allocation of funds generated through the internal capital market, as well as the external
capital market.

Internal capital markets not only lower financial constraints for group-member firms, but also
keep providing capital at low interest rates with soft protective covenants. Hence, the creation of an
internal capital market lowers dependence on external market capital, which in turn strengthens their
position compared to standalone firms. Zattoni, Pedersen, and Kumar [32] took a sample of Indian
firms and observed that, in the presence of market and formal institutional imperfections, business
groups perform better financially than standalone firms. However, business groups disappoint when
it comes to confirming their superior performance when markets become more efficient.

2.2. Hypotheses Development

Business groups can be witnessed in many forms and sizes, with their diversity featuring
challenges over time. Meanwhile, proportional returns in terms of profit are recognized to a greater
degree in developing countries, where labor and financial markets are imperfect. In the comprehensive
study by Khanna and Rivkin [17] related to business group affiliation and corporate performance,
based on a sample of 14 countries, the effects of business groups were seen to differ from 4.2% (Mexico)
to 31.1% (Indonesia). Moreover, Chang and Hong [3] found that business group effects account for
between 5.7% and 9.7% of Korean firms’ performance; importantly, this effect disappeared over a long
period. In addition, the intensity of the business group effect is greater in small-sized business groups.

Comparing country-specific findings conducted in India and Korea, different strengths of the
effect of business group membership on the performance of firms were witnessed [17]. Previous study
findings, which are commonly seen as being in favor of the positive outcomes of group membership,
supported their conclusions regarding the capability of business groups to overcome institutional
voids in emerging economies. In China, it has also been concluded that the effect of group membership
is positive on firm value [33]. In addition, He et al. [16] have reported that in China, group membership
has a low and significant effect on firm accounting value.

However, Khanna and Yafeh [2] observed a negative association between group membership
and firm performance in half of the ten emerging economies in their sample. Jia et al. [34] showed
that business groups may be parasites that expropriate minority shareholders in the group, or may be
paragons that support transactions and operations in and outside of the group when facing difficult
economic and institutional environments. The equivocal impact of group membership was observed
in earlier studies, for example, Careny et al. [26], which proposed that the association between group
membership and firm performance may be more complex than has previously been empirically and
theoretically modelled. They found that the effect of group membership varies substantial among
countries: it is positive in Chile, Colombia, Hong Kong, Indonesia, Sweden, and Turkey; while it
turns negative in Nigeria, France, Japan, and South Korea; and insignificant in Belgium, China, India,
Taiwan, Thailand, and the Philippines. In addition, Mursitama [35] found a negative effect of business
group membership on the performance of Indonesian business groups. In addition, Ma et al. [36]
provided evidence from 1119 publicly listed Chinese firms that group membership has a statistically
significant and negative influence on firm performance. Table A1 provides a summary of these studies.

Essentially, this brief review of the literature has reported mixed findings, offering evidence for
both positive and negative associations between group membership and performance. Thus, many
opportunities exist to increase understanding of the relationship between group membership and
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financial performance through greater scrutiny when institutional voids are more severe. Consistent
with the theory, empirical evidence supports the hypothesis that firms affiliated with a group located
in an emerging economy have a higher financial performance than standalone firms. The Institutional
and Transaction Cost theories emphasize that business groups may add value to member firms by
filling the voids left by the missing institutions that support the efficient working of markets [37].
Therefore, it is expected that group membership positively affects the performance of group-affiliated
firms in Pakistan.

Hypothesis 1. Firms affiliated with business groups are more profitable than standalone firms.

Firm size is taken to represent the capacity of economies of scale and scope accumulating to large
firms. If large group-affiliated firms capitalize these two measures, the size of the firm will positively
affect the performance of firms. The size of a business group affects firm performance [15]. On the
positive side, Baumol [38] has documented that firm size positively affects the performance of firms by
arguing that the benefits of large firms derive from their market power and greater access to external
capital markets. Chu [39], in the Taiwanese context, concluded that group membership in the case of
large-sized business groups leads to better stock market performance. On the contrary, Samuels and
Smyth [40] suggested a negative relationship between firm size and profitability.

In their study, Claessens et al. [41] also used a sample of 2000 firms from nine East Asian economies,
empirically analyzing the interaction effect of group affiliation and size on the value of firms. The results
of interaction terms between group affiliation and size are statistically insignificant. Recently, scholars
have also applied the interaction effect between group affiliation and size on firm value and reported
that the interaction term has a statistically significant and positive influence on firm value [42], since
large firms receive more advantages from group membership, such as easy access to external capital
markets and greater economies of scale and scope. Therefore, we anticipated that the large size of a
firm moderates the relationship between group affiliation and financial performance.

Hypothesis 2. The relationship between group affiliation and affiliate performance is positively moderated by
the size of firms.

Hadlock and James [43] proposed that firms choose debt financing compared to equity financing,
predominantly because the owners of firms prefer the dilution of earnings to the dilution of ownership.
Therefore, this study applied indicators of leverage in order to measure the level of debt carried by a
firm to reflect the availability of capital raised [44,45]. A greater ratio of debt-to-assets increases the
chances of financial distress and bankruptcy and thus limits a firm’s capacity to financially support
its investment opportunities by borrowing [46]. Therefore, a negative sign is predicted for leverage
measures in connection with performance measures.

Hypothesis 3. The relationship between group affiliation and affiliate performance is negatively moderated by
the leverage of firms.

This study makes an initial effort to address the issue by investigating the influence of sales
growth on accounting and stock market measures of performance. We ask two questions: (i) Does sales
growth positively affect performance? (ii) Is the positive impact of sales growth on the performance
of group-affiliated firms higher or lower in case of group affiliation? Using a sample of Keiretsu
member firms, Aoki [47] reported by that group affiliation does not facilitate higher sales growth
rates. A review of the literature posits different findings, offering both positive [48–50] and negative
associations [51] between growth and profitability. Pakistani business groups focused on the sales
growth of firms, particularly when searching for new markets and moving into new business ventures.
Thus, it is expected that firms affiliated with a business group gain more from sales growth relative to
standalone firms.
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Hypothesis 4. The relationship between group affiliation and affiliate performance is positively moderated by
the sales growth of firms.

3. Data Sources and Methodology

3.1. Sources of Data

This study analyses a large sample of group-member firms and standalone firms listed on the
Pakistan Stock Exchange. Previously, the Pakistan Stock Exchange was known as the Karachi Stock
Exchange. Then, three stock exchanges, namely, the Karachi Stock Exchange, the Lahore Stock
Exchange, and the Islamabad Stock exchange, merged to become the Pakistan Stock Exchange (PSX),
on 11 January 2016. The sample data is collected from the State Bank of Pakistan-Financial Statements
Analysis of Companies (Non-Financial). This data is administered and published by the State Bank
of Pakistan (SBP), as the Central Bank of Pakistan. The document contains data from the financial
statements of non-financial firms and this data is comparable to the annual reports submitted to the
Securities and Exchange Commission of Pakistan (SECP). More importantly, firms in Pakistan have to
report their data to the SECP annually, thus transparency and accuracy of data is also required.

3.2. Data Collection and Sample Specification

Private limited firms have been excluded from the sample due to a lack of available data. The study
sample also excludes financial, real estate, and utility firms, and firms that are subsidiaries of foreign
firms. Financial services firms are not part of the sample since their accounting scheme is not compatible
with that of firms in other industries. The returns of financial firms are not similar and cannot be
compared with other sectors of the economy [52]. This study sample includes only public limited firms
from the private sector in Pakistan. Thus, following various studies, firms operating in the financial
services sector, firms affiliated with multinational patents, and firms that are owned partially or fully
by the government are not part of the study sample [53].

Based on these facts, the study covers 284 public limited firms listed on the Pakistan Stock
Exchange (PSX) for the period 2008–2015. The study sample consists of 284 firms, 143 (50.35%) of
which are affiliated with a business group and 141 (49.65%) of which are standalone firms. The total
numbers of observations in this study is 2272. In food and tobacco industries, out of 35 firms, 16 are
group-affiliated and 19 are standalone firms. More importantly, in the sample, 74 firms are active in
basic industries, including petroleum, of which 38 are group-affiliated firms and 36 are standalone
firms. The textile industry comprises the major share, with 1032 observations from 129 firms of which
56 are group-affiliated, and 73 are standalone firms.

3.3. Methodologies

This study is based on unbalanced panel data analyzed primarily by the pooled ordinary
squares (OLS) regression method to estimate the relationship between dependent and independent
variables. The pooled OLS regression is appropriate for examining the effect of group affiliation on
the performance of group-member firms, and there are no unique attributes of individuals within the
measurement set. In this case, group affiliation is a dummy variable.

Firstly, to compare the performance of group-member firms and standalone firms, an independent
sample t-test is applied to mean differences. Then, pooled regression is estimated to empirically
analyze the effect of group affiliation on the performance of member firms. Earlier studies related to
the performance of business groups have applied the pooled regression estimation technique at a firm
level [54–56]. The performance comparison of group firms and standalone firms is applied by using a
dummy variable; thus, a value of 1 indicates that a firm is a member of a group, while zero indicates
it is a standalone firm. Therefore, group membership is a dummy variable distinguishing between
affiliated firms and standalone firms.
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Based on the review of the literature and business group theories the main hypothesis of the study
is to investigate whether group-member firms perform better financially than standalone firms do. It is
assumed that in emerging economies business group membership positively affects the performance
of group members. The study estimates model 1 and 2 using regression analysis to explore the effect
of group membership on the financial performance of firms.

ROA i,t = βo + β1DGroupi,t + β2SIZEi + β3SGRWi,t + β4LEVi,t + β5DInd + εi (1)

Tobin′ s Qi,t = βo + β1DGroupi,t + β2SIZEi + β3SGRWi,t + β4LEVi,t + β5DInd + εi (2)

where the dependent variables are Return on Assets (ROA) and Tobin’s Q. ROA refers to the accounting
based performance of a firm, and measures earnings before interest and taxes divided by total assets.
Tobin’s Q represents the stock market measure of firm performance, which is estimated as the market
value of equity and the book value of debt divided by the book value of assets. We used the natural
logarithm transformation of Tobin’s Q, since, the log-transformed Tobin’s Q ratio has shown better
statistical distribution properties than raw Tobin’s Q ratio [57,58]. The Group Affiliation (DGroup)
dummy is the variable of interest and is a time-invariant dummy variable, showing the membership
of firms. SIZE is the natural logarithm of total assets. It indicates the size of the firm. Sales Growth
(SGRW) is represented by the sales growth of the firm and represents current year sales minus last
year sales divided by last year sales. Leverage (LEV) is the capital structure of a firm, that is, the total
debt divided by total assets. DInd shows each of the listed branches at a two-digit level of SIC (see
Table A2). Lastly, ε is the error term. This study introduces interactive (cross-effect) variables within
baseline models 1 and 2.

In particular, all firm-level control variables used, such as size, growth, and leverage, are interacted
with group-affiliated dummy variables to catch the group affiliation relationship. Therefore, models
5–10 analyze the interaction between group affiliation and control variables to determine their effect
on the profitability of firms. Table 1 shows the definitions of each dependent and independent variable,
with its source.

Table 1. The definitions and sources of the variables.

Variables (Acronyms) Definitions Sources

Return on Assets (ROA) Earnings before interest and taxes divided by
total assets

Financial Statement
Analysis (SBP)

Tobin’s Q Market value of equity plus book value of debt
divided by total assets

Pakistan Stock
Exchange (PSX)

Group Affiliation
(DGroup)

Dummy variable that takes value 1 if the firm is
affiliated with a Pakistani business group,
0 otherwise

Rehman (2016) [5]

Leverage (LEV) Total debt divided by total assets Financial Statement
Analysis (SBP)

Firm Size (SIZE) Natural Logarithm of total assets Financial Statement
Analysis (SBP)

Sales Growth (SGRW) (Current year sales + Last year sales) divided by
Last year sales

Financial Statement
Analysis (SBP)
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4. Analysis and Results

4.1. Descriptive Statistics

The t-test statistics are used to analyze the differences in the means of group member and
standalone firms’ performance and control variables. It can be seen that group-affiliated firms have
a significantly higher Return on Assets with a mean value of 5.008 than standalone firms with 1.663.
The second performance factor is measured by Tobin’s Q, which is used to estimate the market
performance of firms. Group-member firms appear to have higher Tobin’s Q ratios, with a mean
value of 4.132, than standalone firms with 3.467. The comparison of performance measures between
group-member firms and standalone firms is shown in Table 2.

Consequently, it is hypothesized that member firms are more profitable than standalone firms.
In particular, the results of the t-test indicate that group firms are significantly more profitable in terms
of accounting performance (ROA) and stock market performance (Tobin’s Q) than standalone firms.
Thus, it is suggested that group affiliation improves member firms’ profitability. The performance
difference is statistically significant at the 1% level. It can also be seen that group-affiliated firms are
larger than standalone firms; as measured by total assets, the difference is statistically significant at the
1% level. In addition, in terms of growth—measured by current year sales minus last year sales divided
by last year’s sales—the difference between affiliated and unaffiliated firms is statistically significant
at 5%. This difference explains the advantages of economies of scale and scope for group-member
firms. Moreover, the difference in the total debt between group-affiliated and unaffiliated firms
is also analyzed, with the debt level in relation to total assets higher in unaffiliated firms than in
group-affiliated firms. The overall results reveal that higher profitability, a larger size, and a better
solvency position are important determinants of business group affiliation.

Table 2. Comparison of the statistics of the key variables.

Variables
Entire Sample

(n = 284)
Affiliated Firms

(n = 143)
Standalone Firms

(n = 141)
t-Statistics

Mean SD Mean SD Mean SD

ROA 3.347 9.707 5.008 9.488 1.663 9.642 −8.335 ***
Tobin’s Q 3.802 3.605 4.132 3.777 3.467 3.391 −4.411 ***

SIZE 14.339 2.541 14.947 2.700 13.723 2.204 −11.824 ***
SGRW 0.094 0.285 0.109 0.270 0.078 0.299 −2.598 **
LEV 0.724 0.848 0.612 0.576 0.838 1.043 6.397 ***

Source: authors’ own estimations. *** significance at the 1% Level, ** significance at the 5% Level.

4.2. Correlation Analysis

Previous studies have provided empirical evidence that group affiliation improves member
firms’ performance [9]. Moreover, several studies have provided a positive correlation between group
affiliation and accounting performance and the stock market performance of group-member firms [59].
In this study, the correlation between group affiliation and accounting performance and stock market
performance is statistically significant at 5%.

Therefore, positive correlations with both performance measures support the first hypothesis that
group affiliation positively affects member firms’ performance when compared to standalone firms.
Moreover, the correlation coefficient between group affiliation and the size of firms is 0.24, suggesting a
moderate correlation between them (See Table 3). However, a negative correlation is observed between
total debt and accounting performance and stock market performance measures. This suggests that an
increasing level of debt decreases the financial performance and value of firms.
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Table 3. Results of the pairwise correlation matrix of Return on Assets (ROA).

DGroup ROA Tobin’s Q Size Sales Growth Leverage

DGroup 1
ROA 0.1723 * 1

Tobin’s Q 0.0922 * 0.2999 * 1
Size 0.2409 * 0.1962 * 0.1097 * 1

Sales Growth 0.0545 * 0.3202 * 0.0314 * 0.1044 * 1
Leverage −0.1844 * −0.3744 * −0.1084 * −0.0538 * −0.0838 * 1

Source: authors’ own estimations. * Significance at the 5% Level.

4.3. Regression Analysis

This section presents the results of regression analysis calculated by using pooled OLS regression,
and the importance of group affiliation in terms of financial performance. Taking group affiliation as
the main variable, the regression is performed between group affiliation and performance measures
with and without considering control variables. Table 4 reports the results of baseline models 1 and
2 taking ROA and Tobin’s Q as dependent variables. The results of the first hypothesis, regarding
whether firms affiliated with business groups have higher accounting and stock market performance
than standalone firms, are reported in columns (1) and (3) of Table 4.

Table 4. Regression results of Equations (1) and (2).

Variable
ROA Tobin’s Q

(1) (2) (3) (4)

DGroup
3.345 ***

(8.34)
2.062 ***

(5.30)
0.193 ***

(5.11)
0.139 ***

(3.82)

SIZE
0.386 ***

(5.02)
0.047 ***

(6.59)

SGRW
9.558 ***
(14.07)

0.009
(0.35)

LEV
−1.748 ***

(−7.83)
−0.201 ***

(−9.52)

DInd Yes Yes

DYear Yes Yes

Intercept
1.663 ***

(5.84)
−2.233
(−0.91)

0.900 ***
(33.58)

0.138
(1.25)

Companies 284 284 284 284

Observations 2272 2272 2272 2272

Adj. R2 0.0293 0.1861 0.011 0.1552

F-Value 69.48 *** 31.54 *** 26.12 *** 30.81 ***

Breusch-Pagan (BP) test 0.29 0.04 0.894 0.139

Variance Inflation Factor (VIF) 1.00 1.92 1.00 1.42

Shapiro-Wilk (SW) test 0.195 0.132 0.110 0.212

Source: authors’ own estimations. t-values are reported in parentheses. *** significance at the 1% Level.

As is shown in columns (2) and (4) of Table 4 the results are reported with control variables.
The results support the first hypothesis (H1) regarding the fact that group affiliation improves the firm
performance of group-member firms. As shown in columns (1) and (3) of Table 3, for accounting and
stock market performance measures, the effect of group affiliation is statistically significant (p < 0.01)
and positive. The results indicate that group affiliation has a statistically significant positive influence
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on firm profitability (3.345, t-value 8.34) and market performance (0.193, t-value 5.11). In addition,
the results of group affiliation with control variables are also statistically significant. As shown in
columns (2) and (4) of Table 4, the regression results with control variables support the first hypothesis
(H1), that the coefficient of group affiliation has a positive effect on the accounting performance (2.062,
t-value 5.30) and market performance of firms (0.139, t-value 3.82).

The results of control variables are also significant. Size has a statistically significant positive
effect on the profitability (0.386, t-value 5.02) and market performance of the firm (0.047, t-value 6.59).
Therefore, we can conclude that the size of a firm matters for its financial performance. Earlier, Lang,
Ofek, and Stulz [60] reported the positive effect of growth on firm value. Therefore, it was expected
that sales growth and size are positively associated with the value of the firm. The sales growth
coefficient is statistically significant in the case of accounting based performance (9.558, t-value 14.07),
but insignificant in the case of market based performance. Thus, it is implied that sales growth
contributes positively to the profitability of firms, as is evidenced by the positive coefficient of the
sales growth variable. Amongst other control variables, the coefficient of leverage has a statistically
significant negative effect on the financial performance of firms. The results suggest that as debt ratio
increases, the performance of the firm decreases.

We considered that the positive affect of group affiliation on member firms’ financial performance
is derived from different channels, such as internal capital markets, parent office globalization,
marketing channels, and professional human resources. We might attribute our findings to the
fact that external markets have been relatively less sophisticated in Pakistan. In order to avoid the
constraints on arm-length lending, business groups are responsible for providing access to capital
and obtaining funded through internal capital markets for investment in high-yielding opportunities.
Moreover, the bond market is not mature in Pakistan due to high administration costs, and a lack
of technological development, transparency, and liquidity; and the expectations of inflation and the
regular devaluation of PKR currency have hindered foreign investment. Thus, the only source for debt
financing is bank loans. It is important to mention that almost every large business group in Pakistan
has its own bank, that is, it is able to arrange loans and bank guarantees. Hence, affiliated financial
institutions, besides providing internal capital markets, create an advantage over external capital
markets for group firms in the form of loan guarantees, low interest rates, and almost non-existent
protective covenants. This mechanism of cross-subsidies improves the overall financial performance
of group-member firms.

Another interesting factor of Pakistani business groups is that they have parent offices outside
Pakistan. These parent offices facilitate in increasing export sales and investment and coordinate
activities relating to the adoption of modern technology, as there is no government support for
technology upgrading and research and development. Therefore, in collaboration with multinational
firms they are able to use modern technology to increase the productivity of their group-affiliated
firms. Considering the linkages with the international market, business groups provide a baseline
for international exposure for member firms, including the access to international markets so that
they can learn about and capitalize on market opportunities. Standalone firms cannot easily access
these knowledge-based advantages. Therefore, group membership supports member firms in their
transactions with international clients in foreign markets and attracts clients from a wider range of
foreign markets than is the case with standalone firms.

In Pakistan, business groups promote group-wide advertising, which focuses on the overall image
of a business group rather than highlighting an individual member firm. As a result, group-wide
advertising also creates economies of scale and scope. An example of this is the Sitara Group’s
advertising. After the advertisement of each affiliate, there is a message from the Sitara group of
companies, first emphasizing an individual member firm and then promoting the overall image of
the business group. This message promotes the idea that the quality of their products is excellent.
In addition, Pakistan is amongst the top exporters of textiles around the globe, which assists in the
market positioning of the Sitara brand name in different industries such as textiles, chemical products,
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and energy. Similarly, the Hundai Group’s advertising highlights the idea that the manufacturer
operates from ‘from chip to ship’. Chang and Hong [24] found that group investment in advertising
and R&D activities contribute to the economic performance of group-member firms.

Interestingly, the owners of business groups send their children abroad for higher education,
preferably to English speaking countries such as UK, USA, Australia, and Canada. After completion of
their education, they join the business group as a manager. Then, after five-years they are appointed as
directors of different group-affiliated firms and work as interlocking directors. Eventually, they emerge
as a professional human resource for business groups. Thus, from a human perspective, framing a
sound internal management and control system is also critical for business groups in cases where the
number of professional managers in the market is limited. As well as assisting in control, interlocking
directors encourage member firms to share resources and the flow of information, which ultimately
influences their performance in the group.

Therefore, interlocking directorates work as a tool to align objectives between the parent firm and
group-member firms. Moreover, business groups have the capacity to appoint government officials as
directors on their boards to support member firms in dealing comfortably with legal, monitoring, and
enforcement issues. This indicates that business groups are capable of dealing with the voids prevalent
in product, capital, and labor markets.

Note: the table above shows the results of baseline (Equations (1) and (2)) models using pooled
regression. The sample period is from 2008 to 2015. There are two dependent variables, the first of
which is the accounting based performance measure return on assets (ROA). This variable measures
earnings before interest and taxes divided by total assets. The second dependent variable is a stock
market based performance measure, Tobin’s Q, measuring the market value of equity plus the book
value of debt divided by the book value of total assets. The independent variables are Group dummies
(DGroup), size of firms (SIZE), sales growth (SGRW), leverage (LEV), industry, and time dummies.
DGroup is a dummy variable, where 1 denotes that a firm is affiliated with a business group and
zero that it is not. Size is measured by the natural logarithm of total assets. Sales growth is measured
by current year sales minus last year sales divided by last year sales. Leverage is measured by total
liabilities divided by total assets. DInd shows the industry dummies at a two-digit level of SIC.
DYear substitutes the year dummies between 2008 and 2015.

(BP-test): the Breusch and Pagan test is used to check heteroscedasticity in the linear regression
models [61]. The VIF-test checks the multicollinearity in the independent variables, expressed as the
variance inflation factor (VIF). Five considers a two-digit critical value of VIF. The p-values of the
Shapiro-Wilk normality test offer standard tools for detecting any violation of standard regression
assumptions. Each of the residuals has a normal distribution.

Note: (BP-test): the Breusch and Pagan test is used to check heteroscedasticity in the linear
regression models [61]. The VIF-test checks the multicollinearity in the independent variables,
expressed as the variance inflation factor (VIF). Five considers a two-digit critical value of VIF.
The p-values of the Shapiro-Wilk normality test offer standard tools for detecting the violation of
standard regression assumptions. Each of the residuals has a normal distribution at the 5% level.

In order to explore the possible interaction effects, the size, leverage, and sales growth variables
are interacted with the main variable under examination, that is, group affiliation. In Table 5, the
interaction DGroup × SIZE is investigated, to analyze its influence on the financial performance of
firms. As shown in columns (5) and (8) of Table 5 the coefficient of the interaction term between group
dummy and size is positive and statistically significant (ROA β = 0.167, t-value 7.06, Tobin’s Q β = 0.223,
t-value 10.77). The results support the second hypothesis, namely, that the relationship between group
membership and affiliates is positively moderated by the size of firms. Thus, the results indicate that
large firms receive more advantages from group membership, such as easy access to external capital
markets and greater economies of scale and scope.

Claessens et al. [41] used a sample of 2000 firms from nine East Asian economies to empirically
analyze the interaction effect of group affiliation and size on the value of firms. However, the results
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of the interaction terms between group affiliation and size were statistically insignificant. Recently,
other researchers have also applied the interaction effect between group affiliation and size to firm
value [42] and reported that the interaction term has a statistically significant and positive influence on
firm value.

In Table 5, to test hypothesis 3, the interaction between group affiliation and leverage (DGroup × LEV)
is introduced. In line with our expectations, in columns (6) and (9) the coefficient of the interaction
term between group dummy and leverage is negative and statistically significant for accounting
(ROA β = −2.512, t-value −4.46.) and stock market measures of performance (Tobin’s Q β = −0.212,
t-value −4.54). It is implied that a high debt ratio negatively affects and lowers the performance
of affiliated firms. In other words, a one unit increase in firms’ leverage tends to decrease firms’
profitability performance, and if there are two examined firms the affiliated firm has a better
performance than the non-affiliated one. Hypothesis 3 is supported.

Table 5. Regression Results of Equations (1) and (2) with Using Interactive Variables.

Variable
ROA Tobin’s Q

(5) (6) (7) (8) (9) (10)

DGroup ×
SIZE

0.167 *** 0.223 ***
(7.06) (10.77)

DGroup ×
LEV

−2.512 ** −0.212 ***
(−4.46) (−4.54)

DGroup ×
SGRW

8.705 ** 0.186 **
(9.36) (2.08)

SIZE
1.397 *** 0.952 *** 0.044 *** 0.039 ***
(11.62) (8.40) (6.36) *** (3.88)

SGRW
9.097 *** 9.612 *** 0.151 ** 0.132 **
(14.06) (14.1) (2.58) (2.16)

LEV
−9.831 *** −9.890 *** −0.112 ** −0.176 ***
(−17.36) (−17.19) (−2.18) (−9.49)

DInd Yes Yes Yes Yes Yes Yes

DYear Yes Yes Yes Yes Yes Yes

Intercept
6.221 ** −14.379 *** −4.986 * 2.344 *** 0.785 *** 0.140
(2.85) (−5.17) (−1.83) (10.70) (6.56) (0.94)

Companies 284 284 284 284 284 284

Observations 2272 2272 2272 2272 2272 2272

Adj. R2 0.259 0.179 0.236 0.125 0.237 0.206

F-Value 50.62 *** 32.02 *** 44.97 *** 22.72 *** 45.23 *** 37.90 ***

Breusch-Pagan
(BP) test

0.13 1.48 1.82 0.065 0.20 0.15

Variance
Inflation

Factor (VIF)
1.82 2.43 1.91 1.54 1.88 1.43

Shapiro-Wilk
(SW) test

0.096 0.153 0.163 0.112 0.193 0.221

Source: authors’ own estimations. t-values are reported in parentheses. *** significance at the 1% Level,
** significance at the 5% Level, * significant at the 10% Level.

In order to test hypothesis 4, the interaction between group affiliation and sales growth (DGroup
× SGRW) is also shown. Columns 7 and 10 present the results of DGroup × SGRW. The coefficient
of the interactive term is positive and statistically significant (ROA β = 8.705, t-value 9.36, Tobin’s Q
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β = 0.186, t-value 2.08). Hypothesis 4 is also supported. The interaction between group affiliation
and firm characteristics, such as the size of the firm, sales growth, and capital structure, is statistically
significant for performance measures. Sales growth and the size of the group-affiliated firms have a
greater influence on the financial performance of firms than they do with non-affiliated firms.

The multi-collinearity amongst the independent (interaction and other financial) variables are
tested by the variance inflation factor (VIF) in each case and their maximum individual values are
reported in Table 5. The VIF values for each regression coefficient ranged from a low of 1.00 to a high
of 2.43, and indicated that the collinearity problem is controlled, in which one predictor variable in
a multiple regression model can be linearly predicted from the others with a substantial degree of
accuracy. Hence, there is no particularly collinearity amongst the independent interaction and other
control variables. This suggests that the VIF values are at acceptable levels [62], and in this case there
is no need for centering such interaction models [63]. All of them are included in the final model.
The Breusch and Pagan tests are also applied in order to test the existence of heteroscedasticity. In the
present study, the χ2 values suggest that the statistics are at an acceptable level (p > 0.05) and there is
no heteroscedasticity.

5. Discussion

Researchers have offered different views of business groups, portraying them as parasites, villains,
and anachronisms, or as paragons, heroes, and avatars. Our study findings provide compelling
evidence of a direct positive link between group membership and firms’ financial performance.
In addition, this relationship is found to be strongly moderated by firm specific factors such as size,
leverage, and sales growth. In line with our expectations as stated in H1, we find that firms affiliated
with business groups are more profitable than standalone firms. The findings are consistent with the
earlier studies. For example, Chang and Choi [13] reported a positive effect of group affiliation on
the performance of chaebol firms. Moreover, Chittoor, Kale, and Puranam [64] and Manikandan and
Ramachandran [65] also found that group-member firms have a better accounting and stock market
performance. In the context of an emerging economy, such as Pakistan, group-affiliated firms perform
better financially than standalone firms do.

Specifically, our study contributes to the business group literature in three ways. Firstly, the
financial performance of group-affiliated and standalone firms are investigated to show the influence
of group membership on accounting and stock market measures. The results of our study show that
the performance outcome of business group affiliation is contingent upon various firm characteristics,
such as size, leverage, and sale growth. Thus we stress the need to study the impact of group affiliation
in the presence of other factors that may shape the outcomes of business affiliation.

Secondly, business groups support member firms in avoiding the severe institutional voids
prevalent in the emerging economy of Pakistan. The free flow of capital, sharing intangible resources
(such as R&D and advertising), and interlocking directors within group member firms generate
considerable economies of scale and scope. An interesting observation is that most of the group
member firms are more mature and large, as these member firms have been operating since the
independence of Pakistan. Importantly, they have their own financial and technical resources.

Lastly, we found that standalone firms are more locally oriented and less diversified than their
group affiliated counterparts, which explains their survival and the performance discount they incur.
Business groups collaborate in the form of international joint ventures which benefit member firms by
offering access to new markets and advanced technology, increased capacity, and the sharing of risks.
In the case of Pakistan, standalone firms do not perform on a par with their group affiliated peers.
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6. Conclusions

This research paper seeks to provide empirical evidence on the effect of group membership on the
performance of firms in Pakistan. By using a sample of 284 Pakistani firms as the research sample, this
study suggests that group membership is beneficial for member firms. Moreover, the benefits of group
membership are linked to the size of business-group firms. In the case of large group member firms,
the effect of business group membership is more influential than it is with small group member firms.

This study compares the profitability of group-member firms with standalone firms using an
independent sample t-test for mean differences. The results support the hypothesis that group-affiliated
firms are more profitable compared to standalone firms. Moreover, the results of interaction terms
are also statistically significant, which implies that the size and sales growth of group firms positively
contribute to the financial performance of firms.

Thus, the findings of the study suggest two important explanations. First, like most developing
economies, business groups are able to overcome the inefficiencies related to emerging markets, such as
imperfections in the markets regarding product, capital, and labor [63]. Second, in emerging economies,
poor judicial systems lead to low trust, making personal ties more important and trustworthy than
trust institutions [66].

The results of this study have vitally important implications for practitioners—managers,
macroeconomic policymakers, academicians and theorists. Specifically, weak governance tends to
discourage private sector investment and reduce economic efficiency. Importantly, governance issues
are significantly related to institutional voids. These institutional voids provide opportunities to groups
to benefit and create advantages over standalone firms. These advantages are created through sharing
financial resources and intangible resources (R&D, advertising), appointing interlocking directors, and
collaborating with multinational firms. Thus, these measures enable group-affiliated firms to respond
positively to institutional voids by making themselves a part of trustworthy networks in order to
reduce financial risks.

Nevertheless, Chari and David [53] claimed that a negative relationship between pro-market
reforms and the sustainability of superior profits exists in an emerging economy. The decline in
the sustainability of superior profits also shows that pro-market reforms bring significant threats in
addition to offering various opportunities, such as a greater availability of production factors and
greater freedom to enter and operate businesses. The empirical results also supported a significant
difference in the superior and sustainable economic performance among firms in developed and
developing countries [67]. Increasing evidence of climate change is forcing businesses to play an active
role in reducing sustainability burdens and preserving their resources for future generations [68].
The greater investment in research and development (R&D) [69] and in marketing & advertising
are firm-level resources [70] that can provide a measure of protection against the destruction
in the sustainability of superior profits which is associated with pro-market reforms in such
emerging economies.

Like other research studies, this study has its limitations. It is an empirical study, which is
based on a single country framework of Pakistan. Thus, it would be valuable to extend this study by
employing data from both financial and non-financial firms and, accordingly, comparing Pakistan
with other emerging economies, such as India and Bangladesh, particularly because the Pakistani and
Indian economies have very similar features. Therefore, a replication of this study in other emerging
economies may allow these results to be generalized. Besides, the differences between manufacturing
and non-manufacturing business group firms, or the characteristics of high tech companies, could
also be explored [71]. From this perspective, there is a need for improved methods to determine
additional—that is, environmental—risk effects on their financial performance [72]. Furthermore, it
would be important to consider that competition does not only occur among companies, but also
among Small and Medium Enterprises (SMEs) [73].
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Appendix A

Table A1. Summary Table of the Literature Review.

Author Objective Method Key Findings

Khanna and Palepu
(2000) [15]

To analyze the
performance of
group-affiliated firms
relative to
standalone firms.

Multiple regression
analysis.

Finds that accounting and
stock market measures of firm
performance initially decline
and subsequently increase
once group diversification
exceeds a certain level.

Khanna and Rivkin
(2001) [17]

To examine the effects
of group affiliation
on profitability.

Ordinary least
squares (OLS).

Finds that business group
affiliation affects the economic
performance in 12 of
the markets.

Gunduz and Tatoglu
(2003) [54]

To compare the
performance of
affiliates of diversified
Turkish business
groups with that of
unaffiliated firms.

ANOVA Multiple
regression analysis.

Reports that firms affiliated
with diversified business
groups do not significantly
differ from unaffiliated firms
in terms of accounting and
stock market measures
of performance.

Chu (2004) [39]

To investigate the
influence of group
affiliation on
performance of firms.

Multiple regression
analysis.

Finds a U-shape relationship
between group affiliation and
profitability in
emerging economies.

Khanna and Yafeh
(2005) [2]

To examine whether
business groups
facilitate mutual
insurance among
group-affiliated firms.

Weighted least
square (WLS)
regression is used
for the analysis.

Finds substantial evidence of
risk sharing by Japanese,
Korean, and Thai groups, but
little evidence of it elsewhere.

Claessens et al.
(2006) [41]

To investigate the
benefits and costs of
group affiliation.

Multiple regression
analysis.

Finds that mature and
slow-growing firms with
ownership structures gain
more from group affiliation,
while young and high-growth
firms lose more.

Zattoni et al. (2009) [32]

To analyze how
business group
affiliation affects
performance in India
in the post-reform era
i.e., from 1990 to 2006.

Applied SAS
procedure
(Time-series and
cross-section
regression) with
variance
component model.

Finds (1) benefits of business
group affiliation are evident in
the early phase of institutional
transition (2) older
group-affiliated firms are
better able to cope with
institutional transition than
younger group-affiliated firms.
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Table A1. Cont.

Author Objective Method Key Findings

Carney et al. (2011) [26]
To study business
group affiliation and
performance.

Weighted least
squares (WLS).

Finds that affiliates perform
better in contexts with
underdeveloped financial and
labor markets.

He et al. (2013) [16]

To discover whether
group-affiliated firms
tend to outperform
standalone firms.

Fixed effect OLS
regression

Finds that business group
membership has no effect on
accounting performance

Elango et al. (2016) [9]

To study the impact of
specific business group
characteristics on the
performance of
group-affiliated firms.

Hierarchical linear
models (HLM).

Finds (1) membership in a
group contributes 6% of the
performance variation of
affiliated firms; (2) the
importance of the business
group to performance varies
with the extent of group
diversification, age and size.

Table A2. Sample Distribution across Industries.

Industry Two-Digit SIC Code
Number
of Firms

Percentage of
Entire Sample

Food & Tobacco 1, 2, 9, 20, 21, 54 35 12
Basic Industries including Petroleum 10, 12, 13, 14, 24, 26, 28, 29, 33 74 26
Construction 15, 16, 17, 32, 52 20 7
Textile & Trade 22, 23, 31, 51, 53, 56, 59 129 45
Consumer Durables 25, 30, 36, 37, 39, 50, 55, 57, 34, 35, 38 7 3
Transportation 40, 41, 42, 44, 45, 47 17 6
Services 72, 73 75, 76, 80, 82, 87, 89 2 1
Others No specific SIC code 0 0
Entire Sample 284 100
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Abstract: A firm’s capability of raising funding is closely related to its sustainable development.
With a more efficient allocation of funding among the whole society, social resources will be better
utilized. Initial Public Offering (IPO) can indeed be an effective means of raising capital for corporate
ventures. Using 1069 firms which completed IPOs on Chinese stock exchanges between 1st January
2004 and 1st January 2013, we investigate the difference in IPO underpricing before and after the
2008 financial crisis. Based on OLS regression models, we find that the IPOs are less underpriced
in the post-crisis period. We examine the moderating effects of firm size on the difference in IPO
underpricing between pre- and post-crisis periods, finding that small firms experienced less IPO
underpricing than large firms after the financial crisis. After applying different model specifications
such as Robust and OProbit regressions, the results remain consistent. Our study contributes
to understanding the dynamics and influences of the financial crisis on firms’ IPO cost from the
perspective of information asymmetry.

Keywords: IPO underpricing; financial crisis; information asymmetry; financial risks

1. Introduction

Initial Public Offering (IPO) is an important channel for firms to obtain direct funding in capital
markets [1,2]. With the rapid development of Chinese stock markets over the past 20 years, many firms
have adopted IPO as an effective source of capital funding. During IPOs, information asymmetry is a
serious issue which hinders the process of funding from potential investors [3]. Potential investors
possess less information than the firm who undertakes the IPO [4]. Potential investors face a higher
level of uncertainty regarding the firm’s profitability and performance. As investors are more exposed
to risk, they will only submit purchase orders at a discounted stock price. To encourage potential
investors to participate in IPOs, the underwriter of the IPO firm has to set an offer price lower than
the intrinsic value of the share price [3,5]. The difference between the intrinsic value and the offer
price serves as a risk premium of information asymmetry for potential investors. IPO underpricing is
regarded as an indirect cost for firms during the process of capital funding [6]. Ritter (1987) has shown
that increasing information disclosure before IPOs could reduce the cost of capital funding in U.S. stock
markets [6]. Ang and Brau (2002) found a negative relationship between the transparency of a firm’s
information and IPO costs, significantly influencing corporate financial performance and sustainable
development [7]. A firm’s capability of raising initial funding is closely related to its sustainable
development. With a more effective allocation of funding among the whole society, social resources
will be better utilized by firms with a higher efficiency, thus creating more values. Moreover, the IPO

Sustainability 2018, 10, 2844; doi:10.3390/su10082844 www.mdpi.com/journal/sustainability102



Sustainability 2018, 10, 2844

market plays a critical part in sustainable economic growth. If the IPO market dries up, this can have
long lasting negative effects on the evolution of innovative industries. Innovative firms might run into
liquidity problems, and the speed of commercialization of technological innovations might slow down.
Ultimately, a country’s economic growth path can be negatively affected [8].

The 2008 financial crisis is typically regarded as the worst financial crisis since the Great
Depression of the 1930s [9–11]. The global financial crisis of 2008 was caused by the expansion
of subprime mortgages to high-risk borrowers under the situation of information asymmetry. In other
words, there was asymmetry of information spun throughout the 2008 financial crisis. The crisis not
only resulted in the collapse of famous and giant financial institutions, such as Lehman Brothers,
but also impeded global credit markets and required intensive government interventions. After the
crisis, governments around the world introduced a series of regulatory proposals and policies to require
more information disclosure and increase the transparency of transactions [12]. Besides, the ensuing
period after the 2008 financial crisis was driven by a revolution of information and communication
technology (ICT). With the developments and advances in technology, information about firms became
more transparent after the crisis [12].

While there is an extensive body of research on the determinants of IPO underpricing and the
impacts of the financial crisis separately [3,7,13–18], the extant literature has paid little attention
to the relationship between financial crisis and a firm’s funding costs or IPO underpricing issues.
Song and Lee (2012) studied the long-term effect of the 1998 Asian financial crisis on corporate cash
holdings [19]. They divided the sample into well-established firms before the crisis and IPO firms
during and after the crisis, finding that the crisis has dramatically changed firms’ cash-holding policies.
IPO companies engaging in aggressive income-increasing earnings management are proved to have a
significantly worse market-based performance. For these companies, personal liquidity concerns are
an important factor in IPO decisions during the economic crisis [20]. Blocker and Sandner (2009) found
that the financial crisis is related to a 20% decrease in the average amount of funds raised per funding
round [8]. So far, there is no study investigating the role of the financial crisis on IPO underpricing
from the aspect of information asymmetry. The collapse of Lehman Brothers in September 2008 and
other events leading to the financial crisis provide a good research opportunity to address this question
in greater detail. To fill the literature gap, we investigate the influence of information on a firm’s cost
of capital funding. Our main study addresses the specific role played by the global financial crisis
of 2008.

Utilizing 1069 firms going public on Chinese stock exchanges between January 2004 and January
2013, we study the difference in IPO underpricing before and after the financial crisis of 2008. The results
suggest that IPOs are significantly less underpriced in the post-crisis period. Moreover, our empirical
study goes beyond the original model of IPO underpricing by revealing the moderating effects of firm
size on the relationship between the financial crisis and IPO underpricing. It is found that small firms
experienced less IPO underpricing than large firms after the financial crisis.

Firstly, to the best of our knowledge and the literature in hand, this study is one of the few to study
the nexus between the financial crisis and IPO underpricing from an empirical perspective [8,19,20].
Previous literature has studied the influences of financial crisis on cash holding and market-based
performance. Blocker and Sandner (2009) studied the effect of crisis on the funding of US internet
start-ups [8]. However, IPO firms cover a much wider range of industries. Different from the previous
research, this study directly focuses on the funding cost of a firm and provides a new insight into
the analysis of IPO costs. Secondly, publicly traded equity represents one of the most important
sources of external capital to facilitate firm investment [21]. Although previous research has identified
a significant relationship between information and a firm’s IPO cost, we revisit this topic from a novel
perspective of financial crisis and highlight the impact of information transparency in reducing a firm’s
cost of capital funding. Thirdly, we find that firms of different sizes are affected by the financial crisis
to different degrees, which reveals that firm size plays an important role in the process of IPOs.
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The remainder of this study is organized as follows: Section 2 presents the development of our
hypotheses and provides the details of our theoretical arguments. Section 3 details the data and
research methods used in our study. Section 4 reports the results of the empirical estimations and
robustness checks. Section 5 presents the discussion and draws conclusions.

2. Theories and Hypotheses

2.1. Literature Review

Firms adopt an Initial Public Offering (IPO) as an efficient tool to raise direct funding in
capital markets [1,2]. Normally, initially offered shares are underpriced compared with the market
price. IPO underpricing refers to the difference between the price at which the shares are sold to
investors during the offering procedure and the price at which the shares are traded in the secondary
market. IPO underpricing has been empirically investigated in numerous countries and the results
reveal that this phenomenon occurs all over the world [19–23]. A firm’s information and the IPO
costs significantly influence corporate financial performance and sustainable development [7]. It is
commonly acknowledged that the root of underpricing is information asymmetry [3,5,16]. The theory
of information asymmetry is used to illustrate the asymmetric distribution of relevant information on
the market in the incomplete information market. The concept of information asymmetry originates
from George A. Akerlof (1978) [24]. According to the theory of information economics, both borrowers
and lenders face information asymmetry in the process of financing. Information asymmetry results in
moral hazard and adverse selection [25]. The information asymmetry between different participants
has produced different theoretical bases. First is the principal-agent theory which involves information
asymmetry between the issuers and the underwriters, assuming that the underwriters have more
information about the potential market demand and market conditions than the issuers. Issuers do
not have this information due to their lack of market demand information and they have to negotiate
the price to ensure the success of the issuance. Therefore, the underpricing is the remuneration for
the underwriters. Secondly, the information asymmetry between the issuers and the investors points
to the signaling theory [26]. High-quality company initiative signaling strategies further promote
IPO underpricing. High-quality companies use IPO underpricing as a signal of its value to attract
potential investors in the secondary market. These high-quality companies adopt subsequent issuances
to compensate for the cost of underpricing. Thirdly, the information asymmetry among different
investors results in Rock’s “winner curse” hypothesis [5]. Investors who lack information are more
likely to subscribe for new shares with higher prices than value, and are faced with “winner curses”.

More importantly, information asymmetry has severe impacts on companies’ funding cost and
financing capability. Myers and Majluf (1984) have suggested that when the capital market is not
perfect, there is information asymmetry between the company’s external investors and insiders,
which makes the cost of external financing higher than the cost of internal financing [27]. In order
to ensure investors’ lack of information, issuers have to underprice the shares during the IPO
process. Because of the increase in financing costs, the company’s net present value drops. As a result,
the company’s investment level will be reduced. Hubbard (1998) obtained a full picture of the relationship
between imperfections in capital markets and corporate investment [28]. In summary, research on
the capital market information asymmetry model and incentive problems shows that information
cost determines the degree of financing constraints faced by firms. Therefore, reducing information
asymmetry not only enhances firms’ capability of raising funding, but also helps in resource allocations
and contributes to sustainable economic growth.

The degree of IPO underpricing in developing countries is much greater than in developed
countries. The average underpricing level in developed countries is around 15%, and the average
underpricing level in some emerging countries is around 60%, while the IPO underpricing level in
China’s stock market is even higher [19]. The average IPO underpricing was closer to 100% from 1987
to 1995 [29,30]. The Chinese IPO process is the same as that in Western countries. The IPO process
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includes several procedures such as selecting underwriters, setting the offer price, allocating the shares,
and trading on the secondary market [31]. Nevertheless, IPOs in China require approval from the
CSRC, which is different from the Securities and Exchange Commission’s registration requirements for
initial offerings in the U.S. [32,33]. The CSRC examines the quality of new securities, such as evaluating
their issuers’ profitability and potential risks. New issuers can only begin the IPO process after they
obtain CSRC approval. Moreover, the institutional environment in China is very different from that in
North America and Europe. For example, the Chinese Government can control the IPO offer price via
the “Guidance window”. Firms in China are more subject to government regulations than in Western
countries [34].

2.2. The 2008 Financial Crisis and IPO Underpricing

The financial crisis became clearly visible in September 2008, when the bankruptcy of Lehman
Brothers was announced. Immediately after that, the giant insurance company American International
Group (AIG) suffered a liquidity crisis following a downgrade in its credit rating. Following this,
many other financial institutions in the US and around the world were severely affected, losing large
portions of their value, and could only be saved from bankruptcy by government funds. Stock prices
declined, and a recession began [8]. The global financial crisis of 2008 was caused by the expansion
of subprime mortgages to high-risk borrowers. Borrowers have an advantage of information over
lenders because the former knows more about the investment projects that they want to undertake.
Before the financial crisis, the market was typified by massive information asymmetry and built up
innumerable layers of bad mortgages [7,35]. In other words, there was asymmetry of information
spun throughout the 2008 financial crisis. After the crisis, governments around the world introduced
a series of regulatory proposals and policies to require more information disclosure and increase
the transparency of transactions. The degree of IPO underpricing in developing countries is much
greater than in developed countries. The average underpricing level in developed countries is around
15%, and the average underpricing level in some emerging countries is around 60%, while the IPO
underpricing level in China’s stock market is even higher [19]. The average IPO underpricing was
closer to 100% from 1987 to 1995 [29,30]. The Chinese IPO process is the same as that in Western
countries. The IPO process includes several procedures such as selecting underwriters, setting the offer
price, allocating the shares, and trading on the secondary market [31]. Nevertheless, IPOs in China
require approval from the CSRC, which is different from the Securities and Exchange Commission’s
registration requirements for initial offerings in the U.S. [32,33]. The CSRC examines the quality of new
securities, such as evaluating their issuers’ profitability and potential risks. New issuers can only begin
the IPO process after they obtain CSRC approval. Moreover, the institutional environment in China is
very different from that in North America and Europe. For example, the Chinese Government can
control the IPO offer price via the “Guidance window”. Firms in China are more subject to government
regulations than in Western countries [34].

Meanwhile, the world experienced an ICT (information and communication technology) surge in
2009 [9,36], which logically suggests that the period following the 2008 financial crisis has been driven
by revolutions and developments in ICT. Due to the changes in regulation and advances in technology,
information about firms became more transparent after the crisis. IPO underpricing is regarded as
an indirect cost for firms during the process of capital funding [6,37]. Ritter (1987) has shown that
increasing information disclosure before IPOs could reduce the cost of capital funding in the U.S. stock
market [6]. Ang and Brau (2002) found a negative relationship between the transparency of a firm’s
information and its IPO costs [7]. Thus, we formulate Hypothesis 1:

Hypothesis 1. IPO underpricing decreases after the 2008 financial crisis compared with the period before
the crisis.
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2.3. Moderating Effect of Firm Size

Firm size is an important issue in the relationship between IPO underpricing and information
asymmetry. Larger firms, as compared to smaller firms, represented less uncertainty and asymmetric
information for potential investors before the financial crisis [3]. After the financial crisis, information and
communication technologies (ICTs) have experienced a great surge of revolution. The development of
ICTs has more significant impacts on small firms than on large firms [36,38]. Moreover, after the financial
crisis, small firms have been subject to stricter regulations and have been required to disclose more
information [39,40]. The asymmetric information of small firms is supposed to have decreased to
a greater extent after the crisis. Therefore, we argue that firm size moderates the difference in IPO
underpricing between pre- and post-crisis periods. Then, we derive Hypothesis 2:

Hypothesis 2. IPO underpricing decreases more for smaller firms after the 2008 financial crisis.

3. Data and Methods

3.1. Sample Selection

Our sample includes 1069 firms completing IPOs on Chinese stock exchanges between 1 January 2004
and 1 January 2013. We have chosen this time window because the policy restricting maximum return
on the first day of IPO to 44% was issued in 2013 and implemented in 2014 by Shanghai and Shenzhen
stock exchanges. We have collected firm information and IPO trading data from the China Stock
Market Accounting Research (CSMAR) database (http://www.gtarsc.com/) [41].

3.2. Variable Measurement

To distinguish the difference in IPO underpricing before and after the crisis, we have chosen the
year of 2008 as the relevant cutoff, which is excluded in the time window. The variable, post-crisis, is a
dummy coded as 1 if the year is after 2008 and 0 otherwise [34,42].

The dependent variable in our analysis is IPO underpricing. There is an excess rate of return on
the stock offerings in China, which means that the offer price is significantly lower than the closing
price on the first day of IPO. Underpricing refers to the difference between the price initially offered
and the closing price on the first day of trading [42–46]. IPO underpricing is commonly measured
by the return on the first day of IPO, illustrating the degree of undervaluation of the offer price [6].
The market adjusted return excluding the factor of market price is a more accurate indicator of IPO
underpricing [47]. Thus, we use the market adjusted return on the first day of IPO to represent IPO
underpricing, calculated as follows:

IPO underpricing = [(closing pricet − o f f er pricingt)/o f f er pricet−
(market closing indext − market closing indext−1)/maket closing indext−1]

(1)

where the subscript t denotes the first day of IPO. Figure 1 depicts the Kernel density of IPO
underpricing before and after the financial crisis. As is shown, the kernel density of IPO underpricing
in the pre-crisis period is located to the right of that in the post-crisis period. Thus, we can observe
from Figure 1 that the average IPO underpricing after the financial crisis was lower than that before
the crisis.

Following previous studies, such as Arthurs et al. (2008) and Jia et al. (2014) [33,48], we control
for the effect of firm size and value, including the firm’s number of staff, capital at registration, and net
value per share before IPO [49,50]. Underwrite cost indicates that the direct cost of IPO is controlled in
our analysis [51]. We also introduce several variables to control for offering and trading conditions,
including IPO volume, IPO price, lottery rate, and turnover on the first day of IPO [52,53]. Table 1
presents the description of the variables in our analysis. Table 2 shows the statistical summary of
these variables. The mean of IPO underpricing before the crisis is 1.464 and after the crisis is 0.358.
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As would be expected, IPO underpricing decreased by a noticeable degree after the crisis. To avoid the
problem of collinearity of the variables, we estimate the Variance Inflating Factor (VIF) and report the
statistics in Table 3. Table 3 shows that all values of VIF are less than 10, which confirms that there are
no collinearity issues among the variables.

Figure 1. Kernel density estimation (KDE) estimates the probability density function of IPO
underpricing. The solid curve demonstrates the density function of IPO before the financial crisis and
the dashed curve demonstrates the density function of IPO before the financial crisis.

Table 1. Description of variables.

Variable Abbreviation Variable Definition Dimension

IPO underpricing Market adjusted IPO underpricing %
POST Time indicator of Post-crisis N/A
NOS Number of staffs Ten Thousand

NVPS Net value per share Yuan
CAR Capital at registration Million Yuan
IPOV IPO volume Billion
IPOP IPO price Yuan
UC Underwrite cost Million Yuan

TOFD Turnover on the first day of IPO %
LR Lottery rate of IPO %

Table 2. Statistical summary of variables.

Variables
Pre-Crisis Post-Crisis

Mean S.D. Mean S.D.

IPO underpricing 1.464 1.068 0.358 0.431
NOS 1.258 5.284 0.304 1.822

NPVS 2.472 0.894 3.089 1.171
CAR 6500 35481 741.0 10041
IPOV 0.396 1.385 0.120 1.006
IPOP 10.24 5.810 26.06 14.90
UC 66.84 153.6 57.00 57.81

TOFD 0.675 0.109 0.701 0.204
LR 0.389 0.592 1.456 3.059

Observations 188 881
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Table 3. Summary of the variance inflating factor.

Variable VIF VIF

Ln(CAR) 5.03 0.19899
Ln(UC) 5.01 0.199618

NOS 3.03 0.329525
IPOV 3.01 0.332324
IPOP 2.32 0.430528
POST 1.66 0.601727
NVPS 1.27 0.789147
TOFD 1.17 0.856115

LR 1.17 0.856265
Mean VIF 2.63

3.3. Research Design

To obtain sophisticated results, this paper employs the Ordinary Least Square model (OLS) to
perform an empirical analysis for Hypothesis 1. Model 1 (Equation (2)) examines the difference in IPO
underpricing between pre- and post-crisis periods. We take the logarithms of capital at registration
and the underwrite cost.

IPO underpricingi = α + β1RPOSTi + β2RNOSi + β3RNVPSi + β4RLn(CARi)

+ β5R IPOVi + β6R IPOPi + β7RLn(UCi) + β8RTOFDi + β9RLRi + εR
(2)

To examine Hypothesis 2, we use two variables—the number of staff and capital at registration to
measure firm size, which indicates that smaller firms are equal to the firms with a smaller number of
staff and less capital at registration. Then, we introduce their interaction terms and post-crisis into
Model 2 (Equation (3)) and Model 3 (Equation (4)) to test the argument, respectively.

IPO underpricingi = α + β1SPOSTi + β2SNOSi + β3SNVPSi + β4SLn(CARi)

+β5S IPOVi + β6S IPOPi + β7SLn(UCi) + β8STOFDi + β9SLRi + β10SNOSi × POSTi + εS
(3)

IPO underpricingi = α + β1T POSTi + β2T NOSi + β3T NVPSi + β4T Ln(CARi)

+β5T IPOVi + β6T IPOPi + β7T Ln(UCi) + β8TTOFDi + β9T LRi + β10T Ln(CARi)× POSTi + εT
(4)

In addition, Robust and Ordered Probit (OProbit) regressions are used for robustness checks
to test whether the results are stable. Robust regression has the same model specifications as the
OLS model. To perform the OProbit regressions, the values of IPO underpricing are categorized into
five quartiles with ordered scores from 1 to 5 [54]. If the results obtained from two different model
specifications are the same, we can safely conclude that the results from the analysis are robust.

4. Results

4.1. Regression Analyses and Results

Table 4 provides the OLS regression results of the three models. Model 1 shows the difference
in IPO underpricing between pre- and post-crisis periods. The estimated coefficient of POST is
significantly negative and equal to −0.948, indicating that the average of IPO underpricing in the
Chinese stock market decreased by 94.80% after the financial crisis. Model 2 adds the two-way
interaction firm’s number of staff and post-crisis. The joint effect of a firm’s number of staff and
post-crisis is significantly positive (β = 0.003, p < 0.10). Consistent with the result in Model 2, Model 3
shows that the estimated interaction coefficient of a firm’s capital at registration and post-crisis
is statistically significantly positive (β = 0.152, p < 0.01). The results of Models 2 and 3 validate
that firm size moderates the difference in IPO underpricing between pre- and post-crisis periods.
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Specifically, small firms experienced less IPO underpricing than large firms after the financial crisis,
because small firms reduced information asymmetry to a greater degree in the post-crisis period.

Table 4. Estimation results of OLS regressions.

Variables Model 1 Model 2 Model 3

POST −0.948 *** −0.971 *** −3.893 ***
(0.055) (0.056) (0.596)

NOS 0.004 0.003 0.020 *
(0.010) (0.010) (0.011)

NVPS −0.045 *** −0.048 *** −0.045 ***
(0.016) (0.016) (0.016)

Ln(CAR) 0.048 0.044 −0.076 *
(0.030) (0.030) (0.039)

IPOV 0.003 −0.025 −0.020
(0.026) (0.030) (0.026)

IPOP 0.003 * 0.003 * 0.003 *
(0.002) (0.002) (0.002)

Ln(UC) −0.305 *** −0.291 *** −0.239 ***
(0.055) (0.056) (0.056)

TOFD 1.035 *** 1.032 *** 1.049 ***
(0.091) (0.091) (0.090)

LR −0.004 −0.005 −0.007
(0.006) (0.006) (0.006)

NOS × POST 0.003 *
(0.001)

Ln(CAR) × POST 0.152 ***
(0.031)

Observations 1069 1069 1069
R-squared 0.481 0.483 0.493
Adj R-squared 0.477 0.478 0.488

Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.

4.2. Robustness Checks

To better prove Hypothesis 1, we calculate the IPO underpricing tendency of each year in our
data and display the result in Table 5. From Table 5, it can be observed that from the year 2008,
the underpricing tendency exhibits a downwards trend, which supports the hypothesis that IPO
underpricing decreases after the 2008 financial crisis compared with the period before the crisis.

Table 5. IPO underpricing tendency.

2004 2005 2006 2007 2008 (Cutoff) 2009 2010 2011 2012

0.738 0.505 0.802 1.822 1.234 0.718 0.412 0.216 0.267

To satisfy the normality distribution of the residuals in OLS models, we use Robust regression
to check the validity of our results [55]. Model 1 in Table 6 shows the difference in IPO underpricing
between pre- and post-crisis periods. The estimated coefficient of POST is significantly negative.
Model 2 adds the two-way interaction firm’s number of staff and post-crisis to the Robust regression.
The joint effect of a firm’s number of staff and post-crisis is significantly positive (β = 0.014, p < 0.05).
Model 3 shows that the estimated interaction coefficient of a firm’s capital at registration and post-crisis
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is statistically significantly positive (β = 0.042, p < 0.01). Overall, the empirical results of Robust
regressions are consistent with our Hypotheses 1 and 2.

Table 6. Estimation results of Robust regressions.

Variables Model 1 Model 2 Model 3

POST −0.543 *** −0.552 *** −1.365 ***
(0.0269) (0.0274) (0.297)

NOS −0.00534 −0.00828 * −0.00147
(0.00497) (0.00493) (0.00521)

NVPS −0.0187 ** −0.0179 ** −0.0158 **
(0.00777) (0.00776) (0.00776)

Ln(CAR) 0.0218 0.0227 −0.0130
(0.0150) (0.0149) (0.0194)

IPOV 0.0123 0.000772 0.00852
(0.0127) (0.0148) (0.0129)

IPOP 0.00122 0.00125 0.00124
(0.000807) (0.000800) (0.000806)

Ln(UC) −0.109 *** −0.102 *** −0.0943 ***
(0.0272) (0.0273) (0.0280)

TOFD 0.830 *** 0.811 *** 0.817 ***
(0.0451) (0.0447) (0.0450)

LR −0.00923 *** −0.0169 *** −0.0175 ***
(0.00305) (0.00303) (0.00306)

NOS × POST 0.0140 **
(0.00710)

Ln(CAR) × POST 0.0419 ***
(0.0153)

Observations 1069 1069 1069
R-squared 0.565 0.577 0.583
Adj R-squared 0.562 0.573 0.579

Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.

As the empirical analysis is tested by OLS models, we use Ordered Probit (OProbit) regressions
to check whether the results of the main effect and interaction terms are robust. The results of the
robustness checks are shown in Table 7. Model 1 tests the main effect between financial crisis and
IPO underpricing; the results show that the coefficient of post-crisis is negative and significant
(β = −2.150, p < 0.01), which is consistent with the result of the OLS analysis. Models 2 and 3
test the moderating effect of firm size, where the number of staff is positively significant (β = 0.006,
p < 0.10). However, the moderating effect of capital at registration is positive but not significant
in the confidence interval from 0 to 0.1. The result is less than 0.152 and the difference is not quite
significant compared with the OLS result. Thus, the magnitude of this result can still be regarded
as robust, though the significance reduces due to the different calculation methods involved in the
analyses. The values of Pseudo R-square in the three models are not less than 0.350, which reflects
enough explanatory power of the whole regression. Therefore, the checks confirm that the results of
Hypotheses 1 and 2 are robust.
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Table 7. Estimation results of OProbit regressions.

Variables Model 1 Model 2 Model 3

POST −2.150 *** −2.191 *** −3.913 ***
(0.136) (0.139) (1.382)

NOS 0.018 0.013 0.026
(0.022) (0.021) (0.022)

NVPS −0.039 −0.045 −0.038
(0.036) (0.036) (0.036)

Ln(CAR) 0.177 *** 0.164 ** 0.101
(0.068) (0.069) (0.091)

IPOV 0.037 0.022 0.042
(0.073) (0.067) (0.072)

IPOP 0.008 ** 0.008 ** 0.008 **
(0.004) (0.004) (0.004)

Ln(UC) −0.409 *** −0.394 *** −0.374 ***
(0.124) (0.124) (0.127)

TOFD 6.310 *** 6.295 *** 6.297 ***
(0.309) (0.309) (0.308)

LR −0.492 *** −0.504 *** −0.499 ***
(0.045) (0.045) (0.045)

NOS × POST 0.006 *
(0.003)

Ln(CAR) × POST 0.091
(0.071)

Observations 1069 1069 1069
LR Chi-square 1203.27 1205.96 1204.91
Pseudo R-square 0.350 0.351 0.351

Standard errors in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1.

5. Discussion

5.1. Contributions and Implications

In the context of the Chinese IPO process, this paper makes unique contributions. Firstly, to the
best of our knowledge and the literature in hand, this study pioneers in studying the relationship
between the 2008 financial crisis and IPO underpricing from an empirical perspective. Thus, this study
provides a new insight into the analysis of IPO cost.

Secondly, although previous research has identified a significant relationship between information
asymmetry and a firm’s IPO cost, we revisit this topic from the novel perspective of the 2008 financial
crisis and highlight the impact of information transparency in reducing a firm’s cost of capital funding.
This paper contributes to understanding the dynamics and influences of the financial crisis on the
stock market from the perspective of information asymmetry.

Thirdly, we find that firms of different sizes are differently affected by the financial crisis,
which reveals that firm size plays an important role in the IPO process. In this sense, our study
has practical implications for firms going through the IPO process in a transitional economy with
developing information technology and improving capital market regulations.

5.2. Limitations and Future Study Directions

Although several interesting findings are presented in our study, the possible limitations should
be noted. Firstly, although we clearly address the impact of the 2008 financial crisis on Chinese stock
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markets, some scholars have argued that China withstood this great recession. They point out that the
huge stimulus package put in place by the Chinese government in 2008 meant that China suffered
relatively little from the financial crisis. The Chinese government also used state-owned enterprises
as a fiscal instrument to implement an aggressive stimulus program in 2009. Further investigation in
other developing countries is encouraged to examine the robustness of our findings.

Moreover, we have tested the moderating effects of firm size in the relationship between financial
crisis and IPO underpricing. The finding shows that firm-level characteristics are associated with
the degree of information asymmetry. However, environmental and institutional factors could also
result in the varying degrees of information asymmetry and thus moderate the effect of financial crisis
on the IPO process. An examination of these factors may provide deeper insights and is worthy of
consideration in future analyses.

6. Conclusions

Utilizing 1069 firms completing IPOs on Chinese stock exchanges between January 2004 and
January 2013, we have studied the difference in IPO underpricing before and after the financial crisis
of 2008. The results suggest that IPOs are significantly less underpriced in the post-crisis period.
Moreover, our empirical study goes beyond the original model of IPO underpricing by revealing the
moderating effects of firm size on the relationship between the financial crisis and IPO underpricing.
The findings demonstrate that small firms experienced less IPO underpricing than large firms after
the 2008 financial crisis. In order to check the robustness, we have calculated the IPO underpricing
tendencies each year and performed Robust and OProbit regressions. All results suggest that our
empirical analyses are consistent.

IPO is still a relatively new but important activity in emerging markets such as China, but it has
become an element vital to the economy. Many questions are left unanswered, thus offering good
opportunities for future research. Does the influence of financial crises on IPO activity differ among
regions and industries? How do IPO firms receiving funding during the financial crisis differ from
firms that had received funding before the financial crisis? How do firms respond to the changes posed
by the financial crisis and the difficulties encountered in the search for IPO funding? In addition to
IPO firms, will the financial crisis have a similar impact on the funding process of newly emerged
business such as start-ups?
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Abstract: Using the Markov regime switching approach, we investigate the dependency of short term
sovereign credit default swap (SCDS) spread changes on a nation’s country-specific fundamental
factors, local, regional and macroeconomic global factors. We find that the significance of the
determinants of SCDS spread changes differ across the two states of our regime-switching model.
Specifically, in the good state, the weekly SCDS spread changes are mainly determined by local,
regional and fundamental factors; whereas global variables have a stronger influence in the
bad regime. In particular, US market returns play a dominant role in influencing the SCDS spread
change in the bad state suggesting loss aversion and flight–to–quality behavior of investors. We then
examine the cross-sectional differences of the above regime switching effect based on country-specific
characters and find that the regime switching effect is associated with a nation’s country-specific
characters such as openness, economic size and so forth.

Keywords: sovereign credit default swap (SCDS); emerging market; markov regime switching;
credit risk; risk assessment; risk measures

1. Introduction

The sovereign default of Greece and the ongoing credit crisis in the Euro Zone have raised people’s
concern on sovereign credit risk. Sovereign credit risk is determined by the country’s ability and
willingness to re-pay its debt owing to creditors and is reflected in the spread paid for protection
offered by the corresponding Sovereign Credit Default Swap (SCDS). Credit risk indicated by a nation’s
SCDS spread essentially reflects the same fundamental economic condition and market information as
the yield of the underlying government bonds. SCDS spread is considered to be a timelier measure of
sovereign credit risk than government bond yield spread. Adler and Song [1] compare the behavior of
emerging market SCDS spreads and the corresponding bond yields and reject the widely accepted parity
relationship between SCDS spreads and bond yields in the literature. Ammer and Cai [2] examine the
relationship between SCDS spreads and bond yields for nine emerging market sovereigns and find that
these two measures of credit risk deviate significantly in the short run with the former leading the later in
price discovery [3]. They attribute such deviation to the higher liquidity in trading of SCDS.

In this paper, we examine the deterministic factors that affect the variation of a nation’s credit risk
as captured by its short-term SCDS spread changes using Markov regime switching model. We focus
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on the sovereign credit market of emerging nations which are by far the most liquid. Evidence shows
that the SCDS spread changes are affected by different factors in different economic and market
conditions and cannot be fully explained by country specific economic fundamental variables [4–6].
Other than country specific economic fundamental variables global factors do play a significant role
in influencing the sovereign risk of emerging countries. There are two possible channels through
which global factors may exert their influence. First of all, the global effect could be the result of
the fundamental economic relation between the emerging country and its global trading partners.
Second, it may as well be through the actions in the international financial markets. We expect to
witness an elevation of the sovereign risk of an emerging nation if foreign investors lose their appetite
on the local financial assets. This type of global effect is expected to be time varying with the effect
being more salient during the downturn and/or volatile market condition, in which the market is
more prone to a flight-to-quality phenomenon. None of the above-mentioned studies explores the
determinants of sovereign credit risk in a state-contingent framework.

Our study contributes to the literature by examining how the influence of different factors may
vary in different states of the markets using Markov regime switching model. In particular, rather than
classifying the state based on exogenous information that may not be directly relevant to the SCDS
market, we let the data to speak for themselves by using the Markov regime switching model to identify
the good versus the bad states of the market. This study is one of the most comprehensive empirical
studies on SCDS covering a total of 11 emerging market countries across different geographical regions
and at different stage of economic development. The time period under investigation is also one of the
longest in the literature.

Markov regime switching model is used in a variety of economic and finance research.
Goldfeld and Quandt [7] introduce the Markov model for switching regressions in the
econometric analysis. Cosslett and Lee [8] use Markov switching in their discrete time models.
Hamilton [9] applies Markov switching model to explain the dependence of real output growth
on business cycle. In a subsequent paper, Hamilton [10] formally develops the statistical representation
to use discrete-time and discrete-space Markov chain to model the transition of unobservable regime
switching states in time series data. Since then, the Markov switching framework is widely exploited
in a number of studies to model different financial time series that exhibit regime varying effect.
For example, previous research uses it to examine stock market returns [11–14]. Clarida et al. [15]
investigate the regime shifting effect in the term structure of interest rates. From our knowledge,
regime switching model has not been used to study the time series behavior of SCDS. The use of the
regime switching model allows us to capture the potential state-contingent behavior of SCDS spread
allowing for the influence of different explanatory variables to vary under different economic and
market conditions.

In analyzing the regime switching effect of the explanatory variables we also witness a significant
difference among the countries in terms of the extent of which these explanatory variables are associated
with a country’s SCDS spread change. To identify the determinants of these cross-sectional differences
we conduct a cross sectional analysis to investigate the variation of the significance of explanatory
variables across several categories of sub-groups of our sample of emerging market countries.
We expect that the more open an economy and the more it is integrated to the global economy, the
stronger will be the influence of regional and global factors on its SCDS spread change. We also expect
that there is likely to be a size effect, the smaller the economy, the more vulnerable it is to the regional
and global shocks. The findings of this cross-sectional research will be useful for emerging market
investors formulating sovereign credit risk management strategy that is specific to the characteristics
of each emerging market country.

Both a country’s SCDS spread and its government bond spread indicate its credit worthiness.
A number of theoretical models are developed to price sovereign debt [16–21]. Duffie and Singleton [22]
construct reduced-form models which apply term structure model of interest rates to value corporate
and sovereign bonds. Duffie et al. [23] develop a framework to price sovereign bond that takes into
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account several risk factors including default, restructuring and liquidity risk. Pan and Singleton [24]
explore the nature of default arrival intensity and recovery value implicit in the term structures of
SCDS spreads by applying the framework they develop earlier [23,25]. They examine several emerging
market countries and show that a single-factor model captures most of the variation in the term
structures of spreads of these countries and the risk premiums associated with the unpredictable
variation in default arrival intensity are found to be economically significant and highly correlated
with several economic measures of the global and local financial market. Delatte et al. [26] and
Blommestein et al. [27] assess the influence of the SCDS market on the borrowing cost of SCDS issuing
countries during the European sovereign crisis. They conclude that the more severe the distress
the more dominant the SCDS market is in the information transmission between SCDS and bond
markets. Theoretically the pricing of low-grade bonds issued by emerging economies ought to have
no difference to that of developed economies due to the economy of integration. By setting up a series
of panel error-correction models, González-Rozada and Eduardo [28] find that global factors, such as
the international business cycle, are the determining factors of these spreads. The spread of high yield
corporate bonds in developed markets are seen as a reflection of the market sentiment, also referred to
as the risk appetite, in this paper. Another explanatory variable, global liquidity, are measured by the
international interest rates. And the influence of contagion is taken into account as well, since there
was a super excellent systemic event, the 1998 Russian default. The empirical results show that risk
appetite and international liquidity explain around 30 percent of the long-run variability of emerging
market spreads. And contagion from crisis with systemic effects has a negative influence on spreads.
Godlewski [29] proposes a brand new perspective of investigating the connection between bank capital
and credit risk. It is rather significant of the regulatory, institutional and legal mechanisms in driving
bank capitalization and credit risk taking behavior.

Our study has practical implications that are important to global credit portfolio managers.
First, by being able to pinpoint the determinants of the change in SCDS spread in a state-contingent
framework, global credit portfolio managers can have a deeper understanding of the evolution of
sovereign default risk that is crucial in affecting the risk-return tradeoff of their credit portfolios.
Second, the understanding of state-dependent factors for SCDS spread changes can help global credit
portfolio managers to formulate dynamic trading strategies that vary across different states of market
conditions. Finally, portfolio managers who like to hedge their global credit portfolios using liquid
SCDS may find our findings important as the results suggest the need to consider regime dependent
hedge ratios to effectively manage credit risk exposure.

The remainder of the paper is organized as follows. Section 2 describes the methodology. Section 3
describes the data and research design. Section 4 provides estimates of OLS regression models for the
determination of sovereign CDS spreads and testing Markov regime switching model in Section 5.
Section 6 shows cross sectional analysis and Section 7 concludes the paper.

2. Methodology

We consider the following two-state. The number of states of Markov chain can be extended to be
larger than 2. Markov regime switching regression model introduced by Hamilton [30] for the weekly
change of the spread of SCDS (yst ) written on a particular emerging market sovereign.

yst = β0,st +
K

∑
i=1

βi,st ∗ xi,t + εst (1)

where xi’s are the factors affecting the SCDS spread change of the country. Indicator variable st = 1
or 2 denotes the two possible regime switching states which are unobservable and εst is the normally
distributed error term with zero mean and standard deviation σst for each st = 1, 2. All the coefficients
and the error term εt are allowed to switch between the two states. The transition probability from state
1(2) to state 2(1) over the time period t to t + 1 is governed by the Markov transition probability p12 (p21),
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which is assumed to be constant over time. The distribution of yst is fully described by σst , β0,st , βi,st , p11

and p22 and 0 < p11 < 1, 0 < p22 < 1. The transition matrix P is therefore represented by

P =

[
p11 p12

p21 p22

]
(2)

where p11 + p12 = 1 and p21 + p22 = 1.
Since we can never be certain about what st is at any given time t, we can only infer what st might

be based on what we observe at time t. The probability of having st at a given time t to be in regime j is
given by

ξ jt = Pr(st = j|Ωt; θ) (3)

where j = 1, 2 and Ωt is the information observed from time 0 up to time t including both the dependent
and independent variables and θ is the set of population parameters of the regime switching regression.
That is,

θ = (βi,1, βi,2, p11, p22, σ1, σ2)′ (4)

Since the regime of the state can either be 1 or 2, the two probabilities ξ1,t and ξ2,t always sum to 1.
The probabilities can be inferred iteratively from t = 1, 2, . . . , T. Under Gaussian assumption of the

error terms for the two regimes, the conditional densities needed to perform the iteration are given by:

ηj,t = f (yt| st = j, Ωt−1; θ) =
1√

2πσj
exp[−

(
yt − xt

′β j
′)2

2σj
2 ] (5)

Thus, the conditional density of the observation is the probability weighted sum of both states,
which is:

f (yt| Ωt−1; θ) =
2

∑
i=1

2

∑
j=1

pijξi,t−1ηj,t (6)

The log likelihood function associated with the iteration is then:

Log f (θ) =
T

∑
t=0

log f (yt| Ωt−1; θ) =
T

∑
t=0

log(
2

∑
i=1

2

∑
j=1

pijξi,t−1ηjt) (7)

The parameters θ can be estimated by maximizing the log likelihood function of Equation (7) [31].

3. Data

We use weekly data from the beginning of May 2001 to the end of December 2012 of
11 representative emerging countries in four different geographic regions, namely Asia (China, Korea
and Malaysia), Europe (Poland, Russia and Turkey), Latin America (Brazil, Colombia and Venezuela)
and Middle East/Africa (Israel and South Africa). The benefit of using weekly rather than daily data is
that the former is less noisy than the latter. Monthly data on the other hand will not give us sufficient
data points for the regime switching analysis.

The SCDS data are collected from Markit Financial Information Services. In the regressions, we use
the weekly changes of SCDS spreads as the dependent variable. Table 1 summarizes the descriptive
statistics of the levels of the weekly SCDS spreads of the 11 emerging market countries being studied
spanning periods from May 2001 to end of 2012. As can be seen, the SCDS spreads vary considerably
across countries with China the lowest (with mean value of 60.02 basis points) and Venezuela the
highest (with mean value of 860.52 basis points). The variation in spreads of each country during the
sample period is quite substantial as evidenced by the large difference between the maximum and
minimum spread values. We observe the spikes in spreads during the period of 2002–2003 and the
period of 2008–2009 as a result of the fall of Enron and Leman Brothers respectively. Table 2 summarizes
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the descriptive statistics of the weekly changes in SCDS spreads of the 11 countries. The means of the
weekly SCDS changes are small in general but the variations in the changes are substantial for all the
11 countries. The high measures of skewness and kurtosis suggest non-normal distributions of SCDS
spread changes and reaffirm the regime switching behavior of the SCDS spread changes.

Table 1. Descriptive statistics of the level of sovereign credit default swap (SCDS) spread.

Brazil China Colombia Israel Korea Malaysia Poland Russia
South
Africa

Turkey Venezuela

Mean 465.49 60.02 311.86 99.17 90.45 86.52 85.69 244.74 143.24 375.30 860.52
Median 169.83 51.50 179.77 98.75 78.22 81.75 51.67 179.53 140.10 252.16 819.18

Max 3717.13 277.31 1373.22 272.86 708.64 505.40 415.00 1063.64 654.96 1348.33 3218.44
Min 61.14 9.35 67.61 16.92 14.39 11.96 8.17 37.95 24.87 116.78 119.89

St. Dev. 632.45 44.60 251.18 59.35 77.04 58.80 79.96 204.59 85.60 282.63 550.40
Skewness 2.86 1.76 1.61 0.36 2.87 1.53 1.30 1.56 1.68 1.48 1.05
Kurtosis 8.79 3.81 2.81 −0.86 12.16 5.30 1.11 1.76 5.27 1.18 1.85

Notes: This table summarizes the descriptive statistics of the level of weekly SCDS spreads (in basis points) of the
11 countries being studied spanning the time period from May 2001 to end of 2012.

Table 2. Descriptive statistics of SCDS spread change.

Brazil China Colombia Israel Korea Malaysia Poland Russia
South
Africa

Turkey Venezuela

Mean −2.24 −0.09 −1.35 −0.19 −0.15 −0.22 0.06 −2.06 −0.38 −2.04 −1.76
Median −1.95 −0.13 −1.02 −0.07 −0.43 −0.39 −0.13 −0.99 −0.50 −2.71 −3.30

Max 153.97 17.06 76.62 23.57 43.44 25.13 43.33 64.78 32.23 80.47 192.44
Min −130.59 −18.15 −69.58 −22.63 −32.55 −23.31 −36.15 −72.15 −36.85 −81.60 −173.98

St. Dev. 41.99 5.67 23.73 7.39 11.45 8.44 11.25 21.96 11.27 28.99 64.24
Skewness 0.53 −0.08 0.34 0.13 0.69 0.29 0.63 −0.29 −0.19 0.16 0.28
Kurtosis 4.97 3.21 3.09 3.41 4.89 2.45 6.28 3.30 2.71 1.67 2.15

Notes: This table summarizes the descriptive statistics of the weekly SCDS spread change (in basis points) of the
11 countries being studied. The spread change data was winsorized at 2% and 98% window.

We consider a number of explanatory variables in the regressions including local financial
variables, fundamental economic variables and global financial variables [32–38]. Among the many
local financial variables we select, local stock market return and the change in exchange rate against
US Dollar (USD) are selected as the explanatory variables representing local market. As widely
acknowledged in the literature [4,5], the changes in SCDS spreads tend to be associated with the
changes in local financial variables such as local stock index and exchange rates. Local stock indices
are denominated in local currency and exchange rates are quoted as local currency per USD. A higher
return of the local stock market indicates good market condition that results in a tightening of
SCDS spread. We therefore expect the local stock market return and the change in SCDS spreads to
move in opposite directions. On the contrary, increasing local currency exchange rate (as denoted by
local currency value per USD), suggesting depreciating local currency value and deteriorating local
economy, is expected to be related to an increase in SCDS spread.

Besides the above two financial market variables, we also consider the sovereign credit rating
of the country as assigned by Standard & Poor’s (S&P’s) as another potential variable in explaining
the variation of the country’s SCDS. A country’s sovereign rating is considered to be a measure of the
fundamental economic and political outlook of the country. It therefore captures information regarding
the long-term fundamental condition of the country that may not be captured by the above financial
market variables. We expect an improvement in the credit rating (e.g., from A to AA) to be associated
with a decrease in the country’s SCDS spread.

A country’s sovereign risk is also affected by regional and global factors through interactions in
international trades, international financial market and geopolitical incidence [39–45]. The world has
become more and more integrated. All countries (emerging markets with no exception) have all kinds
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of economic and political relation with other countries. One of the contributions of this study is in the
examination of how the local, regional, versus global factors are related to a country’s sovereign risk
under different states of the SCDS market. To achieve this objective, besides the local financial and
fundamental variables mentioned above, we also consider the role played by several global financial
market variables. Following Longstaff et al. [4] and Fender et al. [5], we use the US stock market
return, change in US T-Bill yield and the change of VIX to proxy for the global financial market changes
VIX is the CBOE volatility index defined as the forward-looking volatility of US stock market return.
A higher return on the US stock market indicates good global market conditions so does an increase in
the US T-Bill yield. We therefore expect increases of US stock market return and T-Bill yield lead to
a tightening of the SCDS spreads. On the other hand, increasing VIX means a worsening outlook of
the global market hence leading to a widening of SCDS spreads for all countries.

We include regional average SCDS as an explanatory variable to capture the regional effect.
Economies in the same geographic vicinity (e.g., China, Korea and Malaysia within Asia) are expected
to be more integrated with each other than with countries outside the region. For each country,
we calculate the regional SCDS spread change as the average SCDS spread change of the other
countries in the same region. To better capture the effect of regional influence, we consider both the
raw average regional spread change and the residuals of the average regional spread changes after
controlling for the global effects. The residual is obtained by running an ordinary least square (OLS)
regression of the average regional spread changes against the above global variables (i.e., US stock
market return, US T-Bill yield and VIX change). We expect a country’s SCDS spread to move in the
same direction as its regional SCDS spread.

Table 3 summarizes the explanatory variables providing their descriptions, expected sign of
coefficients in the model and data sources.

Table 3. Explanatory variables.

Variable Expected Sign Description Data Source

Rlocal − The country’s local stock index return Bloomberg
ΔFX + Weekly exchange rate percentage change (per USD) Bloomberg

ΔCDSRegional + Average regional CDS spread excluding the subject
country Markit

ΔRating − Sovereign Rating change (positive change means credit
improvement) S&P

ResRlocal − Residual of Rlocal regressed on global variables Bloomberg
ResΔFX + Residual of ΔFX regressed on global variables Bloomberg

ResΔCDSRegional + Residual of ΔCDSRegional regressed on global variables Bloomberg
RS&P − US Stock SP500 weekly return Bloomberg
ΔVIX + Weekly VIX percentage change Bloomberg

ΔTYield − US T-Bill yield weekly difference Federal Reserve

Notes: This table provides description of the explanatory variables, expected sign of each variable in the model and
the data source of the variables.

4. Explaining CDS Return with a OLS Model

We provide the results of two OLS regressions here as benchmark for the regime switching models
to be reported later in Section 5. In the first OLS regression (Equation (8)), we regress the weekly SCDS
spread change on only the local (both financial and fundamental) and regional variables to see how
much the change in sovereign risk can be explained by local and regional factors.

ΔCDSi,t = b0 + b1 ∗ Rlocali,t + b2 ∗ ΔFXi,t + b3 ∗ ΔRatingi,t + b4 ∗ ΔCDSRegionali,t + εi,t (8)

Table 4 shows the result of regression Equation (8). The coefficients for the variable Rlocal are
negative for all countries and are all significant at the 1% level (except for Israel at 2%). This is consistent
with our expectation that an increase in the return of the local stock market indicates good market
condition resulting in a tightening of SCDS spreads. For the variable ΔFX, seven out of the 11 countries
have positive and statistically significant coefficients, which is consistent with our expectation that
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currency depreciation and sovereign risk are positively related. Three of the remaining four countries
have positive coefficients; albeit not statistically significant. The insignificant results for China, Russia
and Venezuela could be due to the fact that their pegged exchange rate policies incur no significant
variations of exchange rates during the sample period. For the variable ΔRating, nine countries have
the expected negative coefficients but with only one country (Turkey) being statistically significant.
This generally insignificant result could be due to the fact that credit rating for most countries tends to
stay unchanged for a long period of time. The coefficients for ΔCDSRegional are significantly positive
for all countries, which suggests strong regional economic integration and is consistent with the
expectation that a country’s SCDS spread moves in the same direction as its regional SCDS spread.
Finally, the high adjusted R-squared suggests a substantial amount of the variation of SCDS spreads is
explained by these local and regional factors.

Table 4. OLS result of local and regional variables.

Country
Intercept Rlocal ΔFX ΔRating ΔCDSRegional

R2

b0 p b1 p b2 p b3 p b4 p

Brazil −1.67 0.19 −1.91 0.00 5.50 0.00 −13.70 0.28 0.19 0.00 0.45
China −0.03 0.86 −0.35 0.00 −0.59 0.56 −0.36 0.87 0.13 0.00 0.41

Colombia −0.60 0.42 −0.94 0.00 2.37 0.00 −2.11 0.87 0.18 0.00 0.41
Israel −0.17 0.49 −0.22 0.02 0.24 0.29 3.26 0.45 0.18 0.00 0.32
Korea 0.04 0.90 −0.38 0.00 2.45 0.00 −2.19 0.64 0.32 0.00 0.51

Malaysia 0.05 0.84 −0.88 0.00 2.50 0.00 −4.98 0.24 0.25 0.00 0.50
Poland 0.27 0.44 −0.52 0.00 1.43 0.00 −0.30 0.97 0.11 0.00 0.40
Russia −1.54 0.01 −1.21 0.00 0.53 0.38 4.51 0.38 0.45 0.00 0.52
South
Africa −0.23 0.50 −0.94 0.00 1.29 0.00 −5.40 0.37 0.39 0.00 0.52

Turkey −1.62 0.05 −1.25 0.00 4.24 0.00 −37.18 0.00 0.41 0.00 0.50
Venezuela 0.26 0.92 −2.76 0.00 0.75 0.16 −2.54 0.51 0.39 0.00 0.11

Notes: This table presents the OLS regression result of the weekly SCDS change of the 11 emerging market countries
on local and regional variables in Equation (8). Left column of each variable reports the estimated coefficient and
right column reports the p-value of t-test.

In the second OLS regression, we regress the weekly SCDS spread change not only on the local
and regional variables but also on the global variables. To clearly separate the impact of the local
and regional factors from the impact of the global factors on a country’s SCDS spread, we use the
residuals of the local and regional variables obtained from first regressing each of these variables
against the three global factors as our explanatory variables representing the pure local and regional
effects. For example, in order to strip out the global effects, we first regress the regional CDS spread
change on the US Stock Return, changes in T-Bill yield and VIX (Equation (9)) and use the residuals (ε)
of this regression as a new explanatory variable-regional CDS residual, in the OLS regression of each
country’s SCDS change.

ΔCDSRegionali,t = a0 + a1 ∗ RS&Pi,t + a2 ∗ ΔVIXi,t + a3 ∗ ΔTYieldi,t + εi,t (9)

Note that the regional CDS residual (denoted as ResΔCDSRegional ) is orthogonal to RS&P, ΔVIX
and ΔTYield. Thus, using this regional CDS residual allows us to eliminate the effect of global factors
on regional CDS in explaining the change in a country’s SCDS spread. The same applies to local stock
return residual, ResRlocal and the residual for exchange rate percentage change, ResΔFX, which are
obtained in a similar fashion.

The second OLS regression can be expressed as:

ΔCDSi,t = b0 + b1 ∗ ResRlocal i,t
+ b2 ∗ ResΔFXi,t + b3 ∗ ΔRatingi,t + b4

∗ResΔCDSRegional i,t
+ b5 ∗ RS&Pi,t + b6 ∗ ΔVIXi,t + b7 ∗ ΔTYieldi,t

+εi,t

(10)
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Table 5 shows the result of regression Equation (10). The sign and significance of the coefficients
of the local and regional variables are essentially consistent with those of the first OLS regression
results as reported above when the global factors are ignored. Now we turn to the global variables in
Equation (10). The coefficients for RS&P are all negative and statistically significant. This is consistent
with our expectation that a higher US stock market return indicates good global market conditions
leading to lower sovereign risk. Except for Israel, all the countries have positive coefficients for ΔVIX
and this is consistent with our expectation of the positive relation between VIX, as a global fear factor
and sovereign risks. Nevertheless, only the coefficients for China, Russia and Turkey are statistically
significant. Note that China, Russia and Turkey are relatively larger economies within our sample of
countries and are well integrated into the global economy. We therefore expect these countries are likely
to be more sensitive to global risk outlook as indicated by VIX being the forward-looking volatility
of the US stock market return. The coefficients for ΔTYield are all positive and significant for most
countries (except for Israel, Poland and South Africa), which is again consistent with our expectation.

Table 5. OLS result of all variables.

Country
Intercept ResRlocal ΔResFX ΔRating ResΔCDSRegional RS&P ΔVIX ΔTYield

R2

b p b1 p b2 p b3 p b4 p b5 p b6 p b7 pl

Brazil −2.39 0.07 −3.11 0.00 6.03 0.00 −10.73 0.42 0.04 0.43 −4.50 0.00 0.21 0.15 −29.43 0.01 0.42
China −0.12 0.50 −0.37 0.00 −0.30 0.78 0.48 0.84 0.05 0.00 −0.85 0.00 0.04 0.05 −4.15 0.01 0.36

Colombia −1.40 0.08 −0.79 0.00 2.70 0.00 −4.65 0.74 0.12 0.00 −3.81 0.00 0.06 0.46 −18.10 0.02 0.31
Israel −0.17 0.51 −0.04 0.68 0.62 0.01 4.00 0.39 0.09 0.00 −1.14 0.00 −0.02 0.48 −2.50 0.31 0.23
Korea −0.19 0.59 −0.50 0.00 3.52 0.00 −1.65 0.74 0.06 0.00 −1.71 0.00 0.06 0.11 −8.24 0.01 0.45

Malaysia −0.28 0.29 −0.98 0.00 3.72 0.00 −2.77 0.55 0.06 0.00 −1.14 0.00 0.04 0.13 −10.77 0.00 0.41
Poland 0.07 0.85 −0.63 0.00 1.75 0.00 −0.64 0.94 0.10 0.00 −1.77 0.00 0.04 0.34 −2.25 0.50 0.37
Russia −2.25 0.00 −1.84 0.00 −0.08 0.90 5.91 0.28 0.25 0.00 −3.27 0.00 0.14 0.06 −18.64 0.00 0.45
South
Africa −0.39 0.28 −0.84 0.00 1.41 0.00 −3.26 0.60 0.12 0.00 −1.85 0.00 0.06 0.11 −3.25 0.32 0.41

Turkey −1.94 0.02 −1.48 0.00 5.45 0.00 −36.30 0.00 0.30 0.00 −3.70 0.00 0.21 0.02 −13.18 0.09 0.48
Venezuela −2.18 0.36 −2.76 0.00 0.76 0.15 −1.54 0.68 0.33 0.00 −6.22 0.00 0.44 0.10 −45.40 0.04 0.17

Notes: This table presents the OLS regression result of the weekly SCDS change of the 11 emerging market countries
on all variables including local, regional and global variables in Equation (10). Left column of each variable reports
the estimated coefficient and right column reports the p-value of t-test.

The OLS regression results show that local, regional and global factors are all important in
determining the spread change of SCDS consistent with the findings in Longstaff et al. (2011) and
Fender et al. (2012). We now turn to the Markov regime switching model to study how these factors
evolve with the switching of market regimes.

5. Markov Regime Switching Analysis

We use a two-state Markov regime switching model to explain how the weekly change of
a country’s SCDS spread is related to the set of explanatory variables. To better capture and identify
the effect of individual variables on the change of SCDS spreads, we categorize the variables
into three groups (i.e., local, regional and global) and examine the effects of different subsets of
these variables. Our goal is to find out if and how the explanatory power of these groups of variables
differs across the two regimes. Specifically, we consider the regime-switching model using:

(a) Only local and regional variables
(b) All local, regional and global variables.

As confirmed by our preliminary OLS regression results reported in Section 4, SCDS spread
change is affected by local, regional and global factors. The research question we are asking here is:
Do these different groups of factors behave differently across different states of the market?

Equation (11) depicts model specification (a) where the local financial and fundamental variables,
namely local stock return (financial), exchange rate change (financial), rating change (fundamental)
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and the regional SCDS changes are used as explanatory variables, while leaving out the global financial
market variables.

ΔSCDSst = β0,st +β1,st ∗ Rlocal i,t
+β2,st ∗ ΔFXi,t + β3,st ∗ ΔRatingi,t + β4,st ∗ ΔCDSRegional i,t + εst

(11)

We consider a two-state regime switching regression model where all coefficients and error terms
are allowed to take on different values in the two states as denoted by st. The good state is defined as
the market condition that is characterized by tightening SCDS spreads (negative changes) and low
volatility, while the bad state is the market condition with widening SCDS spreads (positive changes)
and high volatility. We calibrate this regime-switching model for the SCDS spread changes of each
country and the results are reported in Table 6. Our findings regarding the regime switching effect of
each explanatory variable.

Table 6. Regime switching regression summary—model specifications (a).

Country
Intercept Rlocal ΔFX ΔRating ΔCDSRegional

fi0 fi1 fi2 fi3 fi4

Brazil −0.222 −1.023 *** 0.827 ** −11.170 * 0.114 ***
3.741 −1.403 ** 10.724 *** −24.400 0.140 ***

China 0.124 * −0.015 0.366 −8.602 0.713 ***
6.911 −1.425 0.654 5.446 0.104 ***

Colombia −0.433 −0.804 *** 1.097 *** −2.832 0.191 ***
2.067 −1.878 ** 6.743 *** 2.492 0.206 ***

Israel −0.184 *** 4.390 * 0.176 *** 15.496 0.151 ***
0.823 * −0.352 ** −0.288 1.451 0.353 ***

Korea −8.611 4.276 0.333 *** 4.973 *** 1.104 ***
0.144 0.231 −2.378 25.795 1.676 ***

Malaysia 0.241 *** −0.117 *** 9.244 −25.140 0.943 ***
−0.285 −6.037 2.074 ** −7.935 *** 0.589 ***

Poland −5.518 *** −4.139 *** 6.499 *** −0.785 *** 1.557 ***
0.108 *** 3.197 *** 1.159 *** 3.197 *** 0.583 ***

Russia 0.484 −0.597 *** −0.863 * −1.991 0.713 ***
1.949 −2.241 *** 0.751 −17.560 0.632 ***

South
Africa 0.221 −0.337 *** 0.285 ** −26.220 *** 0.350 ***

−1.974 −1.173 *** −0.263 25.655 1.832 ***
Turkey −0.303 −0.881 *** 2.816 *** −27.830 *** 0.699 ***

2.871 2.757 * 12.517 *** 21.942 0.798 ***
Venezuela 2.702 *** −0.895 *** 0.848 −4.209 *** 0.939 ***

−5.347 0.233 0.283 4.407 0.285 ***

Notes: This table summarizes the Markov regime switching regression results of specification in Equation (11).
First row of each country reports the estimated coefficients for the good Markov state and second row reports those
of the bad state. ***, **, * denote statistical significance at 1%, 5% and 10%. Significance is based on t-statistics.

Rlocal—Local stock index return: We expect local stock return affect SCDS change in a negative
way, that is, a positive local stock return indicating a good market condition, hence the SCDS spread
should tighten (negative change). The coefficient is indeed negative in the good state for all countries
except Israel and Korea. For most of the countries, the coefficient is also statistically significant in
the good state. Taking as an example, for Brazil the estimated coefficient is −1.023 which means that
each percentage point increase in the Brazil local stock market return is associated with a 1.023 basis
point decrease in Brazil SCDS spread. The effect is found to be weaker in the bad state, the coefficient
for quite a few countries (e.g., China, Korea, Malaysia and Venezuela) are insignificant. It seems that
the local stock index return is more influential to a SCDS spread change when the economy is good,
while in the bad time, other factors weigh in (refer to below discussion on global factors).

ΔFX—Exchange rate percentage change (domestic/USD): Venezuela and China adopt a pegging
currency policy which renders no meaningful effect of ΔFX on their SCDS spread changes.
Ignoring these two countries, we observe positive exchange rate change associated with positive
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SCDS spread change; and similar to local stock market return as outlined above, we witness the same
regime-contingent behavior for the effect of exchange rate change that it is in general significant in both
good and bad states but is more influential in the good state than in the bad state of the SCDS market.
For example, Israel, Korea, Poland, South Africa all report positive and strongly significant coefficients.

ΔRating—Rating Change: In the good state, the coefficient for rating change is negative and
significant for five countries. In the bad state, the negative effect is only significant for Malaysia.
It seems that the SCDS spread change of most of the countries is not significantly related to rating
change but if it does, it mostly happens in the good state. Note that rating is a fundamental factor
capturing a country’s political, economic and other country-specific characters. These characters
change infrequently, thus any foreseeable significant change may have already been captured in the
SCDS spread before the actual rating changes.

ΔSCDSRegional—Regional CDS: This variable has significant effect for all countries in both the
good state and the bad state. It affirms that countries in close geographic vicinity have strong relations
with each other. No matter the economies is in a good time or bad time, these countries are strongly
inter-coupled together.

In general, the above findings suggest that the local and fundamental variables have stronger
influence on the SCDS change in the good state than in the bad state. This is consistent with our
expectation that the governing role of local and fundamental variables may be weakened as global factors
exert more influence during market downturn (i.e., in the bad state of our regime-switching process).

We hypothesize that global variables have stronger influence in a bad regime of SCDS spread
change. In model specification (b), we test this hypothesis by using not only local, fundamental and
regional variables but also including global factors in our regime-switching model (see Equation (12)).
The estimation results are reported in Table 7.

ΔSCDSst = β0,st +β1,st ∗ ResRlocal i,t

+β2,st ∗ ResΔFXi,t + β3,st ∗ ΔRatingi,t + β4,st ∗ ResΔCDSRegional i,t

+β5,st RS&Pi,t + β6,st ∗ ΔVIXi,t + β7,st ∗ ΔTYieldi,t + εst

(12)

ResRlocal —Local stock index return residual: Now the coefficient of this variable is negative and
significant for 10 countries (with Israel being the exception) in the good state with Poland having the
most negative coefficient of −5.265 with Israel being the exception. Only 5 countries have both negative
and significant coefficient for Res_Rlocal in the bad state. This demonstrates that, after stripping out the
global effect in the local stock index return, it has a stronger effect on a country’s SCDS spread change
in the good state while tends to be weaker in the bad state. This reinforces our expectation that the
local stock market is more influential on SCDS spread change in the good state.

ResΔFX—Exchange rate percentage change residual: After removing the global factor influence,
the coefficient of exchange rate percentage change residual is positive and significant for 10 countries
out of 11 (except for China) in the good state. But in the bad state, it has positive and significant effect
for only five countries, namely Brazil, Israel, Korea, Malaysia and Poland. Consistent with the previous
results, we conclude that exchange rate percentage change residual contributes to SCDS spread change
strongly in the good state and but relatively weakly in the bad state. This is consistent with our
expectation that the governing role of local factors is limited in the bad state with the contemporaneous
influence of global factors.

ΔRating—Rating change: The expected negative effect of rating change is significant in
six countries (Colombia, Israel, Korea, Poland, Russia and Turkey) in the good state. It is significant in
only one country, Russia, in the bad state. This tells us that rating change is also a good state player
which is consistent with our expectation.

ResΔCDSRegional —regional CDS residual: It can be seen that regional SCDS residual has significant
and positive effect in ten countries in the good state but the positive effect is significant only for
four countries in the bad state, namely Malaysia, Poland, South Africa and Israel. After removing
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the effect of the global factors, regional SCDS residual is better able to capture the regional effect and
influences the SCDS spread more heavily in the good state. This is consistent with our hypothesis
that regional factor is expected to influence SCDS spread change more in the good state than in the
bad state.

RS&P500—US Stock S&P 500 Return: The negative effect of S&P 500 stock index returns on emerging
market countries’ SCDS spread change is overwhelmingly significant in almost all countries in both
good and bad states. But a closer examination at the coefficients reveals that S&P 500 stock index return
contributes much stronger in the bad state than in the good state. The magnitude of the coefficient
for the bad state is typically 2 to 5 times that for the good state. For a few countries, the difference
between good and bad states is even larger. For example, for China, the coefficient is −0.281 in the
good state however it is −2.016 in the bad state. The results show that the impact of US stock market
return on China’s SCDS spread change magnifies to ~seven folds in the bad state than in the good state.
The findings are consistent with our expectation that global factors are more important in determining
emerging market’s SCDS spread change in the bad state.

ΔVIX—VIX percentage change: VIX is a measure of the implied volatility of S&P 500 index options.
It represents the market’s expectation of US stock return volatility over the next 30 days period and
is often referred to as the fear index. We expect VIX to also play a strong role in affecting emerging
market’s SCDS spread change. But surprisingly, the effect is much weaker than that of S&P 500 return.
From Table 7, we see that ΔVIX is only significant with the expected positive effect for three countries
in the good state (Colombia, Korea and Malaysia). It is significant in the bad state for only two countries
(Israel and Korea) in the expected direction. This suggests that SCDS spread change is only weakly
sensitive to VIX movement contrary to its sensitivity to stock index return.

ΔTYield—US T Bill yield: In general, the effect of US T-Bill yield is also weak. This variable is
significant for five countries (Brazil, China, Korea, Russia and Venezuela) in the good state, while in
the bad state it is significant for Israel and Russia but not in the expected direction.

Table 7. Regime switching regression summary—model specifications (b).

Country
Intercept ResRlocal ResΔFX ΔRating ResΔCDSRegional RS&P500 ΔVIX ΔTYield

fi0 fi1 fi2 fi3 fi4 fi5 fi6 fi7

Brazil −1.249 *** −0.727 *** 1.831 *** 4.928 1.830 −3.659 *** 9.038 −10.121 ***
−30.230 *** −0.339 11.684 *** 80.565 −0.599 −7.194 *** −1.394 ** −27.261

China −0.425 *** −4.452 * −0.849 −3.004 1.851 *** −0.281 *** −3.719 *** −3.607 ***
0.146 −0.825 *** −1.612 −5.086 −2.971* −2.016 *** −5.887 2.612

Colombia −1.479 −0.809 *** 1.636 *** −9.779 * 8.008 *** −2.505 *** 0.138 *** −4.788
1.966 0.194 2.634 −24.57 0.128 −3.774 *** −4.181 10.758

Israel −0.201 ** 0.119 *** 0.350 *** −2.416 *** 4.047 *** −0.315 *** −0.008 −1.491
0.550 *** 5.197 0.710 ** 5.217 0.101 *** −1.180 *** 8.821 ** 5.632 ***

Korea −0.103 −0.499 *** 1.264 *** −13.801 *** 2.5884 ** −0.583 *** 4.928 ** −8.623 ***
−0.122 1.096 * 6.489 *** 11.219 1.303 −2.071 *** 0.589 *** 44.304

Malaysia −0.328 ** −0.186 * 1.358 ** −12.320 4.525 * −0.242 3.545 * −0.471
0.765 * −0.485 ** 4.432 *** 5.237 4.559 *** −1.961 *** −0.114 ** −3.576

Poland −0.124 ** −5.265 ** 0.142 *** −6.770 * 1.244 *** −0.129 *** 9.006 2.443
3.139 −0.612 * 1.974 *** 0.167 7.933 ** −3.787 *** −0.265 *** 1.535

Russia 0.198 *** −1.205 *** 1.958 *** −3.312 *** 0.419 *** −3.890 *** −5.852 *** −11.701 ***
6.435 *** 1.279 *** −4.397 *** −8.370 *** −0.757 *** 4.162 *** −0.113 *** 34.018 ***

South
Africa −0.118 −0.629 *** 1.186 *** −2.156 0.169 *** −1.826 *** −8.533 −0.806

−3.322 −4.190 −0.618 −0.305 0.454* −7.107* −0.695 −2.407
Turkey −0.609 −1.054 *** 5.317 *** −54.330 *** 0.569 *** −5.202 *** 6.530 −2.242

−5.299 −7.917 *** −3.203 −116.201 0.487 21.228 *** 9.172 19.485
Venezuela 0.188 −1.057 *** 1.595 ** −1.214 0.981 *** −5.199 *** 3.802 −24.240*

0.943 −7.450 ** −1.023 2.805 0.110 −16.270 *** −1.288 17.403

Notes: This table summarizes the Markov regime switching regression results of specification in Equation (12).
First row of each country reports the estimated coefficients for the good state and second row reports those of the
bad state. ***, **, * denote statistical significance at 1%, 5% and 10%. Significance is based on t-statistics.

The above findings show that global influence magnifies itself mainly through the US stock
index return. Especially, the effect is exacerbated in the bad state. This is consistent with loss aversion
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and flight-to-quality-assets behavior of investors when the SCDS market becomes volatile. The findings
in this section are consistent with our hypothesis. The SCDS spread change of emerging market
countries is more subject to the changes of local, fundamental and regional variables when the market
is in the good regime; while in the bad regime, the global effect as represented by the US stock index
return, is dominant in determining the SCDS spread change. The other global variables such as the
change in the VIX index and the change in the US T-Bill yield have limited influence on SCDS spread
change regardless of the state of the market.

Figure 1 plots the smoothed probability of Regime 1, the good state, P[St = 1], fitted to the
11 countries’ CDS spread changes for the Regime Switching Model specification (b) which is specified
in Equation (12). The values of the smoothed probability series are typically very close to either
zero (Regime 2, bad state) or one (Regime 1, good state) and the smoothed probability series do not
frequently switch between the good state and the bad state. The smoothed probability is of interest in
economically interpreting the regime switching behavior of the CDS spread changes and determines if
and when regime switches occur. During the 2008–2009 financial crisis, all the 11 countries entered
regime 2 (bad state) for a certain period of time and then exit the bad state during the 2010–2011
recovery period. During the 2003–2007 economic expansion all countries were in the good state.

 

Figure 1. Smoothed Probability of Regime 1 (good state) for Markov-Switching Model.
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6. Cross Sectional Analysis

From the empirical analysis in the previous section we see that all the explanatory variables have
an impact on the SCDS spread changes where local and regional variables show more influence in
the good state and global variables have more influence in the bad state. We also witness a significant
difference among the countries in terms of the extent of which these explanatory variables are associated
with a country’s SCDS spread change. What are the determinants of these cross-sectional differences?
The answer to this research question will be useful for emerging market investors in formulating
sovereign credit risk management strategy that is specific to the characteristics of each emerging
market country. First of all, we expect the more open an economy and the more it is integrated
to the global economy, the stronger will be the influence of regional and global factors on its SCDS
spread change. Second, there is likely to be a size effect, the smaller the economy, the more vulnerable it
is to the regional and global shocks. Thus, both regional and global factors may play a more important
role in affecting smaller country’s SCDS spread changes. Finally, there may be a regional effect.
For example, due to their geographical and/or cultural characteristics, Asian countries may behave
differently from European countries in terms of the determinants of their sovereign credit risks.

In conducting our cross-sectional analysis, we classify our countries into different subgroups
independently based on four country-specific indicators representing openness/global integration
(Kaopen Index; trade-to-GDP ratio; foreign direct investment (FDI) to GDP ratio) and the size of the
economy (as proxied by GDP). We then examine and compare the sensitivities of SCDS spread change
to the representative explanatory variables across the subgroups. Table 8 summarizes the average
values of four market and economic indicators of the 11 countries during period of 2001 to 2012.
From Table 8, we observe significant cross-sectional variations of country characteristics as captured by
these indicators. For example, the trade-to-GDP ratio of Malaysia is almost eight times that of Brazil;
whereas the FDI ratio of Israel is again almost eight times that of Korea.

Table 8. Average values of indicators for each country.

Country Kaopen Index Import + Export (% of GDP) FDI, Net Inflows (% of GDP) GDP (MM)

Brazil 0.03 20.56 2.71 1,320,903.88
China −1.17 67.82 3.67 2,753,506.67

Colombia −0.29 29.20 3.56 200,148.08
Israel 2.13 55.35 3.83 175,681.59
Korea 0.13 74.00 0.49 862,100.87

Malaysia −0.19 162.42 3.01 183,676.38
Poland −0.05 64.96 3.46 364,760.02
Russia −0.13 45.62 2.69 1,085,489.40

South Africa −1.17 41.90 1.82 261,131.15
Turkey −0.72 47.65 1.81 535,179.14

Venezuela −0.62 25.75 1.05 202,169.33

Notes: This table summarizes average values of four market and economic indicators of the 11 countries being
studied during the period of 2001 to 2012.

To examine how these country-specific factors is related to the influence of different variables on SCDS,
we divide the countries into two subgroups. The first subgroup of each indicator consists of six countries
with lower values of the indicator and the second subgroup consists of the remaining five countries with
higher values of the indicator. Table 9 shows the sub-grouping of countries for each indicator.

As outlined in the previous sections, Equation (12) is our most comprehensive regime switching model
that incorporates all local, regional and global factors. Based on regression results of Equation (12) as shown
in Table 7, we select the four most significant explanatory variables to conduct the cross-sectional analysis.
The four variables are ResRlocal , ΔRating, ResΔCDSRegional and RS&P. Table 10 shows the average of the
coefficients of these four variables (obtained from running our regime-switching model of Equation (12))
of the countries within each subgroup. The columns labelled by S1 (S2) consist of results for the good
(bad) state. For example, the average coefficient of Res_Rlocal for the closed group for Kaopen in the good
state (S1) is denoted as −1.364 **. The closed group for Kaopen has six countries namely China, South
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Africa, Turkey, Venezuela, Colombia and Malaysia and their coefficients of Res_Rlocal in the good state (S1)
are respectively, −4.452 *, −0.629 ***, −1.054 ***, −1.057 ***, −0.809 *** and −0.186 * as shown in Table 7.
The average in value therefore equals to −1.364 and the average in statistical significance is at 5% level
(i.e., **). Below is a summary of the main findings from examining the average variations of the average
coefficients of these four variables across subgroups of each indicator.

Table 9. Sub-grouping of Countries.

Kaopen
Import + Export

(% of GDP)
FDI, Net Inflows

(% of GDP)
GDP Size

subgroup of lower indicator value

China Brazil Korea Israel
South Africa Venezuela Venezuela Malaysia

Turkey Colombia Turkey Colombia
Venezuela South Africa South Africa Venezuela

Colombia Russia Russia South Africa
Malaysia Turkey Brazil Poland

subgroup of higher indicator value

Russia Israel Malaysia Turkey
Poland Poland Poland Korea
Brazil China Colombia Russia
Korea Korea China Brazil

Israel Malaysia Israel China

Notes: This table shows the sub-grouping of countries for each indicator. We divide the countries into two subgroups
for the four indicators. The first subgroup consists of six countries with lower value of the indicator and the second
subgroup consists of the remaining five countries with higher value of the respective indicator.

ResΔCDSRegional : This factor, in general, has larger impact on open countries than closed countries
for the openness indicator subgroups. This is especially true in the bad state (S2), consistent with
the expectation that the open countries are more integrated with the regional economies while the
contagion effect being more salient in the bad state. Comparing the two size indicator subgroups,
ResΔCDSRegional has larger impact on small countries both in good and bad states. This is expected
because, the smaller the economy, the easier it could be influenced by the surrounding economies.
Especially in a global crisis, smaller countries with less diversified economies would be more affected
because economic links are more important for such countries than larger countries. Larger countries
are expected to be less affected by the surrounding economies than by its own local factors.
Besides, larger countries tend to have more diverse economic composition and thus less susceptible to
industry-specific shocks that propagate across borders.

ΔRating: Rating change has stronger impact in the good state than in the bad state for all
indicator subgroups. This is consistent with our expectation that fundamental factors as captured by
rating plays a stronger role in the good state, whereas its effect is weakened in the bad state as other
financial factors dominate. The influence of rating is also more significant for closed than for open countries,
suggesting fundamental factors are more influential in dictating the sovereign risk of closed countries.

Table 10. Cross sectional analysis of selected explanatory variables.

Indicator Subgroup
ResRlocal ΔRating ResΔCDSRegional RS&P

S1 S2 S1 S2 S1 S2 S1 S2

Openness/ kaopen Closed −1.364 ** −3.445 * −13.802 −23.029 2.683 ** 0.461 −2.542 ** −1.65 **

Global
Integration Open −1.515 ** 1.324 −4.274 * 17.760 2.026 * 1.596 * −1.715 ** −2.014 **

Import + Export
(% of GDP)

Closed −0.913 ** −3.070 * −10.977 * −11.021 1.996 ** −0.030 −3.713 ** −1.492 **
Open −2.056 * 0.874 * −7.663 * 3.351 2.851 ** 2.184 * −0.31 * −2.203 **

FDI, net inflows
(% of GDP)

Closed −0.861 ** −2.920 * −11.648 * −5.055 1.092 ** 0.166 −3.393 ** −1.208 **
Open −2.118 * 0.693 * −6.858 * −3.809 3.935 ** 1.949 * −0.694 * −2.543 **

Size GDP size Small −1.304 ** −1.224 * −5.776 * −1.910 3.162 ** 2.214 * −1.702 ** −5.679 **
Big −1.587 ** −1.341 * −13.904 * −7.583 1.451 * −0.507 −2.723 ** 2.821 **

Notes: This table shows the average of the coefficients of the selected four explanatory variables (obtained from
running our regime-switching model of Equation (12)) of the countries within each subgroup. The columns labelled
by S1 (S2) consist of results for the good (bad) state.
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ResRlocal and RS&P: For open countries, in the bad state, their SCDS spreads are more affected by
RS&P; whereas in the good state, they are more affected by ResRlocal . This asymmetry reflects the market
sentimental effect of flight-to-quality that only manifests itself in the bad state. For closed countries,
their SCDS spreads are more affected by ResRlocal in the bad state, while RS&P plays a stronger role in
the good state. Finally, we find that RS&P has the strongest influence for small countries in the bad state.
This could be attributed to the fact that economic links are more important for smaller countries than
larger countries with diverse economies. The strong effect of RS&P in the good state suggests that the
S&P 500 return captures fundamental global improvement that even benefits closed economies.

7. Conclusions

The weekly change of emerging market sovereign CDS spreads is affected by many market and
economic variables. This paper examines the effect of a broad range of such variables including
local financial, fundamental and global financial variables. The objective of the paper is to find the
varying behavior of these variables on emerging market sovereign CDS in a two-state Markov regime
switching environment.

We find that local, regional and fundamental variables such as local stock index return, exchange
rate change, regional SCDS spread and credit rating change of the country influence the SCDS change
more when the market is in a good state. Whereas global variables, such as US stock index return, have
in general stronger influence in a bad state. Especially, when the regime is in a bad state, the single
factor of US stock market return dominates other factors and its significance is much larger in the bad
state than it is in the good state. This is consistent with the risk aversion and flight-to-quality assets
behavior of investors when global market becomes volatile.

We also conduct cross sectional analysis to examine the behavior of the same explanatory variable
on countries of different macroeconomic characters and reveal valuable findings. First, we find that
more open countries are more integrated with the regional economies with the contagion effect being
more salient in the bad state. Second, smaller countries with less diversified economies would be
more affected a global crisis because economic links are more important for such countries than larger
countries. Third, the influence of rating is more significant for closed than for open countries indicating
that fundamental factors are more influential in dictating the sovereign risk of closed countries.
Finally, we find that the market sentimental effect of flight-to-quality magnifies in the bad state and
that RS&P has the strongest influence for small countries in the bad state which could be attributed
to the fact that economic links are more important for smaller countries than larger countries with
diverse economies.

Our work opens a new page for studies on how CDS spreads vary with regimes and how various
factors play their roles. Further research can certainly be done to improve the results in this paper as
well as to expand the discussions in this paper.
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Abstract: This paper features an analysis of causal relations between the daily VIX, S&P500 and
the daily realised volatility (RV) of the S&P500 sampled at 5 min intervals, plus the application of
an Artificial Neural Network (ANN) model to forecast the future daily value of the VIX. Causal
relations are analysed using the recently developed concept of general correlation Zheng et al. and
Vinod. The neural network analysis is performed using the Group Method of Data Handling (GMDH)
approach. The results suggest that causality runs from lagged daily RV and lagged continuously
compounded daily return on the S&P500 index to the VIX. Sample tests suggest that an ANN
model can successfully predict the daily VIX using lagged daily RV and lagged daily S&P500 Index
continuously compounded returns as inputs.
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1. Introduction

This paper features an analysis of the causal relationships between the daily value of the VIX
and the volatility of the S&P500, as revealed by estimates of the realised volatility (RV) of the
S&P500 index, sampled at 5 min intervals, to produce daily values, as calculated by the Oxford
Man Institute of Quantitative Finance, utilising Reuter’s high frequency market data and provided
in their ‘Realised Library.’ The causal analysis features an application of generalised measures of
correlation, as developed by Zheng et al. [1] and Vinod [2]. This metric permits a more refined measure
of causal direction.

The concept of causality has been a central philosophical issue for millennia. Aristotle in
‘Physics II 3 and Metaphysics V 2’ offered a general account of his concept of the four causes.
(See http://classics.mit.edu/Aristotle/physics.2.ii.html). His account was general in the sense that it
applied to everything that required an explanation, including artistic production and human action.
He mentioned the: material cause: that out of which it is made, the efficient cause: the source of the
objects principle of change or stability, the formal cause: the essence of the object. And the final cause:
the end/goal of the object, or what the object is good for.

This treatment is far more encompassing than the customary treatment of causality in economics
and finance. The modern treatment has been reduced to an analysis of correlation and statistical
modelling. The origins of which can be traced back to the Scottish Enlightenment philosopher and
historian, David Hume, who explored the relationship of cause and effect. Hume is recognised as
a thorough going exponent of philosophical naturalism and as a precursor of contemporary cognitive
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science. Hume showed us that experience does not tell us much. Of two events, A and B, we say that
A causes B when the two always occur together, that is, are constantly conjoined. Whenever we find
A, we also find B and we have a certainty that this conjunction will continue to happen. This leads
on to the concept of induction and a weak notion of necessity. (See: https://people.rit.edu/wlrgsh/
HumeTreatise.pdf). It provides a backdrop to contemporary treatments of causality and statistical
measures of association. The intricacies and difficulties involved in the concept of causality are further
explored by Pearl [3].

In terms of statistical measures of association, or ‘constant contiguity,’ to adopt Hume’s term,
Carl Pearson developed the correlation coefficient in the 1890s [4]. Granger [5], introduced the time
series linear concept of ‘Granger’ causality. Zheng et al. [1] point out that one of the limitations of the
correlation coefficient is that it does not account for asymmetry in explained variance. They developed
broader applicable correlation measures and proposed a pair of generalized measures of correlation
(GMC) which deal with asymmetries in explained variances and linear or nonlinear relations between
random variables. Vinod [2] has further applied these measures to applied economics issues and
developed an R library package, ‘generalCorr,’ for the application of these metrics, used in the analysis
in this paper.

In this paper, we explore the directional causality between the VIX and RV estimates of the S&P500
volatility applying non-linear (GMC) methods and then engage in a further non-linear volatility
forecasting exercise using Artificial Neural Network (ANN) methods. We do this using the GMDH
shell program (http:www.gmdhshell.com). This program is built around an approximation called the
Group Method of Data Handling. This approach is used in such fields as data mining, prediction,
complex systems modelling, optimization and pattern recognition. The algorithms feature an inductive
procedure that performs a sifting and ordering of gradually complicated polynomial models and the
selection of the best solution by external criterion.

The paper is divided into five sections; Section 2, which follows this introduction, discusses
the previous literature, whilst Section 3 introduces the data and research methods applied, Section 4
presents the results and section five concludes.

2. Prior Literature

In response to concerns that the original VIX calculation methodology had several weaknesses
which made the issuance of VIX-related derivatives difficult, changes were made in 2003 by the CBOE.
The calculation methodology was redefined to use the prices of synthetic 30-day options on the S&P500
index. See the discussions in Carr and Wu [6] and Whaley [7].

The VIX index is the “risk-neutral” expected stock market variance for the US S&P500 contract
and is computed from a panel of options prices. It is termed the ‘fear index’ (see Whaley [8]) and
provides an indication of both stock market uncertainty and a variance risk premium, which is also
the expected premium from selling stock market variance in a swap contract. The VIX is based on
“model-free” implied variances which are computed from a collection of option prices without the use
of a specific pricing model (see, for example, Carr and Madan [9]).

There are various approaches to empirical work on the VIX. Baba and Sekura [10] investigate
the role of US macroeconomic variables as leading indicators of regime shifts in the VIX index using
a regime-switching approach. They suggest there are three distinct regimes in the VIX index during
the 1990 to 2010 period corresponding to: a tranquil regime with low volatility, a turmoil regime with
high volatility and a crisis regime with extremely high volatility. Fernandes et al. [11] undertake an
analysis of the relationship between the VIX index and financial and macroeconomic factors.

There has been a great deal of work on derivatives related to the VIX. This is not the concern of this
paper but the relevant ground is covered in Alexander et al. [12]. The fact that the VIX provides an estimate
of the variance risk premium has been used to explore its relationship with stock market returns. See,
for example, Bollerslev et al. [13] and Baekart and Horova [14], who take a similar approach.
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The variance premium is defined by Bollerslev at al. [13], as the difference between the VIX,
an ex-ante risk-neutral expectation of the future return variation over the [t, t + 1] time interval (IVt)

and the ex post realized return variation over the [t − 1, t] time interval obtained from RVt measures:

VarianceRiskPremiumt = VRPt ≡ ImpliedVolatilityt − RealisedVolatilityt (1)

Bollerslev et al. [13] use the difference between implied and realized variation, or the variance
risk premium, to explain a nontrivial fraction of the time-series variation in post-1990 aggregate
stock market returns, with high (low) premia predicting high (low) future returns. The direction of
the presumed causality is motivated from the implications from a stylized self-contained general
equilibrium model incorporating the effects of time-varying economic uncertainty.

The current paper is concerned with the relationship between the VIX, implied volatility and
S&P500 index continuously compounded returns but the focus is on an investigation of the causal path.
It seeks to explore whether there is a stronger causal link between the VIX, to RV and stock returns,
or in the reverse direction, from RV and stock returns to the VIX. The GMC analysis used in the paper
suggests that the latter is the stronger causal path.

3. Data and Research Methods

3.1. Data Sample

We analyse the relationship between the VIX, the S&P500 Index and the realised volatility of the
S&P500 index sampled at 5 min intervals, using daily data from 3 January 2000 to 12 December 2017,
a total, after data cleaning and synchronization, of 4504 observations. The data for the VIX and S&P500
are obtained from Yahoo finance, whilst the realised volatility estimates are from the Oxford Man
Realised Library (see: https://realized.oxford-man.ox.ac.uk).

In this paper, unlike the literature that uses the variance risk premium to forecast returns,
we reverse the assumed direction of causality, based on our GMC analysis and predict the VIX
on the basis of market returns and realised volatility.

The approach taken by Bollerslev et al. [13] and Baekart and Horova [14], is constructed on
theoretical grounds and is not subjected to any tests of causal direction. A key feature of the current
paper is to test, in practice, whether the causal direction runs from the VIX to returns on the S&P500
and estimates of daily RV, or, as we will subsequently demonstrate, in the reverse direction.

Given that we will be using regression analysis we require that our data sets are stationary.
We know that price levels are non-stationary and so we use the continuously compounded returns
on the S&P500 index. The results of Augmented Dickey Fuller tests shown in Table 1, strongly reject
the null of non-stationarity for both the VIX and RV5MIN series, so we can combine them with the
continuously compounded returns for the S&P500 Index in regression analysis, without the worry of
estimating spurious regression.

Table 1. Tests of Stationarity: VIX and RV5MIN.

ADF Test with Constant Probability ADF Test with Constant and Trend Probability

VIX −3.86664 0.002306 * −4.11796 0.005859 *
RV5MIN −7.70084 0.000 * −7.80963 0.0000 *

Note: * Indicates significant at 0.01 level.

Plots of basic series are shown in Figure 1. Figure 2 shows quantile plots of our base series. All series
show strong departures from a normal distribution in both tails of their distributions. These departures
from Gaussian distributions are confirmed by the summary descriptions of the series provided in Table 2.
The summary statistics for our data sets in Table 2 confirm the results of the QQPlots and show that we
have excess kurtosis in all three series and pronounced skewness in RV5MIN. We also undertook some
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preliminary regression and quantile regression analysis of the relationships between our three-base series
to explore whether or not the relationship between the three series is linear.

 
(a) 

 
(b) 

(c) 

Figure 1. Plots of Base Series. (a) S&P500 INDEX; (b) S&P500 INDEX CONTINUOUSLY
COMPOUNDED RETURNS; (c) VIX and RV5MIN.
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(a) 

 
(b) 

(c) 

Figure 2. QQPlots of Base Series. (a) QQPLOT VIX; (b) QQPlot RV5MIN; (c) QQPLOT
S&P500 RETURNS.

136



Sustainability 2018, 10, 2695

Table 2. Data Series: Summary Statistics 3 January 2000 to 29 December 2017.

VIX S&P500 Return RV5MIN

Mean 19.8483 0.000135262 0.111837
Median 17.6700 0.000522156 0.0501000

Minimum 9.14000 −0.0946951 0.000878341
Maximum 80.8600 0.109572 7.74774

Standard Deviation 8.75231 0.0121920 0.248439
Coefficient of Variation 0.440961 90.1361 2.22143

Skewness 2.09648 −0.203423 11.4530
Excess Kurtosis 6.94902 8.65908 242.166

3.2. Preliminary Regression Analysis

We estimated an OLS regression of the VIX regressed on the continuously compounded S&P500
return ’SPRET. The results are shown in Table 3. The slope coefficient is insignificant and the R squared
is a miniscule 0.000158. The Ramsey Reset test suggests that the relationship is non-linear and that the
regression is miss-specified.

Table 3. OLS Regression of VIX on SPRET.

Coefficient t-Ratio Probability Value

Constant 19.8485 43.35 0.00 ***
SPRET −9.01551 −0.5215 0.6021

Adjusted R-squared
F(1, 4495) 0.271949 p-value (F) 0.602053

Ramsey Reset Test

Constant −147551 −1.924 0.0544 *
SPRET 109932 2.105 0.0354 **
yhatˆ2 509.402 1.745 0.0811 *
yhatˆ3 −6.79270 −1.385 0.1662

Note: ***, **, * denotes significance at 1%, 5% and 10%.

A QQplot of the residuals from this regression shown in Figure 3 also suggests that a linear
specification is inappropriate.

To further explore the relationship between the sample variables we employed quantile regression
analysis. Quantile Regression is modelled as an extension of classical OLS (Koenker and Bassett, [15]),
in quantile regression the estimation of conditional mean as estimated by OLS is extended to similar
estimation of an ensemble of models of various conditional quantile functions for a data distribution.
In this fashion quantile regression can better quantify the conditional distribution of (Y|X) . The central
special case is the median regression estimator that minimizes a sum of absolute errors. We get the
estimates of remaining conditional quantile functions by minimizing an asymmetrically weighted
sum of absolute errors, here weights are the function of the quantile of interest. This makes quantile
regression a robust technique even in presence of outliers. Taken together the ensemble of estimated
conditional quantile functions of (Y|X) offers a much more complete view of the effect of covariates
on the location, scale and shape of the distribution of the response variable.

For parameter estimation in quantile regression, quantiles as proposed by Koenker and Bassett [15]
can be defined through an optimization problem. To solve an OLS regression problem a sample mean
is defined as the solution of the problem of minimising the sum of squared residuals, in the same way
the median quantile (0.5%) in quantile regression is defined through the problem of minimising the
sum of absolute residuals. The symmetrical piecewise linear absolute value function assures the same
number of observations above and below the median of the distribution. The other quantile values can
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be obtained by minimizing a sum of asymmetrically weighted absolute residuals, (giving different
weights to positive and negative residuals). Solving:

minξεR ∑ ρτ(yi − ξ) (2)

where ρτ(·) is the tilted absolute value function as shown in Figure 4, which gives the τth sample
quantile with its solution. Taking the directional derivatives of the objective function with respect to ξ

(from left to right) shows that this problem yields the sample quantile as its solution.

Figure 3. QQplot of residuals from OLS regression of VIX on SPRET.

 

Figure 4. Quantile regression ρ function.
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After defining the unconditional quantiles as an optimization problem, it is easy to define
conditional quantiles similarly. Taking the least squares regression model as a base to proceed,
for a random sample, y1, y2, . . . , yn, we solve:

minμεR

n

∑
i=1

(yi − μ)2, (3)

Which gives the sample mean, an estimate of the unconditional population mean, EY.
Replacing the scalar μ by a parametric function μ(x, β) and then solving:

minμεRp

n

∑
i=1

(yi − μ(xi, β))2 (4)

gives an estimate of the conditional expectation function E(Y|x).
Proceeding the same way for quantile regression, to obtain an estimate of the conditional median

function, the scalar ξ in the first equation is replaced by the parametric function ξ(xt, β) and τ is set
to 1/2. The estimates of the other conditional quantile functions are obtained by replacing absolute
values by ρτ(·) and solving:

minμεRp ∑ ρτ(yi − ξ(xi, β)) (5)

The resulting minimization problem, when ξ(x, β) is formulated as a linear function of parameters
and can be solved very efficiently by linear programming methods. Further insight into this robust
regression technique can be obtained from Koenker and Bassett [15] and Koenker [16].

We used quantile regression to regress VIX on SPRET with the quantiles (tau), set at 0.05, 0.35, 0.5,
0.75 and 0.95 respectively. The results are shown in Table 4 and Figure 5.

Table 4. Quantile regression of VIX on SPRET (tau = 0.05, 0.25, 0.5, 0.75 and 0.95).

Coefficient SPRET t Value Probability

tau = 0.05 −4.41832 −0.76987 0.44142
tau = 0.25 −2.79810 −0.43081 0.66663
tau = 0.50 −28.94626 −3.00561 0.00267 ***
tau = 0.75 −25.97296 −1.68811 0.09146 *
tau = 0.95 −29.40331 −0.57619 0.56452

Note: *** Significant at 1%, * Significant at 10%.

Figure 5. Quantile regression of VIX on SPRET, estimates and error bands.
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These preliminary regression results suggest a non-linear relationship between the VIX and SPRET.
The existence of this non-linear relationship is consistent with findings by Busson and Vakil [17].
The importance of non-linearity will be explored further when we apply the metric provided by the
Generalised Measure of Correlation which we introduce in the next subsection.

3.3. Econometric Methods

Zeng et al. [1] point out that despite its ubiquity there are inherent limitations in the Pearson
correlation coefficient when it is used as a measure of dependency. One limitation is that it does
not account for asymmetry in explained variances which are often innate among nonlinearly
dependent random variables. As a result, measures dealing with asymmetries are needed. To meet
this requirement, they developed Generalized Measures of Correlation (GMC). They commence
with the familiar linear regression model and the partitioning of the variance into explained and
unexplained portions

Var(X) = Var(E(X | Y) + E(Var(X | Y)), (6)

Whenever E
(
Y2) < ∞ and E

(
X2) < ∞. Note that E(Var(X | Y)) is the expected conditional

variance of X given Y and therefore can be interpreted as the explained variance of X by Y. Thus,
we can write:

E(Var(X | Y))
Var(X)

= 1 − E(Var(X | Y))
Var(X)

= 1 − E({X − E(X | Y)}2

Var(X)
.

The explained variance of Y given X can similarly be defined. This leads Zheng et al. [1] to define
a pair of generalised measures of correlation (GMC) as:

{GMC(Y | X), GMC(X | Y)} = {1 − E({Y − E(Y | X)}2

Var(Y)
, 1 − E({X − E(X | Y)}2

Var(X)
}. (7)

This pair of GMC measures has some attractive properties. It should be noted that the two
measures are identical when (X, Y) is a bivariate normal random vector.

Vinod [2] takes this measure in Expression (2) and reminds the reader that it can be viewed
as kernel causality. The Naradaya Watson kernel regression is a non-parametric technique used
in statistics to estimate the conditional expectation of a random variable. The objective is to find
a non-linear relation between a pair of random variables X and Y. In any nonparametric regression,
the conditional expectation of a variable Y relative to a variable X could be written E(Y|X) = m(X)

where m is an unknown function.
Naradaya [18] and Watson [19] proposed estimating m as a locally weighted average employing

a kernel as a regression function.

m̂h(x) =
∑n

i=1 Kh(x−xi)yi

∑n
j=1 Kh(x−xj)

,

where K is a kernel with bandwidth h. The denominator is a weighting term that sums to 1.
GMC(Y | X) is the coefficient of determination R2 of the Nadaraya-Watson nonparametric

Kernel regression:
y = g(X) + ε = E(Y | X) + ε, (8)

where g(X) is a nonparametric, unspecified (nonlinear) function. Interchanging X and Y, we obtain
the other GMC(X | Y) defined as the R2 of the Kernel regression:

X = g′(Y) + ε′ = E(XY) + ε′.. (9)

Vinod [2] defines δ = GMC(X | Y)− GMC(X | Y) as the difference of two population R2 values.
When δ < 0, we know that X better predicts Y than vice versa. Hence, we define that X kernel causes
Y provided the true unknown δ < 0. Its estimate δ′ can be readily computed by means of regression.
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Zheng et al. [1] demonstrate that GMC can lead to a more refined version of the concept of
Granger-causality. They assume an order one bivariate linear autoregressive model. Yt Granger-causes
Xt if:

E[{Xt − E(Xt | Xt−1)}2 > E[{Xt − E(Xt | Xt−1, Yt−1)}2, (10)

Which suggests that Xt can be better predicted using the histories of both Xt and Yt than using
the history of Xt alone. Similarly, we would say Xt Granger-causes Yt if:

E[{Yt − E(Yt | Yt−1)}2 > E[{Yt − E(Yt | Yt − 1, Xt−1)}2. (11)

They use the fact E(Var(Xt | Xt−1) = E({Xt − E(Xt | Xt−1}2) and
E[{E(Xt | Xt−1)− E(Xt | Xt−1, Yt−1)}2]= E[{Xt − E(Xt | Xt−1)}2 − E[{Xt − E(Xt | Xt−1, Yt−1)}2].
Which suggests that (5) is equivalent to:

1 − E[{Xt − E(Xt | Xt−1, Yt−1)}2

E(Var(Xt | Xt−1))
> 0. (12)

In the same way (6) is equivalent to:

1 − E[{Yt − E(Yt | Yt−1, Xt−1)}2

E(Var(Yt | Yt−1))
> 0. (13)

They add that when both (5) and (6) are true, there is a feedback system.
Suppose that {Xt, Yt}, Yt > 0 is a bivariate stationary time series. Zheng et al. [1] define Granger

causality generalised measures of correlation as:

GcGMC = (Xt | Ft−1) = 1 − E[{Xt− | Xt−1, Xt−1, . . . , Yt−1, Yt−2, . . . , )}2]

E(Var(Xt | Xt−1, Xt−2, . . .))
, (14)

GcGMC = (Yt | Ft−1) = 1 − E[{Yt− | Yt−1, Yt−1, . . . , Xt−1, Xt−2, . . . , )}2]

E(Var(Yt | Yt−1, Yt−2, . . .))
(15)

where Ft−1 = σ(Xt−1, Xt−2, . . . , Yt−1, Yt−2, . . .).
Zheng et al. [1] suggest that if:

• GcGMC = (Xt | Ft−1) > 0, they say Y Granger causes X.
• GcGMC = (Yt | Ft−1) > 0, they say X Granger causes Y.
• GcGMC = (Xt | Ft−1) > 0 and GcGMC = (Yt | Ft−1) > 0, they say they have a feedback system.
• GcGMC = (Xt | Ft−1) > GcGMC = (Yt | Ft−1), they say X is more influential than Y
• GcGMC = (Yt | Ft−1) > GcGMC = (Xt | Ft−1), they say Y is more influential than X.

We explore the relationship between the VIX, the lagged continuously compounded return on
the S&P500 Index, (LSPRET) and the lagged daily realised volatility on the S&P500, sampled at
5 min intervals within the day (LRV5MIN). Once we have established causal directions between these
variables, we use them to construct our ANN model. The ANN model is discussed in the next section.

3.4. Artificial Neural Net Models

There are a variety of approaches to neural net modelling. A simple neural network model with
linear input, D hidden units and activation function g, can be written as:

xt+s = β0 +
D

∑
j=1

β jg(γ0j +
m

∑
i=1

γijxt−(i−1)d). (16)
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However, we choose to apply a nonlinear neural net modelling approach, using the GMDH shell
program (GMDH LLC 55 Broadway, 28th Floor New York, NY 10006) (http:www.gmdhshell.com).
This program is built around an approximation called the ‘Group Method of Data Handling.’
This approach is used in such fields as data mining, prediction, complex systems modelling,
optimization and pattern recognition. The algorithms feature an inductive procedure that performs
a sifting and ordering of gradually complicated polynomial models and the selection of the best
solution by external criterion.

A GMDH model with multiple inputs and one output is a subset of components of the
base function:

Y(xi1, . . . , xn) = a0 +
m

∑
i=1

ai fi, (17)

where f are elementary functions dependent on different inputs, a are unknown coefficients and m is
the number of base function components.

In general, the connection between input-output variables can be approximated by the Volterra
functional series, the discrete analogue of which is the Kolmogorov-Gabor polynomial:

y = a0 +
m

∑
i=1

aixi +
m

∑
i=1

m

∑
j=1

aijxixj +
m

∑
i=1

m

∑
j=1

m

∑
k=1

aijkxixjxk + . . . , (18)

where, x = (xi, x2, . . . , xm), the input variables vector and A = (a0, a1, a2, . . . , am) the vector of
weights. The Kolmogorov-Gabor polynomial can approximate any stationary random sequence
of observations and can be computed by either adaptive methods or a system of Gaussian normal
equations. Ivakhnenko [20] developed the algorithm, ‘The Group Method of Data Handling (GMDH)’
by using a heuristic and perceptron type of approach. He demonstrated that a second-order polynomial
(Ivakhnenko polynomial: y = a0 + a1xi + a2xj + a3xixj + a4x2

i + a5x2
j ) can reconstruct the entire

Kolmogorov-Gabor polynomial using an iterative perceptron-type procedure.

4. Results

4.1. GMC Analysis

Vinod’s (2017) R library package ‘generalCorr’ is used to assess the direction of the causal paths
between the VIX and lagged values of the S&P500 continuously compounded return LSPRET and the
lagged daily estimated realised volatility for the S&P500 index, LRV5MIN. The results of the analysis
are shown in Table 5.

We use the R ‘generalCorr’ package to undertake the analysis shown in Table 5. The output matrix
is seen to report the cause’ along columns and ‘response’ along the rows. The value of 0.7821467 in the
R.H.S. of the second row of Table 5 is larger than the value 0.608359 in the second column, third row
of Table 5. These are our two generalised measures of correlation, when we first condition the VIX
on LRV5MIN, in the second row of Table 5 and LRV5MIN on the VIX in the third row of Table 5.
This suggests that causality runs from LRV5MIN, the lagged daily value of the realised volatility of the
S&P500 index, sample at 5 min intervals.

We also test the significance of the difference between these two generalised measures of
correlation. Vinod suggests a heuristic test of the difference between two dependent correlation
values. Vinod [2] suggests a test based on a suggestion by Fisher [21], of a variance stabilizing and
normalizing transformation for the correlation coefficient, r, defined by the formula: r = tanh(z),
involving a hyperbolic tangent:

z = tan−1r =
1
2

log
1 + r
1 − r

. (19)

The application of the above test suggests a highly significant difference between the values of
the two correlation statistics in Table 5.
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Table 5. GMC analysis of the relationship between the VIX and LRV5MIN.

VIX LRV5MIN

VIX 1.000 0.7821467
LRV5MIN 0.608359 1.000

Test of the difference between the two paired correlations

t = 21.26 probability = 0.0

We also analyse the relationship between the VIX and the lagged daily continuously compounded
return on the S&P500 index, LSPRET. The results are shown in Table 6 and suggest that lagged value
of the daily continuously compounded return on the S&P500 index, LSPRET, drives the VIX. This is
because the generalised correlation measure of the VIX conditioned on LSPRET is 0.5519368, whilst the
generalised correlation measure of LSPRET conditioned on the VIX is only 0.153411. Once again,
these two measures are significantly different.

Regression analysis suggested that the relationship was non-linear. We proceed to an ANN model
which will be used for forecasting the VIX. Given that the GMC analysis suggests a stronger direction
of correlation running from LRV5MIN and LSPRET to the VIX, rather than vice-versa, we use these
two lagged daily variables as the predictor variables in our ANN modelling and forecasting.

Table 6. GMC analysis of the relationship between the VIX and LSPRET.

VIX LSPRET

VIX 1.000 0.5519368
LSPRET 0.153411 1.000

Test of the difference between the two paired correlations

t = 24.07 probability = 0.0

4.2. ANN Model

Our neural network analysis is run on 80 per cent of the observations in our sample and then its
out-of-sample forecasting performance is analysed on the remaining 20 per cent, of the total sample of
4504 observations. The idea of the GMDH-type algorithms used in the GMDH Shell program is to
apply a generator using gradually more complicated models and select the set of models that show
the highest forecasting accuracy when applied to a previously unseen data set, which in this case is
the 20 per cent of the sample remaining, which is used as a validation set. The top-ranked model is
claimed to be the optimally most-complex one.

GMDH-type neural networks which are also known as polynomial neural networks employ
a combinatorial algorithm for the optimization of neuron connection. The algorithm iteratively creates
layers of neurons with two or more inputs. The algorithm saves only a limited set of optimally-complex
neurons that are denoted as the initial layer width. Every new layer is created using two or more
neurons taken from any of the previous layers. Every neuron in the network applies a transfer function
(usually with two variables) that allows an exhaustive combinatorial search to choose a transfer
function that predicts outcomes on the testing data set most accurately. The transfer function usually
has a quadratic or linear form but other forms can be specified. GMDH-type networks generate many
layers but layer connections can be so sparse that their number may be as small as a few connections
per layer.

Since every new layer can connect to previous layers the layer width grows constantly. If we
take into account that only rarely the upper layers improve the population of models, we proceed by
dividing the additional size of the next layer by two and generate only half of the neurons generated
by the previous layer, that is, the number of neurons N at layer k is NK = 0.5 × Nk−1. This heuristic
makes the algorithm quicker whilst the chance of reducing the model’s quality is low. The generation
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of new layers ceases when either a new layer does not show improved testing accuracy than previous
layer, or in circumstances in which the error was reduced by less than 1%.

In the case of the model reported in this paper, we used a maximum of 33 layers and the initial
layer width was a 1000, whilst the neuron function was given by a+ xi + xixj + x2

i . The ANN regression
analysis produces a complex non-linear model which is shown in Table 7.

Table 7. ANN regression model—dependent variable the VIX.

Y1 = −22.5101 + N107(1.01249) − N1070.003640842
+ N87(1.67752) − N870.2110772

N87 = −8.10876 + LSPRET1919.72
+ N99(1.66543) − N990.01207322

N99 = −18.9937 − LRV5MIN(669.032) + LRV5MIN(N100)(1297.44) − LRV5MIN1.09098e+072
+ N100(2.8838) − N1000.05090412

N100 = 18.6936 + LRV5MIN(48378) − N1070.009762452

N107 = 17.0884 + LRV5MIN(20457.2) − LSPRET(50.0534) + LSPRET3277.012

A plot of the ANN model fit is shown in Figure 6. The model appears to be a good fit, within the
estimation period and in the 20 per cent of the sample used as a hold-out forecast period. This is
confirmed by the diagnostics for the ANN model, reported in Table 8. The mean absolute error is
smaller in the forecasts with a value of 3.14658, than it is when the model is being fitted, with a value of
3.16466. Similarly, the R2 is higher in the forecast hold out sample, with a value of 75 percent, than in
the model fitting stage, in which it has a value of almost 74 percent.

Figure 6. ANN regression model fit.

Table 8. ANN regression model diagnostics.

Model Fit Predictions

Mean Absolute Error 3.16466 3.14658
Root Mean Square Error 4.47083 4.36716

Standard Deviation of Residuals 4.47083 4.36697
Coefficient of Determination R2 0.738519 0.752232

The diagnostic plots of the behaviour of the residuals, shown in Figure 7, also appears to show
acceptable behaviour. Most of the residuals plot within the error bands, the residual histogram is
approximately normal, though there is some evidence of persistence in the autocorrelations suggestive
of ARCH effects.

As a further check on the mechanics of the model, we explored the effect on the root mean square
errors in the forecasts if we replaced the two explanatory variable’s observations with their means
successively. LRV5MIN has the largest effect with an impact on RMSE of 10.5364% whilst LSPRET
had an impact of 4.57003%. This is consistent with the previous GMC results which suggested that
LRV5MIN had a relatively higher GMC with the VIX.
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Figure 7. Residual diagnostic plots.

5. Conclusions

The paper featured an analysis of causal relations between the VIX and lagged continuously
compounded returns on the S&P500, plus lagged realised volatility (RV) of the S&P500 sampled at 5 min
intervals. Causal relations were analysed using the recently developed concept of general correlation
Zheng et al. [1] and Vinod [2]. The results strongly suggested that causal paths ran from lagged returns
on the S&P500 and lagged RV on the S&P500 to the VIX. The GMC analysis suggested that correlations
running in this direction were stronger than those in the reverse direction. Statistical tests suggested
that the pairs of correlated correlations analysed were significantly different.

An ANN model was then developed, based on the causal paths suggested, using the Group
Method of Data Handling (GMDH) approach. The complex non-linear model developed performed
well in both in and out of sample tests. The results suggest an ANN model can be used successfully to
predict the daily VIX using lagged daily RV and lagged daily S&P500 Index continuously compounded
returns as inputs.
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Abstract: A set of 125 tweets about North Korea’s Supreme Leader Kim Jong-Un by President
Trump from 2013 to 2018 are analysed by means of the data mining technique, sentiment analysis.
The intention is to explore the contents and sentiments of the messages contained, the degree to
which they differ, and their implications about President Trump’s understanding and approach
to international diplomacy. The results suggest a predominantly positive emotion in relation to
tweets about North Korea, despite the use of questionable nicknames such as “Little Rocket Man”.
A comparison is made between the tweets on North Korea and climate change, madefrom 2011–2015,
as Trump has tweeted many times on both issues. It is interesting to find that Trump’s tweets on
North Korea have significantly higher positive polarity scores than his tweets on climate change.

Keywords: sentiment analysis; polarity; scientific verification; emotion; joy; sadness; climate change

JEL Classification: A1; C88; C44; Z0

1. Introduction

“Mentally Deranged U.S. Dotard” Tweets “Little Rocket Man”

A series of 125 tweets by President Trump on the topic of North Korea’s Supreme Leader Kim
Jong-Un are analysed by means of textual analysis using data mining techniques. The tweets date
from 3 April 2018 to 10 March 2018. The analysis features the use of an R library package which
facilitates sentiment analysis, ’sentiment’. The tweets were taken from an on-line sample available at
https://twitter.com/search?q=donald%20Trump%20North%20Korea&src=typd&lang.

Data mining refers to the process of analysing data sets to reveal patterns, and usually involves
methods that are drawn from statistics, machine learning, and database systems. There are two broad
approaches to text mining and document analysis for extracting sentiment: the lexicon based approach
and the text classification approach. The former involves using the semantic orientation of words or
phrases in the document to calculate the orientation of the document. The latter approach could be
described as a statistical or machine learning approach.
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Text data mining involves the analysis of patterns in text data. Sentiment analysis is concerned
with the emotional context of a text, and seeks to infer whether a section of text is positive or negative,
or the nature of the emotions involved. There are a variety of methods and dictionaries that exist for
undertaking the sentiment analysis of a piece of text.

Although sentiment is often framed in terms of being a binary distinction (positive versus
negative), it can also be analysed in a more nuanced manner. We decided to apply the R package
’sentiment’, which distinguishes between five different emotions, namely joy, sadness, anger,
fear and surprise.

There are many different forms of sentiment analysis, but many use the same basic approach.
They begin by constructing a list of words or dictionary associated with different emotions, count the
number of positive and negative words in a given text, and then analyse the mix of positive and
negative words to assess the general emotional tenor of the text. In our analysis we have used the
inbuilt lexicon in the ’sentiment’ package. This means we can compare our results with previous
analyses we have undertaken using the same method. If we had so wished, we could have built
our own lexicon, and this would have improved the accuracy of the fit, but would have been more
data-set specific. We preferred to have consistency in the series of analyses we are undertaking using
this method.

The purpose of the paper is not to compare different automated sentiment analysis packages,
but to evaluate tweets using a specific and convenient Sentiment Analysis package. A comparison
of the performance of alternative automated sentiment analysis packages will be considered in
future research.

2. Research Method

The paper is a companion to other recent analyses of President Trump’s tweets on the topic of
climate change and his State of the Union Address 2018 [1,2]. It features the use of an R library package
called ’sentiment’. The ’sentiment’ package was written by De Vries (2012), is now archived from the
current release of R, and can be loaded from ’Github.com’. The details of the seniment package are
available in De Vries (2012) [3]. It is a dictionary-based method which calculates sentiment scores using
affinity dictionaries. The program splits strings into words (by default at space), calculates an affinity
score for each word, and returns the average, using a scale from +5 to −5.

The paper uses this package because it is more finely grained, categorizes five different sentiment
emotions, namely joy, sadness, anger, fear and surprise, and reveals greater information about the
emotional tenor of the text or string that is analysed.

The process of performing sentiment analysis requires textual input in a machine-readable format.
Pre-processing is required to transform the text into single words, followed by what are common
pre-processing steps: stopword removal, stemming, removal of punctuation, and conversion to
lower case.

The limitations of the analysis should be borne in mind. The context of ’natural language
processing’, of which sentiment analysis is a component, is important. The use of sarcasm and other
types of ironic language, including puns and backhanded compliments, are inherently problematic for
machines to detect, when viewed in isolation. This is a potential issue, in particular, in the analysis
of President Trump’s tweets. Nevertheless, current methods are revealing, as will be seen in the next
section which presents the results.

2.1. Results of the Analysis

The process commences with the results of the application of the sentiment package to President
Trump’s 125 tweets. The emotional content of these is shown in Figure 1 . Ignoring the ’unknown’
category, the predominant emotion recognised in Figure 1 is ’joy’, which accounts for 14.4 per cent
of the total, followed by ’sadness’ at 3.2 percent. ’Anger’ and ’fear’ both account for 1.6 percent,
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and ’surprise’ accounts for 0.8 per cent. 78.4 per cent of the tweets are not classified, but 14.4 per cent
is classified as being ’joy’, which is a positive emotion.

Figure 1. Trump’s North Korea tweet sentiment.

Figure 2 classifies the tweets by President Trump according to whether they are negative, neutral or
positive. The majority of the classifications in Figure 2 is positive, accounting for 72.8 per cent,
while 16 per cent is negative.

Figure 2. Trump’s Korea tweet sentiment polarity.
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Figure 3 shows a word cloud analysis of Trump’s tweets. A word cloud is another form of visual
representation of text data in which tags are single words, and their relative sizes and colours represent
their weighting or importance in the context of the text considered.

Figure 3. Trump’s North Korea tweets word cloud.

The most prominent words in the word cloud in Figure 3 are ‘China’, ‘trade’, ‘US’, ‘working’ and
‘percent’. If we move around the cloud in an anti-clockwise manner, words in the ‘joy’ section include
‘enthusiastic’, ‘freeze’, ‘fair’, ‘Syria’, ‘sanctions’, ‘korea’, ‘discussed’, ‘completed’, ‘deal’, and so forth.
In the ‘sadness’ section, we have ’unsuccessful’, ‘launched’, ‘moon’, ‘threaten’, ‘regime; ‘military’, ‘gas’,
‘victim’, ‘hostage’, ‘immigration’, ‘brutality’, and so on.

In the ‘anger’ section below, we have ‘America’, ‘threats’, ‘respond’, ‘hostile’, ‘conducted’,
‘nuclear’, ‘test’, ‘dangerous’,‘rogue’, ‘korean’, and so on. In the ’fear’ section, we see ’alert’, ’attack’,
’condemned’, ‘grossly’, ‘launch’, ‘impact’, and so on. In the ‘surprise’ section, we have ‘China’,
‘working’, ‘grew’, ‘US’, ‘per cent’, ‘trade’, and so forth. The ‘unknown’ section has a diverse grouping
of words, with ‘news’ and ‘sadness’, ‘launches’, ‘talk’, ‘meet’, ‘press’, and ‘working’, given prominence.

2.2. Bootstrapped t Tests

In a companion paper, Allen et al. [1] use sentiment analysis to analyse some of President Trump’s
tweets on the topic of climate change, takn from 2011 to 2015. On a global issues scale, it is worth
comparing the sentiment scores of his tweets on North Korea and Supreme Leader Kim Jong-Un, with
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his tweets on climate change. We use bootstrapped t tests because the number of tweets analysed are
different, namely 125 in the North Korean sample and 115 in the climate change sample.

The results presented in Table 1 show that there is no significant difference in the bootstrapped
t tests, using 1000 samples with replacement. Figure 4 shows that the bootstrapped t test vector QQ
plot is consistent with a Gaussian distribution.

Table 1. Bootstrapped t test of the differences in the means in Trump’s North Korea Tweets: emotion
score ’joy’ mean and Trump Climate Change Tweets emotion score ’joy’.

Trump’s North Korea Tweets ’Joy’ vs. Trump’s Climate Change ’Joy’

mean t = 0.467 mean p-value = 0.4521

probability vect 1st Quartile median 3rd Quartile
probability 0.2016 0.4215 0.6936

t vector −0.2823 0.4941 1.1632

Figure 4. QQ plot of t: vector ’joy’ comparisons.

A comparison was also made of the ’polarity’ scores for President Trump’s North Korean
and Supreme Leader Kim Jong-Un tweets and his climate tweets. The mean polarity score for his
North Korean Supreme Leader Kim Jong-Un tweets is 13.59, and 9.46 for his climate change tweets.
The results are shown in Table 2. In terms of the results of the bootstrapped t tests, his tweets on
North Korea have significantly higher positive polarity scores than his tweets on climate change.

Table 2. Bootstrapped t test of the differences in means in Trump’s North Korea Tweets; positive
polarity score mean and Trump’s Climate Change Tweets positive polarity score.

Trump’s North Korea Tweets; Positive Polarity score versus Trump’s Climate Change Positive Polarity score

mean t = 3.35 mean p-value = 0.0181

probability vect 1st Quartile median 3rd Quartile
probability 0 0.0001 0.008

t vector 2.67 3.34 3.996

3. Conclusions

This paper featured a sentiment analysis of 125 of President Trump’s tweets on North Korea’s
Supreme Leader Kim Jong-Un. The sentiment analysis classified this series of tweets into five different
emotional categories, with a large proportion of the total, 78 per cent, remaining unclassified.
A comparison with the results in a companion paper featuring an analysis of President Trump’s
climate change tweets, using the ’joy’ score reveals no significant differences in the scores for the
two sets of tweets using bootstrapped t tests.
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However, when the the coarser polarity classification is applied, using three categories,
namely positive, negative and neutral, all the tweets can be classified. The results suggest that President
Trump is far more positive in his tweets about North Korea than he is about climate change. This is
confirmed by the results of the bootstrapped t tests.

In comparing the tweets on North Korea and climate change, on which Trump has tweeted many
times, it is interesting to note that the tweets on North Korea have significantly higher positive polarity
scores than his tweets on climate change.

It seems clear that President Trump likes to convey positive messages via his twitter feed,
even when he faces thorny diplomatic challenges, as exemplified by North Korea’s Supreme Leader
Kim Jong-Un, or difficult scientific policy issues, such as climate change. It remains to be seen whether
positive tweet sentiments assist or add to the complications faced in the resolution of these pressing
and difficult global issues. “Stay tuned!”
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Abstract: The issue of the debt, bankruptcy or non-bankruptcy of a company is presented in this
article as one of the ways of conceiving risk management. We use the Amadeus database to obtain
the financial and accounting data of Slovak enterprises from 2015 and 2016 to calculate the most
important financial ratios that may affect the financial health of the company. The main aim of the
article is to reveal financial risks of Slovak entities and to form a prediction model, which is done
by the identification of significant predictors having an impact on the health of Slovak companies
and their future prosperity. Realizing the multiple regression analysis, we identified the significant
predictors in conditions of the specific economic environment to estimate the corporate prosperity
and profitability. The results gained in the research are extra important for companies themselves,
but also for their business partners, suppliers and creditors to eliminate financial and other corporate
risks related to the unhealthy or unfavorable financial situation of the company.

Keywords: financial risk; bankruptcy; regression model; sustainable development; Slovak enterprises

1. Introduction

Financial risk is the possibility that shareholders will lose money when they invest in a company
that has debt, if the corporate cash flow proves inadequate to meet its financial obligations.
When a company uses debt financing, its creditors are repaid before its shareholders if the company
becomes insolvent [1]. Financial risk is often perceived as the risk that a company may default on its
debt payments. To eliminate potential financial risks and to be able to identify the level of the corporate
financial health, predictions models are used, perceived as systems of timely warning of impending
problems in the analyzed companies. Their task is to evaluate the financial health of the company
based on selected financial indicators or other characteristics of the company or the environment in
which they operate [2].

The originality of the research lies in the identification of crucial determinants in Slovak conditions
than can predict either prosperity and profitability of Slovak companies or their default (bankruptcy),
without regard to any sector, and thus eliminate potential financial risks threatening the company
and its business partners. Determination of prosperity predictors in Slovak conditions can help form
a complex Slovak multi-industry prediction model, which would be beneficial for all market subjects,
as until the present time we only adopt the results of the models developed in foreign countries, the use
of which in our conditions is disputatious.

The main aim of the paper is to extend the knowledge about identification and elimination
of financial risks related to the unhealthy financial situation of the company, which is done by the
formation of the regression model, results of which enable to estimate the profitability of the company.

Sustainability 2018, 10, 2144; doi:10.3390/su10072144 www.mdpi.com/journal/sustainability153
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The purpose of the paper is to measure financial risks considering national conditions.
The research problem includes the formation of an econometric model of the corporate prosperity
quantification, using the results of the regression analysis, based on the significant financial indicators
identified in the multiple linear regression analysis. We consider the identification of the most
significant predictors affecting the future prosperity and profitability of Slovak enterprises to be
the main contribution of the paper; those are working capital, working capital to total assets ratio,
current assets to total assets ratio, operating profit to total assets ratio, cash and cash equivalents to
total assets ratio and current liabilities to total assets ratio.

The paper is divided into four main parts. Literature review highlights the current state of research
in the field of prediction and bankruptcy models. Material and Methods depicts a brief description
of business entities and financial indicators used as potential predictors in the research and specifies
the methodology of the multiple linear regression. Chapter Results is focused on the description of
all findings, resulting in the suggestion of the model, which estimates the corporate prosperity and
profitability and thus eliminates financial risks. Discussion compares and analyses the studies and
researches of other authors in the field of prediction models and emphasizes the various combinations
of different financial indicators used as predictors in the models and compares the results of the
realized study with results of other studies based on different calculation methods.

Literature Review

Financial risk measurement is a largely investigated research area; its relationship with imprecise
probabilities has been mostly overlooked. Vicig [3] claims that risk measures can be viewed as instances
of upper (or lower) previsions, thus letting us apply the theory of imprecise previsions to them.
A complex approach to risk measurement in financial management is described in the work of
Chobot [4,5]. Except for well-known risk measures, including value at risk [6] or coherent and convex
risk measures [7], there are many others methods that authors use to measure financial risks. Su
and Furman [8] apply a form of multivariate Pareto distribution to measure financial risks. Spatial
financial time series models were introduced by Blasques et al. [9], Yang et al. [10] and Audrino
and Barone-Adesi [11]. Kessler [12] presents an implementational systematic approach framework
for risk, where the risk management target is to manage and mitigate the risk-around-loss causes.
Campos et al. [13] underline the importance of innovative soft-computing techniques usage to classify
correctly the default of a company by proper financial credit risk prediction. Chai and Xia [14] emphasize
that to survive and develop in a drastically competitive market, business entities need to control possible
financial risks and foresee their future financial development (using prediction models).

Since the first prediction model developed by Fitzpatrick [15], there have been numerous
researches made and various predictors have been identified to predict the future situation of the
business entities, e.g., Beaver model [16], Altman model [17], Springate model [18], Ohlson model [19],
Taffler-Tisshawa model [20], Fulmer model [21], Zmijewski model [22], Horrigan model [23] etc.
The accurate prediction of corporate bankruptcy for the companies in different industries is of
a great concern to investors and creditors, as the reduction of creditors’ risk can be possible [24].
The systematic review of bankruptcy prediction models is processed in the studies of Alaka et al. [25]
or Peres and Antao [26]. The reviews show that there are two groups of popular and promising tools
within the bankruptcy prediction models research area, i.e., statistical tools (multiple discriminant
analysis and logistic regression) and artificial intelligence tools (decision trees, neural networks,
etc.). In this study, we test the use of a quite simple classifier, linear regression approach (similar
to Guo et al. [27]), for modelling the relationship between a scalar dependent variable and more
explanatory variables (financial indicators) as it performs reasonably well in bankruptcy prediction,
as proved by Jones et al. [28]. Regression analysis if often use for bankruptcy prediction, the realized
analysis is supported by the study of Calabrese et al. [29] or latest researches in Romania [30] and
Lithuania [31], which recommend regression models for bankruptcy prediction. A methodological
framework of regression was used to construct predictive bankruptcy models for Asia, Europe and
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America and the results verify the superiority of the global model compared to regional models [32].
Ben Jabeur [33] claims that regression model gives the opportunity to consider all the indicators in
predicting financial distress. Hwang and Chu [34] propose a new procedure to estimate the loss given
default using logistic regression. Li and Miu [35] establish a prediction model with dynamic loading
on accounting ratio-based and market-based information using a regression approach.

In Slovak business environment, there are also a few representatives of prediction models.
Chrastinová [36] and Gurcik [37] applied the methodology of financial health predictions to companies
in the agricultural sector, Binkert [38] and Zalai [39] in commercial enterprises using multiple
discriminant analysis. There is not any reputable prediction model in Slovakia, but several studies
and researches have been developed. Kameníková [40] solved the limitations in the use of foreign
models predicting the financial development of enterprises in conditions of the Slovak Republic.
Lesaková [41] states that top management, based on predictions and forecasts, formulates the financial
targets of the enterprise for the appropriate time horizon. Horvathova and Mokrisova [42] diagnosed
business performance applying the modern financial performance assessment methods. Gundova [43]
depicted the main reasons for not using foreign methods of predicting the financial situation in
Slovak companies and underlined the importance of the formation of the national prediction model.
The application of foreign prediction models and their modification in our conditions is searched by
Adamko [44], Boda and Uradnicek [45], Hiadlovsky and Kral [46]. A method for logistic regression to
assess the future corporate prosperity was in our national conditions firstly applied by Hurtošová [47].
Later, Delina and Packova [48] developed a new modified model in Slovak business environment
while using regression analysis to get higher predictive performance of the model. Kovacova and
Kliestik [49] intorduced a bankruptcy prediction model in the Slovak Republic using logistic regression
and they proved significant classification accuracy of this model. Results of the last mentioned are
significant but deeper research has to be done to develop a complex prediction model of the financial
health of Slovak companies.

2. Materials and Methods

The aim is to form an econometric multi-industry model in Slovak environment to quantify the
prosperity of the company in terms of the achieved economic result. For this reason, we used the
Amadeus database; we chose the accounting and financial records of accounting entities operating in
the territory of the Slovak Republic in the years 2015 and 2016. Companies included in the model were
chosen considering the Nomenclature of Economic Activities in the European Community (NACE
classification), representing a statistical classification based on a common statistical classification of
economic activities in the European Union. We include the following economic categories in the model:
A—agriculture, forestry and fishing; B—mining and quarrying; C—manufacturing; D—electricity, gas,
steam and air conditioning supply; F—construction; G—wholesale and retail trade; H—transporting
and storage; I—accommodation and food service activities; J—information and communication;
N—administrative and support service activities; P—education; Q—human health and social work
activities. The method of multiple linear regression was used to create the model; independent
variables were calculated from the data of 2015, the dependent variable is from the records of 2016.
Multiple linear regression consists of the following methodological steps:

1. Choosing a sufficiently large sample that accepts some of the rules for determining the
appropriate sample size to perform the regression analysis. We used the Stepwise method, which does
multiple regression several times, each time removing the weakest correlated variable. At the end,
only those variables, that explain the distribution best, are left. The only requirements are that the data
is normally distributed and that there is no correlation between the independent variables.

For this type of regression, at least 40 measurements should be added to each variable. We include
37 quantitative variables; the size of our sample from the database is more than 120,000 enterprises,
so the sample size meets the necessary requirements.
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2. The dependent variable was defined as the corporate prosperity and profitability measured
by EBIT (marked as OPPL). We decided to choose the independent variables using the predictors,
which are the most frequently used in the prediction models worldwide [50]. Identification of
independent variables is summarized in Table 1.

Prosperity and profitability of the company in the future may be partly given by optimal
values of the financial indicators [51]. Based on the calculated financial ratios we are able to classify
the companies into two groups: default (unhealthy, non-prosperous) and non-default (healthy,
prosperous) in the context of legislative adjustments. We consider three criteria, which have to be met
simultaneously and which correspond with the default criteria determined by the Slovak legislation.
If the value of the corporate solvency ratio is less than 0.4, current ratio is less than 1 and net income
is negative, the company is not prosperous, if conditions are not met, the company is healthy and
prosperous. Despite the fact, that the study identifies a set of explanatory variables that can help
identifying the state of a company, we consider only two states of the corporate prosperity—default of
non-default. We follow the Slovak Commercial Code defining the principles and economic criteria of
the company in default, which were used to determine the dependent variable.

Table 1. Selected financial ratios.

Financial Ratios

X1 Sales/Total assets X20 Net income/Sales
X2 Current assets/Current liabilities X21 Non-current liabilities/Total Assets
X3 Gross profit/Total assets X22 Cash and cash equivalents/Current liabilities
X4 Net income/Shareholders equity X23 Cash flow/Current liabilities
X5 EBITDA/sales X24 Working capital/Sales
X6 (Non-current + current liabilities)/EBITDA X25 Current ratio
X7 Net income/ Total assets X26 Liquidity ratio
X8 Working capital/Total assets X27 Return on assets
X9 Operating profit/Total assets X28 Return on equity
X10 (Non-current + current liabilities)/total assets X29 Shareholder liquidity ratio
X11 Current assets/Total assets X30 Solvency ratio (liability-based)
X12 Cash & cash equivalents/Total assets X31 Cash flow/Operating revenue
X13 Cash flow/Total assets X32 Net assets turnover
X14 Cash flow/(Non-current + current liabilities) X33 Interest paid
X15 Current liabilities/Total assets X34 Gross margin
X16 Current assets/Sales X35 Profit margin
X17 Operating profit/interest paid X36 Net current assets
X18 Stock/Sales X37 Working capital
X19 Cash flow/Sales

3. Testing of Gauss-Markov assumptions: dependent and independent variables must be
quantitative; the multi-collinearity condition must be complied; the outliers have to be removed;
the variables must be in a linear relation (tested by Pearson correlation coefficient). We test the
hypothesis of dependence between the individual independent variables and the dependent variable
on the significance level of 0.05, which is compared to the critical p-value of the test of significance of
Pearson correlation coefficient. Last assumption is to ensure normal distribution of model residuals
that cannot be auto-correlated [52].

4. Realization of multiple linear regression and testing the significance of the individual
independent variables in the model.

Multiple linear regression models the dependent variable as a linear combination of independent
variables and an intercept [53]:

yi = β0 +
k

∑
j=1

β j · xij + ui (1)

where:
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yi dependent variable
xij independent variable(s)
β0, βj unknown parameters of the model
ui random variable

Parameters βj are considered as unknown numerical constants, β0 is an absolute number and,
in general, β represents a slope (direction) of parameters. The parameter βj explains the changes in the
value of the dependent variable yi, if the j-th independent variable xij changes of one unit, provided,
that the values of other independent variable stay unchanged.

5. Testing the significance of the created model.
6. Write the equation of the regression model.
To provide the multiple regression analysis we used the software IBM SPSS Statistics v. 19.

We consider all business entities in the database, accepting the selected sectors and their specificities, as
we want to determine the general predictors to assess the future corporate prosperity of any company.

3. Results

Before the regression analysis itself, we test the mentioned Gauss- Markov assumptions.
The regression analysis is very sensitive to outliers. To exclude all abnormal and extreme values,
we used interquartile range, multiplied by the number 2.2, which is often used to detect outliers in the
data. We modified the original database and used the remaining 105,708 enterprises in the regression
model. One of the mentioned preliminary conditions is the character of dependent and independent
variables, all of them are quantitative. However, it was not possible to calculate the values of some of
the determined financial ratios due to missing or not available information in the Amadeus database,
they had to be excluded from the regression. As a result, not 37 but 24 ratios are the proposed financial
predictors. Their descriptive statistics (mean, standard deviation and coefficient of variation) are
summarized in Table 2.

Table 2. Descriptive statistics of independent variables.

Independ. Variables X1 X2 X4 X7 X8 X9 X10 X11

mean 1.92 4.41 0.14 0.09 0.15 0.14 0.51 0.76
std. dev. 3.92 7.76 1.05 0.18 0.29 0.21 0.31 0.28
var. coef. 2.03 1.76 7.50 2.00 1.93 1.50 0.61 0.37

X12 X15 X16 X18 X20 X21 X22 X24

mean 0.37 0.45 9.45 5.73 −0.32 0.06 2.76 5.22
std. dev. 0.33 0.30 1560.19 1282.47 99.42 0.14 6.06 1040.72
var. coef. 0.89 0.67 165.10 223.82 −310.69 2.33 2.19 199.37

X25 X26 X27 X28 X30 X35 X36 X37

mean 4.40 4.07 0.13 0.26 3.98 0.12 138.10 174.21
std. dev. 7.76 7.55 0.20 0.89 21.26 0.24 6419.88 4055.82
var. coef. 1.76 1.86 1.54 3.42 5.34 2.00 46.49 22.28

The assumption of the collinearity presents the high mutual correlation of variables.
Multi-collinearity among the independent variables can cause the incorrect formulation of the model
or could decrease the prediction ability of some variable. The simplest way to solve the existing
multi-collinearity is to remove one of two independent variables with the mutual interdependence [54]
and repeat the analysis. Table 3 shows the collinearity between the variables.
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Table 3. Collinearity diagnosis.

Dimension Eigenvalue Condition Index
Variance Proportions

C X37 X08 X11 X09 X12 X15

1 3.926 1.000 0.10 0.00 0.01 0.00 0.02 0.01 0.01
2 1.022 1.960 0.00 0.80 0.06 0.00 0.01 0.01 0.00
3 0.884 2.107 0.00 0.19 0.31 0.00 0.05 0.04 0.01
4 0.680 2.402 0.00 0.00 0.12 0.00 0.42 0.00 0.11
5 0.366 3.276 0.00 0.00 0.08 0.01 0.48 0.17 0.17
6 0.077 7.119 0.53 0.00 0.25 0.04 0.02 0.46 0.70
7 0.044 9.447 0.46 0.00 0.19 0.95 0.00 0.33 0.00

The collinearity diagnostics follows several important values to reveal the problems with multi
collinearity-the eigenvalue, the condition index and the variance inflation factor. The resulting
values of eigenvalues are different from 0 (and are not close to 0), indicating that the predictors
are not intercorrelated.

The condition index is computed as the square root of the ratios of the largest eigenvalue to each
successive eigenvalue. When two or more of the supposedly independent variables are correlated,
the condition index for each will be above one. Values of one are independent; values of greater than
15 suggest there may be a problem, while values of above 30 indicate a serious problem. The resulting
values of the condition index confirm that there are not any multi collinearity problems.

The variance inflation factor (VIF), calculated in Table 4, measures the impact of collinearity
among the variables in a regression model. It is always greater than or equal to one. There is no formal
VIF value for determining presence of multicollinearity; however, values that exceed 10 are often
regarded as indicating multicollinearity. Based on the results in the model it can be concluded, that
there is no multicollinearity symptom, as all values are between 1 to 10.

Table 4. Collinearity measured by VIF.

Collinearity Statistics

Model Tolerance VIF

6 Constant
X37 0.997 1.003
X08 0.631 1.585
X11 0.529 1.891
X09 0.869 1.150
X12 0.406 2.465
X24 0.755 1.324

Gauss- Markov assumption of a liner relationship between variables claims that it is necessary to
have individual independent variables in a linear relation to the dependent variable. The existence of
linearity is determined by the Pearson correlation coefficient, Table 5. Indicative limits to determine
the dependence by Pearson correlation coefficient in this study are (in both positive and negative
relationships) [53]:

0 < |r| ≤ 0.3 weak dependence
0.3 < |r| ≤ 0.8 medium dependence
0.8 < |r| ≤1 strong dependence

158



Sustainability 2018, 10, 2144

Table 5. Pearson correlation matrix.
p

ro
sp

e
ri

ty X1 X2 X4 X7 X8 X9 X10 X11 X12 X15 X16 X18
−0.001 −0.008 0.005 0.008 −0.003 0.006 −0.001 −0.026 −0.024 −0.011 0.002 0.001

X20 X21 X22 X24 X25 X26 X27 X28 X30 X35 X36 X37
0.000 0.020 −0.011 0.002 −0.008 −0.009 0.007 0.005 −0.003 0.007 0.477 0.624

Values 0.000 means the figure is too small for three decimal place representation. It is clear, that
there is a weak linear dependence between the independent variables and the dependent variable,
except for X36 and X37 where their mutual relation with the dependent variable is described by the
medium dependence.

We test the hypothesis of mutual dependence between the individual independent variables and
the dependent variable on the significance level of 0.05, which is compared to the p-value of the test of
significance of Pearson correlation coefficient, Table 6.

Table 6. P-value of Pearson correlation coefficient.

p
ro

sp
e
ri

ty X1 X2 X4 X7 X8 X9 X10 X11 X12 X15 X16 X18
0.356 0.013 0.090 0.021 0.224 0.064 0.403 0.000 0.000 0.002 0.271 0.383

X20 X21 X22 X24 X25 X26 X27 X28 X30 X35 X36 X37
0.486 0.000 0.002 0.270 0.013 0.009 0.042 0.100 0.194 0.027 0.000 0.000

Based on the data shown in Table 4, we found that the p-value is higher than the significance
level of some independence variables, so we claim that there is not any dependence between these
independent variables and the dependent variable. However, Pearson correlation coefficient shows
weak but existing linear dependence between these independent variables and the dependent variable,
we decided to include these variables in the model of the corporate prosperity estimation. Considering
the independent variables X2, X7, X11, X12, X15, X21, X22, X25, X26, X27, X35, X36 and X37, the p-value
is lower than the level of significance, so we claim that there is a dependence between the individual
independent variables and the dependent variable.

Gauss- Markov assumptions mentioned in the methodological part were fulfilled (the assumption
of normal distribution and autocorrelation can be tested after the model formation) and the multiple
linear regression can be performed.

Stepwise method of the regression analysis eliminates the multi-collinearity problems, constructs
different models and shows statistics for each model, composed of different sets of variables.
These models are the combinations of independent variables that best explain the dependent variable.
Table 7 depicts the significant variables of the model.

Table 7. Variables entered/removed.

Model Variables Entered Variables Removed Method

1 X37 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

2 X08 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

3 X11 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

4 X09 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

5 X12 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

6 X15 . Stepwise (Criteria: Probability-of-F-to-enter <= 0.050,
Probability-of-F-to-remove >= 0.100).

Dependent Variable: OPPL
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The regression analysis reveals that the model includes six statistically significant independent
variables, which best explains the variability of the dependent variable considering the order, in which
they were added into the model. The multi-industry model of the corporate prosperity quantification
in conditions of Slovak enterprises consists of these predictors: working capital, working capital to
total assets ratio, current assets to total assets ratio, operating profit to total assets ratio, cash and cash
equivalents to total assets ratio and current liabilities to total assets ratio.

It is interesting to compare the results of Pearson correlation coefficient with the results of the
relevant independent variables according to the regression analysis. In most cases, both analysis
provide the same results, i.e., if the results of Pearson correlation coefficient indicates to reject
a significant relationship between the variables, the regression analysis often proves the same.
The difference was only in the case of the independent variables X8 and X9, which the regression
analysis considered to as significant attributes affecting the value of the corporate prosperity and
profitability. The overall correlation between the variables left in the models (we consider six models)
and the dependent variable is shown in Table 8, which portrays particular steps of addition or
subtraction of variables from the set of explanatory variables based on some pre-specified criteria.

Table 8. Quality of the regression model (Model summary).

Predictors in the Model R R Square Adj R Square Std. Error Durbin-Watson

1 Constant (C), X37 0.624 0.389 0.389 2562.368
2 C, X37, X8 0.625 0.390 0.390 2559.914
3 C, X37, X8, X11 0.625 0.390 0.390 2559.385
4 C, X37, X8, X11, X9 0.625 0.391 0.391 2558.734
5 C, X37, X8, X11, X9, X12 0.625 0.391 0.391 2558.664
6 C, X37, X8, X11, X9, X12, X15 0.625 0.391 0.391 2558.469 1.999813

Dependent Variable: OPPL

R squared presents the percentage of the variation in the dependent variable that is explained
using the independent variables included in the model. The model 6, which includes all the relevant
model predictors, explains 39.1% of the variation in the dependent variable. Adjusted R-squared
indicates how well terms fit a curve or line, but adjusts for the number of terms in a model, in our
case 39.1%.

Table 9 presents the linear regression equation coefficients for the various model variables.

Table 9. Coefficients of the models.

Unstandardized Coefficients Standardized Coefficients

Model B Std. Error Beta t Sig.

6 Constant 265.557 33.305 7.973 0.000
X37 0.505 0.002 0.625 211.843 0.000
X08 −427.954 41.398 −0.038 −10.338 0.000
X11 −138.346 47.360 −0.012 −2.921 0.003
X09 284.326 50.352 0.018 5.647 0.000
X12 −156.817 45.620 −0.016 −3.437 0.001
X24 −125.806 36.777 −0.012 −3.421 0.001

The significance (Sig.) should be below the significance level 0.05 to consider all predictors
significant for the model. All independent variables are below the determined significance level and
thus may be used as relevant predictors in the multi-industry model. The statistical significance of the
model is proved by the F-test (Table 10).
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Table 10. Statistical significance of the final regression model (F-test).

Model DF Sum of Squares Mean Squares F Sig.

Regression 6 2.845 × 1011 4.914 × 1010 7507.453 0.000
Residual 105,700 4.757 × 1011 6,545,762.407

Total 105,707 7.602 × 1011

The result value of the calculated F statistics is again compared to the significance level of 0.05,
and as it is below the determined level, we can conclude that the model is statistically significant.

Gauss-Markov assumption of normal distribution and autocorrelation applies to model residues
can be tested after the regression. Within the regression analysis, emphasis is given on the normality of
residues. If the residues were not normally distributed, the results could be inaccurate. Central limit
theorem guarantees that the violation of the normal distribution in large sample sets (n > 100) does not
have critical consequences [55]. Autocorrelation was tested by Durbin-Watson test, its value 1.9998
(see Table 7) is compared with the critical value and thus we do not reject the null hypotheses that the
residuals are not auto-correlated.

The final notation of the model of the prosperity quantification, based on the corporate profitability,
in conditions of the Slovak enterprises is:

corporate prosperity = 265.557 + 0.505X37 − 427.954X08 − 138.346X11−
+284.326X09 − 156.817X12 − 125.806X15

(2)

The multi-industry model of the corporate prosperity and profitability shows, that the value of the
intercept is the limit value, which means, that if all financial ratios are zero and the company has the
value of the corporate prosperity equal or less than the constant, the future prosperity and profitability
of the company is bad, it is non-prosperous. In that case, its business partners have to consider their
cooperation in the future or take measures to eliminate or prevent the financial risks. It the value of
the corporate prosperity is higher than the constant the company is considered profitable in the future.
Ceteris paribus, the value 0.505 X37 means that if the value of the working capital increases/decreases
by one measure unit, the value of the corporate prosperity increases/decreases of 0.505 €. The value
427.964 X8 presents that if the value of the working capital to total assets ratio increases/ decreases by
one measure unit, the value of the corporate prosperity increases/decreases of 427.954 €. The value
138.346 X11 determines that if the value of current assets to total assets ratio increases/ decreases by
one measure unit, the value of the corporate prosperity increases/decreases of 138.346 €. The value
284.326 X09 means that if the value of the operating profit to total assets ratio increases/ decreases by
one measure unit, the value of the corporate prosperity increases/decreases of 284.326 €. The value
156.817 X12 presents that if the value of the cash and cash equivalents to total assets ratio increases/
decreases by one measure unit, the value of the corporate prosperity increases/decreases of 156.817 €.
In addition, the value 125.806 X15 states that if the value of the current liabilities to total assets ratio
increases/decreases by one measure unit, the value of the corporate prosperity increases/decreases of
125.806 €.

Given that the coefficient of determination of our model is 39.1% we can describe only slightly
more than 39% of changes in the value of corporate prosperity. The remaining changes in the prosperity
value may be caused by other, and also non-measurable, factors that we were not able to quantify
and measure or by other factors that may not be related to prosperity and profitability of the Slovak
companies. Based on the results of the multiple linear regression analysis we can identify the financial
predictors, which play a crucial role in the process of the corporate prosperity quantification and
financial risks identification, those are: working capital, working capital to total assets ratio, current
assets to total assets ratio, operating profit to total assets ratio, cash & cash equivalents to total assets
ratio and current liabilities to total assets ratio.
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To verify the prediction ability of the estimated model, we use Equation (2) to predict the future
corporate prosperity, which was compared with the real values of the dependent variable OPPL(0 is
for prosperous companies, 1 for the non-prosperous ones). The results are portrayed in Table 11.

Table 11. Prediction ability of the model (classification results).

0 1 Total

Non-prosper. real
0

count 46,153 30,152 76,305
% 60.5% 39.5% 100.0%

1
count 13,284 16,119 29,403

% 45.2% 54.8 % 100.0%

Total count 59,437 46,271 105,708

56.2% 43.8% 100.0%

58.91 % of original grouped cases correctly classified

It is obvious that the formed model of the corporate prosperity identified correctly 60.5% of
prosperous companies and 54.8% of non-prosperous companies, which corresponds to the weak level
of the coefficient of determination. The total prediction ability of the model is 58.91%, which Hampel
and Klepáč [56] classify as an acceptable prediction ability.

4. Discussion

The financial risk measurement and prediction modelling for sustainable development of business
entities using regression analysis proved, that the predictors of the model are acceptable to be used to
predict the future prosperity of Slovak business entities. However, its prediction ability is not sufficient,
which is the consequence of the method used. The same database of companies was used to predict the
future development of companies by multiple discriminant analysis, logistic regression. The overall
classification ability of the model formed by the multiple discriminant analysis is 73%; however,
the more important information is the correct classification of non-prosperous entities, which is at
the level of 93% [57]. The results of the logistic regression model claim, that the overall percentage of
correct classification is slightly above 79%, with more than 84% of non-prosperous companies correctly
classified [58]. Significant results were proved also in the study of Rohacova and Kral [59], who used
data envelopment analysis to predict the corporate failure.

The wide usage of the Altman model as a measure of a financial distress of strength in the
economic and financial research points out that it is widely accepted as a reasonable, simple and
consistent measure of the distressed entity at risk [60]. Thus, this model was tested in the conditions
of Slovak business environment. In the research of Adamko and Svabova [61] Altman model was
tested on the data of Slovak entities; the prediction ability of the model is 88.17%. Comparing the
results of the studies realized in the Slovak business environment and based on different calculation
method, it is clear, that the prediction ability of the latest Altman model slightly outperforms the other
methods used. However, it has to be emphasized, that the informative value of some indicators of
Altman model are significantly different in the economy with developed capital market and in the
economy with less developed market, which is the case of Slovakia as the market does not reflect the
expectations of the capital market.

Despite the fact that the companies in the database differ widely in their capital structure, firm size,
access to external finance, management style, number of employees, the risk of financial failure can be
modelled using the same set of independent variables for both prosperous and non-prosperous
companies, which is confirmed by the study of Gupta et al. [62]. This knowledge leads to the
identification of factors, which are significant enough to manage financial risks, and to affect the
profitability and prosperity of the company. A similar research was conducted by Faltus [63],
his research was aimed at finding the optimal default prediction model for Slovak companies using
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the logistic regression, and Guo et al. [27], who used linear regression models and introduced a new
parallel maximum likelihood estimator for multiple linear models fitted on the bankruptcy data.

Sharifabadi et al. [64] in their study of the impact of financial ratios on the prediction of bankruptcy
of small and medium companies suppose the current assets to total assets ratio and operating profit
to total assets to be the important indicators. Tian et al. [65] consider in their study 39 financial and
market variables as candidate bankruptcy predictors, 85% of them are similar to independent variables
used in our study. The most significant variables included in more than 5 models were recognized in
the study of Bellovary et al. [66]. According to the results of this study, the predictors left in our model
are significant variables included in many models worldwide. Current ratio appears in 51 prediction
models, current assets to assets ratio in 10 and operating profit to total assets in 9, both working capital
to total assets ratio and working capital in 7 models.

Ravi Kumar and Ravi [50] analyzed 62 prediction models and ranked most significant explanatory
variables. Four out of six predictors used in the model are in the list of the most important explanatory
variables; operating profit to total assets, ratio of current assets and total assets, current liabilities to
total assets ratio and working capital to total assets.

The results of the study of 47 prediction models provided by Dimitras et al. [67] summarize the
number of countries and number of models that include particular financial ratios. They identified
18 significant explanatory variables used in the prediction models worldwide. In the model, four of
them are included: working capital ratio used in 5 countries and 16 models, current assets to total
assets (6 countries and 12 models), operating profit to total assets (4 countries, 11 models) and net
current liabilities to total asset (3 countries, 9 models).

Kliestik et al. [68] determined currently most commonly used explanatory variables and the
number of studies in which they are included. Three ratios included in our model are from the
list: current assets to total assets, operating profit to total assets and current liabilities to total
assets. Moreover, the use of specific explanatory variables was revealed in the models of Visegrad
countries [69].

In the study of Mihalovič [70], author focuses on the comparison of overall prediction performance
of the two developed models, discriminant analysis and logistic regression, in conditions of the Slovak
Republic and he reveals the most significant predictors net income to total assets, current ratio and
current liabilities to total assets

Considering the studies on the most commonly used variables of the prediction models we can
claim, that the statistically significant variables in the model of corporate prosperity belong to the
group of variables, which are accepted by experts in this field. Mousavi et al. [71] conclude that the
choice and design of independent variables and their nature affect the overall performance of the
model. It is obvious that there are significant differences among variables used in various models and
that for different countries with different type of economy should be developed a unique model with
appropriate variables. The predictors identified in the study may be further applied in the formation
of the complex prediction model in conditions of the Slovak Republic.

5. Conclusions

The bankruptcy prediction modelling helps predict the financial distress of companies.
The importance of the area is underlined by the fact, that the information about the future corporate
prosperity eliminates potential financial risks and enables to evaluate the financial health of the
company based on selected financial indicators or other characteristics of the company or the
environment in which they operate.

Realizing the multiple regression analysis, we identify the statistically significant determinants
that affect the future financial development of the company and thus we form a regression model
to estimate the corporate prosperity and profitability. As the statistically significant predictors were
determined seven financial ratios: working capital, working capital to total assets ratio, current assets
to total assets ratio, operating profit to total assets ratio, cash and cash equivalents to total assets ratio
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and current liabilities to total assets ratio. These factors are significant enough to manage financial
risks and to affect the profitability and prosperity of the company and can be later used in the model
to predict the default of Slovak companies.

The multi-industry model of the corporate prosperity and profitability perceives the value of the
intercept as the limit value, which means, that if the company has the value of the corporate prosperity
equal or less than intercept value, there is a thread of financial problems in the future. Moreover,
the corporate business partners have to consider their cooperation with the company in the future
or take measures to eliminate or prevent the financial risks. The model has some limitation that is to
be mentioned, and it is the low value of the R square (39.1%) which means, that there is a space for
unknown and unmeasurable changes than can have some impact on the corporate prosperity and
insufficient total prediction ability (58.91%). The choice of the method of linear regression may not be
perceived positively, but despite that fact, we were able to identify crucial predictors to be used in the
further research and also to quantify the future prosperity of the entities in the database. The further
research with the same data revealed that it is more appropriate to use either the multiple discriminant
analysis or the logistic regression to predict the future prosperity of any company.

The main aim of the paper was to extend the knowledge about identification and elimination
of financial risks related to the unhealthy financial situation of the company. The results gained in
the multi-industry model are extra important for companies themselves, but also for their business
partners, suppliers and creditors to eliminate financial and other corporate risks related to the unhealthy
or unfavorable financial situation of the company.

The formation of the complex prediction model in the economic conditions of the Slovak Republic
is still missing, and thus the results of our research may be used to determine the financial ratios that
can be, based on the future detailed research, used as the predictors of the Slovak prediction model.
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Abstract: Consider using the simple moving average (MA) rule of Gartley to determine when to
buy stocks, and when to sell them and switch to the risk-free rate. In comparison, how might the
performance be affected if the frequency is changed to the use of MA calculations? The empirical
results show that, on average, the lower is the frequency, the higher are average daily returns, even
though the volatility is virtually unchanged when the frequency is lower. The volatility from the
highest to the lowest frequency is about 30% lower as compared with the buy-and-hold strategy
volatility, but the average returns approach the buy-and-hold returns when frequency is lower.
The 30% reduction in volatility appears if we invest randomly half the time in stock markets and half
in the risk-free rate.
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1. Introduction

According to the standard investing separation theorem of Tobin [1], investors allocate
investments between risk-free and risky assets. If the risk-free rate is low (high), the investors shift
their wealth to (from) the risky assets. Fama [2] divided forecasters into two categories, namely macro
forecasters (or market timers) and micro forecasters (or security analysts), who try to forecast individual
stock returns relative to the market returns.

Merton [3] defined a market timer to forecast when stocks will outperform (underperform) the
risk-free asset, indicating that, when rm

t > r f
t (rm

t < r f
t ), where rm

t is average stock market returns,
r f

t is the risk-free asset, ri
t = r f

t + βi(rm
t − r f

t ) + εi
t, ri

t is the return for individual stock i included in
the market portfolio m, βi is a positive parameter, and E[εi

t
∣∣rm

t ] = E[εi
t] . That is, a market timer only

forecasts the statistical properties of rm
t − r f

t , indicating that their forecasts contain only the differential
performance among individual stocks arising from systematic risk in the markets.

Merton [3] showed theoretically that, when investors have heterogeneous beliefs and imperfect
information, the value of a random market timing forecast is zero, and if the forecast variable is
distributed independently or the forecast is based on public information, its value is zero, too. In fact,
Merton showed that the maximum value of skilled market timing is the value of the protective put
against buy-and-hold strategy.

Henriksson and Merton [4] presented an empirical procedure whereby correct forecasts can be
analyzed statistically. However, if it is assumed that εi

t follows an approximate normal distribution,
this leads to the Capital Asset Pricing Model (CAPM) of Sharpe [5], and Lintner [6].
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The purpose of the paper is to detect whether the frequency used in calculating the MA affects
the performance of the trading rule. We use a large sample with more than eight million observations
for robustness of the empirical results, and a simple MA rule for the timing aspect for individual Dow
Jones Industrial Average (DJIA) stocks with different frequencies. We use a simple MA rule for the
timing aspect for individual Dow Jones Industrial Average (DJIA) stocks with different frequencies.
Zhu and Zhou [7] showed analytically that MA trading rules, as a part of asset allocation rules,
can outperform standard allocation rules when stock returns are partly forecastable. The standard
rule means investing a fixed proportion of wealth in risky assets and the rest in risk-free assets, with
the ratio determined by the risk tolerance of an investor. It is well known that MA is a widely used
technical trading rule, which adds value for a risk averse investor if returns are predictable.

This is the well-known reward/risk (or mean-variance) principle in the spirit of Markowitz [8],
Tobin [1], and Sharpe [5]. Zhu and Zhou [7] argued that the fixed allocation rule is not optimal if
returns are forecastable by using the MA rule. Therefore, assuming that risk tolerance and the forecast
performance of stock market returns are constant, the linear combination rule means that, when the
MA rule suggests an uptrend (downtrend), the rule suggests that the total weight should be allocated
to stock markets (the risk-free rate).

The empirical findings suggest a low volatility anomaly that might be explained by investors’
affection to high volatility, as suggested by Baker et al. [9], and noted in Ang et al. [10]. On the other
hand, the reported predictability of risk premia (see, for example, Cochrane [11], and Fama [12]) can
explain why, for instance, MA rules forecast better than using random highs and lows in the stock
market (as noted in Jagannathan and Korajczyck [13]). The topic is important, as Friesen and Sapp [14],
among others, reported that mutual fund investors had negative outcomes, on average, in their timing
to invest and withdraw cash from US mutual funds from 1991 to 2004. Munoz and Vicente [15]
reported similar results with more recent data in US markets.

The remainder of the paper is organized as follows. Section 2 provides a literature review, and
alternative model specifications are presented in Section 3. The empirical analysis is conducted in
Section 4, while Section 5 gives some concluding comments.

2. Literature Review

In efficient markets, investors earn above average returns only by taking above average risks
(Malkiel [16]). Samuelson [17] conformed with Fama [2] by noting that market efficiency can be divided
into micro and macro efficiency. The former concerns the relative pricing of individual stocks, and the
latter, for markets as a whole. The CAPM by Sharpe [5], and Lintner [6] argues that beta is a proper
definition for systematic risk for stock i, if unexplained changes in risk adjusted returns for the stock
follow approximately normal distribution with zero mean.

Black [18] stated that the slope of the security market line (SML) is flatter if there exist restrictions
in borrowing, that is, leverage constraints in the model. Starting from Black et al. [19], many studies
have reported that the security market line is too flat in US stocks compared with the SML suggested
by the CAPM version of Sharpe and Lintner.

Ang et al. [10], Baker et al. [20], and Frazzini and Pedersen [21] found that low-beta stocks
outperform high-beta stocks statistically significantly. In fact, Frazzini and Pedersen reported that
significant excess profits in US stocks can be achieved by shorting high-beta stocks and buying
low-beta stocks with leverage, but that leverage constraints make them disappear. Using Black [18],
investors often have leverage constraints, thereby making them place too much weight on risky
stocks, which results in lower required return for high-beta stocks than would be justified by the
Sharpe–Lintner CAPM.

Markowitz [8] defined portfolio risk simply as the volatility of portfolio returns. Clarke et al. [22]
found that the volatility of stock returns contains potentially an additional risk factor with respect
to systematic risk that can be defined in the betas of CAPM by Sharpe and Lintner. Moreover,
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Ang et al. [10] reported that the total volatility of international stock market returns is highly correlated
with US stock returns, thereby suggesting a common risk factor for US stocks.

Baker et al. [9] suggested that the low-volatility anomaly is due to investor irrational behavior,
mainly because an average fund manager seeks to beat the buy-and hold strategy by overinvesting
in high-beta stocks. The explanations include preference for lotteries (Barberis and Huang [23];
Kumar [24]; Bali et al. [25]), overconfidence (Ben-David et al. [26]), and representativeness (Daniel and
Titman [27]), which means that people assess the probability of a state of the world based on how
typical of that state the evidence seems to be (Kahneman and Tversky [28]).

Baker et al. [9] argued that the anomality is also related to the limits of arbitrage (see also
Baker and Wurgler [29]). In fact, the extra costs of shorting prevent taking advantage of overpricing
(Hong and Sraer [30]). More importantly, Li et al. [31] reported that the excess returns of low-beta
portfolios are due to mispricing in US stocks, indicating that the low-volatility anomaly does not
exist because of systematic risk by some rational, stock specific volatility risk factor. They tested the
low-volatility anomaly with monthly data from January 1963 to December 2011 in NYSE, NASDAQ,
and AMEX stocks.

Market timing is closely related to technical trading rules. Brown and Jennings [32] showed
theoretically that using past prices (e.g., the MA rule of Gartley [33]) has value for investors,
if equilibrium prices are not fully revealing, and signals from past prices have some forecasting
qualities. More importantly, Zhu and Zhou [7] indicated that the MA rules are particularly useful
for asset allocation purposes among risk averse investors, when markets are forecastable (quality
of signal).

Moskowitz et al. [34] argued that there are significant time series momentum (TSM) effects
in financial markets that are not related to the cross-sectional momentum effect (Jegadeesh and
Titman [35]). However, TSM is closely related to MA rules, since it gives a buy (sell) signal according
to some historical price reference points, whereas MA rules give a buy (sell) signal, when the current
price moves above (below) the historical average of the chosen calculated rolling window measure.

Starting from LeRoy [36] and Lucas [37], the literature in financial economics states that financial
markets returns in efficient markets are partly forecastable, when investors are risk averse. This leads
to the time-varying risk premia of investors, as noted by Fama [12]. For example, Campbell and
Cochrane [38] presented a consumption-based model, which indicates that when the markets are in
recession (boom), risk averse investors require larger (smaller) risk premium for risky assets. More
importantly, Cochrane [11] noted that the forecastability of excess returns may lead to successful
market timing rules.

Brock et al. [39] tested different MA lag rules for US stock markets, and found that they gain
profits compared with holding cash. On the other hand, Sullivan et al. [40] found that MA rules do not
outperform the buy-and-hold strategy, if transaction costs are accounted for. Allen and Karjalainen [41]
used a genetic algorithm to develop the best ex-ante technical trading rule model using US data,
and found some evidence of outperforming the buy-and-hold strategy. Lo et al. [42] found that risk
averse investors benefit from technical trading rules because they reduce volatility of the portfolio
without giving up much returns when compared against the buy-and-hold strategy.

More recently, Neely et al. [43] used monthly data from January 1951 to December 2011,
and reported that MA rules forecast the risk premia in US stock markets statistically significantly.
Marshall et al. [44] found that MA rules give an earlier signal than TSM, suggesting better returns for
MA rules, but they both work best with outside of large market value stocks.

Moskowitz et al. [34] used monthly data from January 1965 to December 2009, and reported that
TSM provides significant positive excess returns in futures markets. However, Kim et al. [45] reported
that these positive excess returns produced by TSM are due to the volatility scaling factor used by
Moskowitz et al.
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3. Model Specification

Consider an overlapping generation economy with a continuum of young and old investors
[0, 1]. A young risk-averse investor j invests their initial wealth, wj

t, in infinitely lived risky assets
i = 1, 2, . . . I, and in risk-free assets that produce the risk-free rate of return, rf. A risky asset i pays
dividend Di

t, and has xs
i outstanding. Assuming exogenous processes throughout, the aggregate

dividend is Dt.
A young investor j maximizes their utility from old time consumption through optimal allocation

of initial resources wj
t, between risky and risk-free assets:

maxxj
t

(
Et(Pt+1+Dt+1)

Pt
− (1 + r f )

)
− νj

2 xj2 σ2

s.t.
xj

tPt ≤ wj
t

where Et is the expectations operator, Pt is the price of one share of aggregate stock, νj is a constant
risk-aversion parameter for investor j, σ2 is the variance of returns for the aggregate stock, and xj

t is
the demand of risky assets for an investor j. The first-order condition is:

Et(Pt+1+Dt+1)
Pt

− (1 + r f )− νjxj
tσ

2 = 0,

which results in optimal demand for the risky assets:

xj
t =

Et((Pt+1 + Dt+1)/Pt)− (1 + r f )

νjσ2 (1)

Suppose that an investor j is a macro forecaster who allocates their initial wealth, wj
t, between

risky stocks and risk-free assets according to their forecast about the return of the risky alternative.
Then, Equation (1) says that the investor invests in the risky stocks only if the numerator on the right
hand side is positive.

4. Empirical Analysis

This section presents the empirical results from seven frequencies for the (MA) trend-chasing rules.
The data consist of 29 companies included in the Dow Jones Industrial Average (DJIA) index in January
2018. The trading data (daily closing prices) cover 30 years from 1 January 1988 to 31 December
2017. Choosing the current DJIA companies for the last 30 years creates a “survivor bias” in the
buy-and-hold results. However, this should not be an issue, as we intend to compare the performance
of the alternative MA frequency rules.

The rolling window is 200 trading days. The first rule is to calculate MA in every trading day;
the second frequency takes into account every 5th trading day (thereby providing a proxy for the
weekly rule); the third frequency takes into account every 22th trading day (proxy for the monthly
rule); the fourth rule is to calculate MA for every 44th trading day (proxy for every other month);
the fifth rule takes into account every 66th trading day (proxy for every third month); the sixth rule
takes into account every 88th trading day (proxy for every fourth month); and the seventh rule takes
into account every 100th trading day (proxy for every fifth month).

For the 29 DJIA companies, 26 of them have daily stock data available from 27 March 1987, thereby
giving 4 January 1988 as the first trading day. The data for Cisco are available from 12 February 1990,
for Goldman Sachs from 4 May 1999, and for Visa from 19 March 2008. There are 217,569 observations
of daily returns from DJIA stocks. Thus, there are 217,569 × 9 = 1,958,121 daily returns for the first
three frequencies (rules), 217,569 × 4 = 870,276 daily returns for the fourth rule, 217,569 × 3 = 652,707
daily returns for the fifth rule, 217,569 × 2 = 435,138 daily returns for the sixth rule, and 217,569 daily
returns for the seventh rule.
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The trading rule for all cases is to use a simple crossover rule. When the trend-chasing MA turns
lower (higher) than the current daily closing price, we invest the stock (three-month US Treasury Bills)
at the closing price of the next trading day. Thus, the trading rule provides a market timing strategy
where we invest all wealth either in stocks (separately, every stock included in DJIA), or to the risk-free
asset (three-month U.S. Treasury bill), where the moving average rule advices the timing.

At the first frequency (every trading day), we calculate daily returns for MA200, MA180, MA160,
MA140, MA120, MA100, MA80, MA60, and MA40. For example, MA200 is calculated as:(

Pt−1 + Pt−2 + . . . + Pt−200

200

)
= Xt−1

At the lowest frequency, where every 100th daily observation is counted, MAC2 is calculated as:(
Pt−1 + Pt−100

2

)
= Xt−1

If Xt−1 < Pt−1, we buy the stock at the closing price, Pt, thereby giving daily returns as

Rt+1 = ln
(

Pt+1

Pt

)
Tables 4–7 and A1–A3 in Appendix A show that the annualized average log returns of

MA200−MA40 are +0.053 after transaction costs (with 0.1% per change of position). Recall that
there are 200 closing day prices in the rolling window MA200, whereas MA40 means that there are 44
closing day prices in the window. The respective log returns for MAW40−MAW8 (weekly) are +0.063;
for MA10−MA2 (monthly) +0.071; for MAD5−MAD2 (every other month) +0.078; for MAT4−MAT2
(every third month) +0.084; for MAQ3−MAQ2 (every fourth month) +0.094; and for MAC2 (every
fifth month) +0.088 after transaction costs.

Tables 4–7 and A1–A3 show that, as the frequency decreases until every fourth month frequency
(MAQ3−MAQ2), average returns tend to increase, and decrease thereafter. In comparison, the biased
buy-and-hold strategy produces +0.117 with equal weights among all DJIA stocks, and with 0.295

annual volatility. A random investment (half the time in the risk-free rate, and half in the equally
weighted portfolio from 4 January 1988) produces (0.117 × 0.5 + 0.022 × 0.5) = +0.070 annually, on
average, with (1 −√

0.5 = 0.293) = 29.3% reduction in volatility, indicating 0.209 annual volatility for
that portfolio.

The data are dividend excluded, but the average annual dividend yield in DJIA stocks over the
last thirty years has been +0.026, so that the biased buy and hold strategy produces +0.143 annually
with equal weights among DJIA stocks before taxes. Thus, the random investment strategy produces
+0.083 annually, with survivor bias.

Appendix A (namely the second column of Tables 4–7 and A1–A3) also reports the annualized
average log returns calculated in the largest sample (full 200 observations) in every category: MA200
+0.065; MAW40 +0.073; MA10 +0.079; MAD5 +0.083; MAT4 +0.089; MAQ3 +0.091; and MAC2 +0.088

after transaction costs and before dividends. Adding +0.013 produces after dividends and before taxes:
MA200 +0.078; MAW40 +0.086; MA10 +0.092; MAD5 +0.096; MAT4 +0.102; MAQ3 +0.104; and MAC2
+0.101. These results imply that starting from every fifth trading day frequency, a macro forecaster
beats the buy and hold strategy in returns.

Figure 1 illustrates the effects of frequency on the returns to volatility ratio (the second column in
Appendix A, Tables 4–7 and A1–A3).
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Figure 1. Returns to volatility ratio in MA200, MAW40, MA10, MAD5, MAT4, MAQ3, MAC2, and the
theoretical random timing efficient SML.

In Figure 1, the straight line illustrates the return to volatility ratio of portfolios, where wealth
is randomly invested in combinations of the three-month Treasury Bill (risk-free rate), with stocks
included in the DJIA between 4 January 1988 and 31 December 2017. The red crosses represent
the average return/volatility points calculated in the 200-day rolling window with the following
frequencies: daily, every five days, every 22 days, every 44 days, every 66 days, every 88 days,
and every 100 days (with only the most observations in each frequency giving 200, 40, 10, 5, 4, 3, and
2 observations). The red crosses plot a convex curve that deviates increasingly from the straight return
to volatility ratio line, thereby symbolizing superior portfolio efficiency.

Tables 8–14 in Appendix B show that the annualized volatility of daily returns read,
on average: MA200−MA40 0.2044; MAW40−MAW8 0.205; MA10−MA2 0.2091; MAD5−MAD2 0.213;
MAT4−MAT2 0.219; MAQ3−MAQ2 0.221; and MAC2 0.218. Thus, there is virtually no difference
between the MA frequencies, while the biased buy-and-hold strategy produces 0.295.

Figure 1 presents the volatilities calculated in the largest sample (full 200 day rolling window in
every category, the second column in Tables 8–14). They read MA200 0.207; MAW40 0.208; MA10 0.211;

MAD5 0.213; MAT4 0.218; MAQ3 0.215; and MAC2 0.218 after transaction costs. Investing randomly
half of the time in the risk-free rate and the other half in the equally weighted portfolio, produces 0.209.

Thus, the difference between the annual volatilities produced in profitable market timing MA rules
(MA10−MAC2) and random market timing (half and half) ranges from 0.009 to 0.002.

In Figure 2, the straight line again presents the return to volatility ratio of portfolios with random
investment in the risk-free rate and the stocks in DJIA between 4 January 1988 and 31 December
2017. The red crosses plot the average return to volatility ratios, calculated by using a 200-day rolling
window, with the following frequencies: daily, every five days, every 22 days, every 44 days, every
66 days, every 88 days, and every 100 days. The averages of every lag are reported in Tables 4–14
and A1–A3, and. Thus, all daily returns from Tables 4–14 and A1–A3 are included.
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Figure 2. Returns to volatility ratio in MA200 − MA40, MAW40 − MAW8, MA10 − MA2, MAD5 −
MAD2, MAT4 − MAT2, MAQ3 − MAQ2, MAC2, and the theoretical random timing efficient SML.

Comparing Figures 1 and 2, it is clear that using the whole 200 daily observation windows in
the MA rules produces more efficient results in market timing. That is, comparing the products of
shorter and longer MA rule rolling windows, e.g., the last two monthly observations compared with
ten monthly observations, average realized returns drop from +0.079 to +0.059 before dividends, while
volatility remains approximately unchanged (from 0.211 to 0.207). This suggests that, in both cases,
about half and half is invested in the equally-weighted DJIA portfolios and in the risk-free rate, and
the MA rules advise the timing. More importantly, Tables 8–14 in Appendix B show that the range in
volatilities with all MA rules varies between 0.202 and 0.227 (with 0.02 difference), whereas Tables 4–7
and A1–A3 in Appendix A show that realized returns vary between 0.096 and 0.033 before dividends
(with 0.063 difference).

These results indicate that a macro market timing with 200 days rolling window produces a
reduction in volatility from 0.295 (the buy-and hold) to between 0.207 and 0.218, but the average
annualized returns (dividends included) tend to rise as the MA frequency falls (+0.078 with all
200 observations to +0.104 with every fourth month observations). Thus, the results indicate that MA
market timing finds long term stochastic trends more efficiently than short term stochastic trends.

The Sharpe ratio of random market timing (half and half) with dividends is 0.292; for MA200
0.271; for MAW40 0.308; for MA10 0.332; for the MAD5 0.347; for MAT4 0.370; for MAQ3 0.381; and for
MAC2 it is 0.362.

Figure 3 shows that when the volatility changes 1% in the DJIA stocks, then the average returns
change is 0.39%. Figures 1 and 2 suggest that the theoretical change should be such that, when the
volatility changes 1%, the average returns change is 0.50%, suggesting a flatter SML line in the data.
This suggests strongly that DJIA investors have overweight high-beta stocks in the last 30 years.
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Figure 3. Returns to volatility ratio in current DJIA stocks, annual averages from 4 January 1988 to
31 December 2017.

It is obvious that transaction costs are crucial in MA performance. In the above calculations, the
transaction costs are 0.1% per transaction from current wealth. Tables 15 and 16 in Appendix C report
the transaction costs for the MA200−MA40 and MA10−MA2 rules. In the MA200−MA40 rules, the
average annualized transaction costs are 0.0133, such that the rules have about 13 changes in positions
per year. Meanwhile, for the MA10−MA2 rules, the average annualized transaction costs are 0.0032,

suggesting about three changes in positions per year.
Allen and Karjalainen [41] gave reasons for using a cost of 0.2% per transaction in their sample,

but since technological progress has reduced transaction costs since the mid-1990s, 0.1% per transaction
should be fair, on average. Nevertheless, a trial with 0.2% transaction costs shows that, for example,
the average annualized daily returns become 0.0403 for the MA200−MA40 rules, and 0.0674 for the
MA10−MA2 rules. Note that the returns grow 67%, on average, for the MA10−MA2 rules (with about
the same volatility) compared with costs of 0.1% per transaction.

Note that the model prohibits short selling since we only have long positions in stocks or investing
in the risk-free rate. Then, the limits of arbitrage argument of Baker et al. [9] are consistent with
our results.

5. Concluding Remarks

The analysis suggests that a macro forecaster can obtain higher returns with equal volatility
(30% below that of the buy-and-hold strategy) by reducing the frequency used in MA rules. The return
to volatility ratio for risk-averse investors with MA market timing significantly outperforms the
random benchmark strategy, when the frequency in the MA rules is reduced. This indicates that the
forecasts become more accurate as the time frame becomes longer.

The results suggest that a flatter SML in the CAPM can be followed by the irrational preference
of investors in high-beta stocks, as suggested by Baker et al. (2011) and Li et al. (2016), since the
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empirically efficient frontier of portfolios becomes flatter than the theoretically efficient SML (random
timing) (see Figure 1). In other words, the empirical results suggests\that market timing with the few
past observations (for example, every fourth month) in the past 200 rolling window daily prices, have
produced significantly better returns to risk ratio for the portfolio of DJIA equally weighted stocks in
the past 30 years than random timing. The finding points to the low-volatility anomaly.

One explanation for the results is that they are due to time-varying risk premiums. This is
emphasized by Neely et al. (2014), who claimed that MA rules, in effect, forecast changes in the risk
premium. If the results are rational products of time-varying risk premiums, the results suggest that
investor sensitivity to risk must be extremely high, and their risk premium is larger (smaller) in downs
(ups), as suggested by Campbell and Cochrane (1999). As volatility rises (decreases), usually in downs
(ups), the results suggest that, when volatility is high, investors as a group tolerate significantly more
risk (that is, volatility) than in calmer periods.

Consider the following numerical example: Assume that the risk premium is 0.08 in volatile
downs, and 0.04 in calm ups, and the variance of returns is 0.09 in downs and 0.03 in ups. Then, the risk
aversion coefficient must be 0.89 in volatile down periods, and 1.33 in calm up periods. As market
timing with MA rules works better in longer periods with few observations, it seems to be more
accurate in longer stochastic (up or down) trends.
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Table 4. Annualized daily (every other month) returns of MAD2–MAD5 (D = every other month, and
5, 4, 3, 2 are the numbers of observations in the rolling window), average annualized returns.

Buy and Hold MAD5 MAD4 MAD3 MAD2

3M 0.090 0.062 0.063 0.042 0.049
American Express 0.094 0.089 0.098 0.052 0.041

Apple 0.157 0.040 0.042 0.030 0.085
Boeing 0.119 0.112 0.110 0.102 0.110

Caterpillar 0.100 0.079 0.09 0.089 0.084
Chevron 0.084 0.033 0.036 0.026 0.028

Coca-Cola 0.099 0.093 0.102 0.080 0.078
Walt Disney 0.103 0.068 0.074 0.080 0.084

Exxon 0.072 0.022 0.018 0.010 0.009
GE 0.052 0.067 0.066 0.041 0.033

Home Depot 0.190 0.174 0.175 0.156 0.160
IBM 0.055 0.016 0.023 0.017 0.021
Intel 0.134 0.093 0.098 0.089 0.112

Johnson & Johnson 0.113 0.083 0.086 0.048 0.071
JP Morgan 0.090 0.053 0.052 0.048 0.054
McDonalds 0.114 0.094 0.098 0.071 0.070

Merck 0.063 0.084 0.067 0.036 0.031
Microsoft 0.180 0.138 0.136 0.106 0.088

Nike 0.177 0.140 0.144 0.133 0.122
Pfizer 0.097 0.062 0.051 0.061 0.059

Procter & Gamble 0.095 0.048 0.054 0.048 0.034
Travellers 0.082 0.018 0.015 0.018 2 × 10−4

United Technologies 0.113 0.066 0.073 0.096 0.060
United Health Group 0.252 0.181 0.179 0.191 0.207

Verizon 0.043 −0.018 −0.01 −0.02 −0.02
Wal-Mart 0.113 0.067 0.065 0.050 0.061

Cisco 0.210 0.217 0.226 0.207 0.196
Goldman Sachs 0.061 0.041 0.059 0.060 0.039

Visa 0.236 0.174 0.173 0.151 0.120
Average 0.117 0.083 0.085 0.073 0.072 0.078

Table 5. Annualized daily (every third month) returns of MAT2–MAT4 (T = every third month, and 4,
3, 2 are the numbers of observations in the rolling window), average annualized returns.

Buy and Hold MAT4 MAT3 MAT2

3M 0.090 0.061 0.055 0.039
American Express 0.094 0.113 0.091 0.066

Apple 0.157 0.089 0.073 0.096
Boeing 0.119 0.127 0.131 0.114

Caterpillar 0.100 0.070 0.069 0.078
Chevron 0.084 0.047 0.053 0.037

Coca-Cola 0.099 0.077 0.078 0.072
Walt Disney 0.103 0.043 0.042 0.068

Exxon 0.072 0.055 0.049 0.037
GE 0.052 0.084 0.080 0.047

Home Depot 0.190 0.161 0.163 0.128
IBM 0.055 0.054 0.048 0.028
Intel 0.134 0.107 0.115 0.072

Johnson & Johnson 0.113 0.094 0.094 0.074
JP Morgan 0.090 0.058 0.076 0.007
McDonalds 0.114 0.080 0.082 0.069

Merck 0.063 0.062 0.062 0.049
Microsoft 0.180 0.127 0.128 0.080

Nike 0.177 0.146 0.151 0.099
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Table 5. Cont.

Buy and Hold MAT4 MAT3 MAT2

Pfizer 0.097 0.078 0.070 0.056
Procter & Gamble 0.095 0.068 0.072 0.076

Travellers 0.082 0.041 0.043 0.025
United Technologies 0.113 0.077 0.089 0.079
United Health Group 0.252 0.147 0.161 0.178

Verizon 0.043 −0.00 −0.00 −0.02
Wal-Mart 0.113 0.081 0.081 0.083

Cisco 0.210 0.211 0.217 0.213
Goldman Sachs 0.061 0.044 0.026 0.030

Visa 0.236 0.183 0.199 0.177
Average 0.117 0.089 0.089 0.075 0.084

Table 6. Annualized daily (every fourth month) returns of MAQ2–MAQ3 (Q = every fourth month,
and 3 and 2 are the numbers of observations in the rolling window), average annualized returns.

Buy and Hold MAQ3 MAQ2

3M 0.090 0.056 0.058
American Express 0.094 0.089 0.094

Apple 0.157 0.094 0.094
Boeing 0.119 0.122 0.128

Caterpillar 0.100 0.064 0.084
Chevron 0.084 0.060 0.054

Coca-Cola 0.099 0.083 0.093
Walt Disney 0.103 0.061 0.062

Exxon 0.072 0.056 0.064
GE 0.052 0.069 0.081

Home Depot 0.190 0.152 0.157
IBM 0.055 0.048 0.031
Intel 0.134 0.064 0.070

Johnson & Johnson 0.113 0.080 0.079
JP Morgan 0.090 0.085 0.091
McDonalds 0.114 0.096 0.112

Merck 0.063 0.056 0.061
Microsoft 0.180 0.143 0.145

Nike 0.177 0.181 0.199
Pfizer 0.097 0.059 0.045

Procter & Gamble 0.095 0.073 0.077
Travellers 0.082 0.051 0.051

United Technologies 0.113 0.080 0.077
United Health Group 0.252 0.185 0.218

Verizon 0.043 0.027 0.023
Wal-Mart 0.113 0.087 0.076

Cisco 0.210 0.195 0.180
Goldman Sachs 0.061 0.042 0.056

Visa 0.236 0.195 0.228
Average 0.117 0.091 0.096 0.094
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Table 7. Annualized daily (every fifth month) returns of MAC2 (C = every fifth month, and 2 =
observations accounting in the rolling window), average annualized returns.

Buy and Hold MAC2

3M 0.090 0.076
American Express 0.094 0.088

Apple 0.157 0.132
Boeing 0.119 0.080

Caterpillar 0.100 0.094
Chevron 0.084 0.047

Coca-Cola 0.099 0.094
Walt Disney 0.103 0.044

Exxon 0.072 0.049
GE 0.052 0.048

Home Depot 0.190 0.143
IBM 0.055 0.032
Intel 0.133 0.057

Johnson & Johnson 0.113 0.081
JP Morgan 0.090 0.045
McDonalds 0.114 0.079

Merck 0.063 0.080
Microsoft 0.180 0.094

Nike 0.177 0.141
Pfizer 0.097 0.099

Procter & Gamble 0.095 0.039
Travellers 0.082 0.068

United Technologies 0.113 0.056
United Health Group 0.252 0.152

Verizon 0.043 0.048
Wal-Mart 0.113 0.093

Cisco 0.210 0.225
Goldman Sachs 0.061 0.053

Visa 0.236 0.217
Average 0.117 0.088
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Table 11. Annualized daily (every other month) volatility of MAD2–MAD5 (D = every other month,
and 5, 4, 3, 2 are the numbers of observations in the rolling window), average annualized volatility.

Buy and Hold MAD5 MAD4 MAD3 MAD2

3M 0.225 0.168 0.169 0.162 0.159
American Express 0.344 0.222 0.226 0.216 0.211

Apple 0.450 0.351 0.363 0.357 0.338
Boeing 0.294 0.210 0.216 0.211 0.208

Caterpillar 0.311 0.218 0.229 0.215 0.211
Chevron 0.244 0.168 0.175 0.166 0.165

Coca-Cola 0.225 0.168 0.173 0.165 0.158
Walt Disney 0.291 0.197 0.200 0.198 0.203

Exxon 0.230 0.172 0.174 0.159 0.156
GE 0.274 0.175 0.181 0.176 0.182

Home Depot 0.314 0.229 0.230 0.221 0.237
IBM 0.271 0.196 0.199 0.200 0.200
Intel 0.382 0.274 0.286 0.267 0.265

Johnson & Johnson 0.215 0.173 0.175 0.165 0.154
JP Morgan 0.375 0.236 0.241 0.246 0.237
McDonalds 0.240 0.182 0.186 0.178 0.169

Merck 0.269 0.185 0.196 0.188 0.199
Microsoft 0.323 0.245 0.249 0.238 0.250

Nike 0.327 0.252 0.258 0.253 0.253
Pfizer 0.266 0.199 0.203 0.191 0.189

Procter & Gamble 0.225 0.173 0.177 0.169 0.166
Travellers 0.268 0.176 0.178 0.183 0.191

United Technologies 0.261 0.182 0.187 0.178 0.177
United Health Group 0.386 0.313 0.313 0.299 0.305

Verizon 0.246 0.163 0.171 0.165 0.153
Wal-Mart 0.263 0.197 0.199 0.194 0.193

Cisco 0.415 0.312 0.317 0.315 0.285
Goldman Sachs 0.373 0.229 0.245 0.239 0.265

Visa 0.260 0.215 0.215 0.225 0.222
Average 0.295 0.213 0.218 0.212 0.210 0.213

Table 12. Annualized daily (every third month) volatility of MAT2–MAT4 (T = every third month, and
4, 3, 2 are the numbers of observations in the rolling window), average annualized volatility.

Buy and Hold MAT4 MAT3 MAT2

3M 0.225 0.172 0.174 0.171
American Express 0.344 0.230 0.237 0.206

Apple 0.450 0.345 0.357 0.349
Boeing 0.294 0.206 0.219 0.200

Caterpillar 0.311 0.219 0.223 0.214
Chevron 0.244 0.176 0.182 0.170

Coca-Cola 0.225 0.177 0.179 0.181
Walt Disney 0.291 0.220 0.228 0.205

Exxon 0.230 0.168 0.176 0.158
GE 0.274 0.178 0.185 0.177

Home Depot 0.314 0.236 0.251 0.241
IBM 0.271 0.205 0.209 0.193
Intel 0.382 0.285 0.296 0.274

Johnson & Johnson 0.215 0.185 0.188 0.165
JP Morgan 0.375 0.242 0.248 0.240
McDonalds 0.240 0.198 0.204 0.192

Merck 0.269 0.191 0.191 0.180
Microsoft 0.323 0.257 0.267 0.258

Nike 0.327 0.264 0.265 0.258

186



Sustainability 2018, 10, 2125

Table 12. Cont.

Buy and Hold MAT4 MAT3 MAT2

Pfizer 0.266 0.195 0.206 0.208
Procter & Gamble 0.225 0.177 0.181 0.168

Travellers 0.268 0.187 0.188 0.198
United Technologies 0.261 0.192 0.199 0.187
United Health Group 0.386 0.300 0.308 0.315

Verizon 0.246 0.176 0.176 0.160
Wal-Mart 0.263 0.202 0.208 0.208

Cisco 0.415 0.310 0.311 0.303
Goldman Sachs 0.373 0.226 0.232 0.235

Visa 0.260 0.204 0.215 0.208
Average 0.295 0.218 0.224 0.214 0.219

Table 13. Annualized daily (every fourth month) volatility of MAQ2–MAQ3 (Q = every fourth month,
3 and 2 are the number of observations in the rolling window), average annualized volatility.

Buy and Hold MAQ3 MAQ3

3M 0.225 0.168 0.176
American Express 0.344 0.220 0.226

Apple 0.450 0.360 0.373
Boeing 0.294 0.213 0.224

Caterpillar 0.311 0.222 0.239
Chevron 0.244 0.167 0.177

Coca-Cola 0.225 0.173 0.182
Walt Disney 0.291 0.206 0.218

Exxon 0.230 0.160 0.176
GE 0.274 0.180 0.195

Home Depot 0.314 0.237 0.242
IBM 0.271 0.194 0.218
Intel 0.382 0.274 0.293

Johnson & Johnson 0.215 0.181 0.186
JP Morgan 0.375 0.218 0.227
McDonalds 0.240 0.177 0.193

Merck 0.269 0.204 0.212
Microsoft 0.323 0.248 0.260

Nike 0.327 0.258 0.265
Pfizer 0.266 0.198 0.207

Procter & Gamble 0.225 0.173 0.174
Travellers 0.268 0.182 0.192

United Technologies 0.261 0.181 0.188
United Health Group 0.386 0.299 0.314

Verizon 0.246 0.167 0.177
Wal-Mart 0.263 0.194 0.207

Cisco 0.415 0.341 0.349
Goldman Sachs 0.373 0.240 0.260

Visa 0.260 0.212 0.225
Average 0.295 0.215 0.227 0.221
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Table 14. Annualized daily (every fifth month) volatility of MAC2 (C = every fifth month, 2 =
observations in rolling window), average annualized volatility.

Buy and Hold MAC2

3M 0.225 0.176
American Express 0.344 0.226

Apple 0.450 0.323
Boeing 0.294 0.218

Caterpillar 0.311 0.227
Chevron 0.244 0.165

Coca-Cola 0.225 0.168
Walt Disney 0.291 0.206

Exxon 0.230 0.166
GE 0.274 0.187

Home Depot 0.314 0.242
IBM 0.271 0.202
Intel 0.382 0.296

Johnson & Johnson 0.215 0.187
JP Morgan 0.375 0.244
McDonalds 0.240 0.182

Merck 0.269 0.194
Microsoft 0.323 0.250

Nike 0.327 0.249
Pfizer 0.266 0.191

Procter & Gamble 0.225 0.187
Travellers 0.268 0.183

United Technologies 0.261 0.204
United Health Group 0.386 0.298

Verizon 0.246 0.170
Wal-Mart 0.263 0.223

Cisco 0.415 0.333
Goldman Sachs 0.373 0.218

Visa 0.260 0.220
Average 0.295 0.218
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Table 16. Transaction costs per year of MA2–MA10, average annualized transaction costs.

MA10 MA9 MA8 MA7 MA6 MA5 MA4 MA3 MA2

3M 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.005 0.006
American Express 0.002 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.006

Apple 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.005 0.006
Boeing 0.002 0.002 0.002 0.002 0.002 0.003 0.004 0.004 0.006

Caterpillar 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.005 0.006
Chevron 0.002 0.003 0.003 0.003 0.003 0.003 0.004 0.005 0.007

Coca-Cola 0.002 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.006
Walt Disney 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.006

Exxon 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0.005 0.006
GE 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.004 0.006

Home Depot 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.006
IBM 0.003 0.002 0.003 0.002 0.003 0.003 0.004 0.004 0.006
Intel 0.002 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.006

Johnson & Johnson 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.005 0.006
JP Morgan 0.002 0.003 0.003 0.003 0.003 0.003 0.003 0.004 0.006
McDonalds 0.002 0.002 0.003 0.003 0.003 0.003 0.004 0.005 0.006

Merck 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.005 0.006
Microsoft 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0.006

Nike 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.004 0.006
Pfizer 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0.006

Procter & Gamble 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0.005 0.006
Travellers 0.003 0.002 0.003 0.003 0.003 0.004 0.004 0.005 0.007

United Technologies 0.002 0.002 0.002 0.002 0.003 0.003 0.004 0.004 0.006
United Health Group 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.004 0.006

Verizon 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.005 0.006
Wal-Mart 0.003 0.003 0.003 0.003 0.003 0.004 0.004 0.005 0.006

Cisco 0.002 0.002 0.002 0.002 0.003 0.003 0.003 0.005 0.006
Goldman Sachs 0.002 0.002 0.002 0.003 0.003 0.003 0.003 0.004 0.005

Visa 0.002 0.001 0.002 0.002 0.002 0.003 0.003 0.003 0.005
Average 0.002 0.002 0.002 0.003 0.003 0.003 0.004 0.004 0.006 0.003
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Abstract: This paper investigates the approximated arbitrage bounds of option prices in an incomplete
market setting and draws implications for option pricing and risk management. It gives consideration
to periods of global financial crisis and European sovereign debt crisis. To this end, we employ the
gain-loss ratio method combined with the market-implied risk-neutral distribution calculated by
binomial tree to investigate the options price bounds. Our implied gain-loss bounds of option prices
are preference-free and parametric-free to avoid the misspecification error of subjective choice on
the benchmark model of gain-loss ratio, and consequently, greatly reduce model risk and market
risk. The empirical results show that there are option prices breaking the gain-loss bounds, even after
taking into account the market information. This means that a good risk management technique and
good-deal investment opportunities exist if the implied binomial tree is used as a benchmark model
in the gain-loss bounds.

Keywords: S&P 500 index options; gain-loss ratio; risk-neutral distribution; binomial tree;
risk management

1. Introduction

Asset pricing is an essential issue in financial economics. There are two main fundamental ideas
that are explored in asset pricing: “equilibrium valuation” and “arbitrage-free valuation”. If markets
are complete, we can directly derive the equilibrium state prices by solving the individual agent’s
optimization problem, which maximizes the individual’s utility function subjected to the wealth
constraints. Following the equilibrium arguments, the Black–Scholes options pricing formula can be
derived in a discrete-time economy [1,2], and the literature calls this an equilibrium valuation or a
model-based pricing model. On the other hand, the arbitrage-free valuation, known as no-arbitrage
pricing, says that a securities market price is arbitrage-free if there are no arbitrage opportunities [3].
A bundle of basis assets with given prices and an absence of arbitrage opportunity restricts the
admissible set of pricing kernels. If the markets are complete, there is only one strictly positive vector
of pricing kernel that correctly prices the basis assets. However, if the number of basis assets is
fewer than the states of nature, the admissible set contains many pricing kernels that yield a range
of asset prices [4]. For market participants, the main problem is that the prices obtained from the
Black-Scholes model differ significantly from observed prices which have serious consequences for
market participants measuring the market risk [5].

Two classical models, the good-deal bound model [6] and the gain–loss ratio model [7], propose a
framework to unify the model-based model and no-arbitrage pricing model and tighten the pricing
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bounds by introducing additional restrictions. The good-deal bounds model [6] is developed by
imposing a restriction on Sharpe ratio of pricing kernel’s variance and strengthened the option price
“semi-arbitrage” bounds. The gain-loss ratio model [7] imposes a restriction on the pricing kernel with
respect to the gain-loss ratio on the expected gains to expected losses to limit the possibility of the
pricing kernel deviating from a reference benchmark pricing model. This method also has a more stable
result in pricing the deep out-of-money options comparing to good-deal bound [7]. When restricting
the variance of pricing kernel smaller than the level of Sharpe ratio, the good-deal bound model [6]
is equal to the gain-loss ratio model [7]. In order to achieve robustness, the gain-loss ratio model is
utilized in this paper. However, one limitation of the gain-loss ratio model is that the model builder
has to subjectively choice the reference pricing kernel or benchmarked model to construct the gain-loss
bounds. This exposes the price bounds to various types of model risk.

Many researchers use option prices to infer a state price vector for further applications in financial
studies [8,9]. Breeden and Litzenberger [10] derived the prices of elementary contingent claims from
options, and they call this an “inverse problem”, which is the process of calculating from a set of
observations to get the causal factors that produced them. By means of a state price vector, we can
construct the risk-neutral probability to obtain the asset price as its expected present value which greatly
eases systematic valuation errors and market risk. Several methods have been developed to extract the
risk-neutral probability distribution form option prices [11–14]. In the literature, the inverse problem
can be classified into two categories. One is a parametric method that uses a set of parameters for
prior risk-neutral probability distribution and calculates option prices by varying the parameters to
minimize the pricing error, such as expansion methods [15], generalized distribution methods [16–18],
and mixture methods [19,20]. The other category is nonparametric methods, which search the
risk-neutral probability distribution without a prior assumption of a specific distribution, such as
maximum entropy methods [21,22], kernel methods [23] and curve-fitting methods [24–27]. The implied
binomial tree of Rubinstein [11], hereinafter referred to as “IBT model”, is a classical model of the
nonparametric approach. As one of the basket options, the pricing and hedging of S&P 500 index option
widely uses implied binomial trees [28,29]. Therefore, we follow this method.

In this article, we employ the IBT model to back out the risk-neutral probability and use the
probability to replace the log-normal assumption (i.e., the normal distribution assumption for rate of
returns) of the gain-loss bound. In other words, we use the market-implied distribution to calculate the
option benchmark price and build up the gain-loss bounds, instead of using Black-Scholes log-normal
assumption, which avoids the pricing errors resulting from the unrealistic assumption and gives a
new idea of measuring market risk. To the best of our knowledge, it is the first attempt to employ
the gain-loss ratio method combined with the market-implied risk neutral distribution which is
calculated by a binomial tree setting. Using the S&P 500 index option for the period from January
2008 to December 2014, we estimate or update the market-implied distribution every 30 min to
refresh the price bounds and review the trading opportunities. Specifically, the sampling period gives
consideration to periods of global financial crisis and European sovereign debt crisis. Our empirical
results show that there are option prices breaking the gain-loss bounds, even after taking into
account the market information, which means that a good risk management technique and good-deal
investment opportunities exist if the implied binomial tree is used as a benchmark model in the
gain-loss bounds.

It is noteworthy that there are several particular features in our market-implied risk-neutral
distribution. First, we avoid a subjective assumption on the underlying distribution in building
up the gain-loss bounds. Second, with the modification of the benchmark model, the model risk
of our gain-loss ratio bounds can be greatly reduced. Third, we have a better exploitation of
the deep-out-of-money option prices by market-implied option prices that are not explained well
in previous models [6,7]. Fourth, by employing the gain-loss ratio method combined with the
market-implied risk neutral distribution calculated by binomial tree, we reduce the risk of distributional
misspecification. According to Rubinstein’s study [11], there are many violations of Black-Scholes
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assumptions which are serious, difficult to remedy, and may destroy the arbitrage foundations of
the Black-Scholes model. Our method provides an effective way to capture well the tail effects of
the underlying asset distribution for both sides, which can provide market participants with a better
model for option pricing and risk management.

The remainder of this paper is organized as follows: Section 2 presents the model based on a
risk-neutral pricing kernel and sets the IBT method that can be employed to derive market-implied
probability from the option data. Section 3 describes the selected S&P 500 index option data and
shows the estimated market-implied gain-loss option price bounds. Section 4 offers several conclusive
considerations and implications.

2. Methodology: Gain-Loss Pricing Bounds

2.1. The Properties of Gain–Loss Ratio

Gain-loss ratio is a very appealing, interesting model with many advantages [30]. We briefly
review the result of the gain-loss ratio and its application for the valuation of uncertain payoffs that
were developed by Bernardo and Ledoit [7]. Let z̃ = [z̃1, . . . , z̃s] ∈ Z be the random payoffs and
x̃ = z̃ − (1 + r f )π(z̃) be the excess payoffs where π(z̃) is payoff function. We define x̃+ = max(x̃, 0)
as the positive part and x̃− = max(−x̃, 0) as the negative part. b̃ is the basis assets portfolio which
payoff comes close to z̃ from below and above, and B represents the space for basis assets. We define
two subsets for B, A1 and A2, which can be expressed as

A1 =

⎧⎨⎩b̃ :
E∗
[(

z̃ − b̃ )+
]

E∗
[(

z̃ − b̃ )−
] ≥ L

⎫⎬⎭, A2 =

⎧⎨⎩b̃ :
E∗
[(

b̃ − z̃ )+
]

E∗
[(

b̃ − z̃ )−
] ≥ L

⎫⎬⎭, (1)

where E∗[•] denotes the expectation value under the risk-adjusted probability measure. E∗[x̃+]/E∗[x̃−]
is the gain-loss ratio, hereinafter referred to as L. And the gain-loss price bounds of a contingent claim
are ∀z̃ ∈ Z subject to z̃ /∈ B

max
b̃∈B∩A1

πB(b̃) ≤ π(z̃) ≤ min
b̃∈B∩A2

πB(b̃). (2)

As L increases, the bounds become wider; when L decreases, the bounds become narrower. In the
limit, as L increases to infinity, the bounds converge to the no-arbitrage bounds; as L goes to unit,
the bounds converge to the benchmark model price.

2.2. The Implied Risk-Neutral Probability and IBT Model

Rubenstein’s IBT method [11] is introduced as follows. Firstly, assuming Sj for j = 0, . . . , n are the
underlying asset prices at the end of the tree from lowest to highest. We denote the terminal ending
nodal risk-neutral probabilities as P′

j and ΣjP′
j = 1.P′

j can be inferred from the riskless interest rate,
concurrent market prices of the underlying asset and its associated otherwise identical European
options with different striking prices. Assuming the risk-neutral probability of one up-move over
each period is p′, then P′

j = n!p′ j(1 − p′)n−j/j!(n − j)! can be obtained from the binomial distribution.
As n increases, this probability distribution will approximately be log-normal. Let γ and δ be the
riskless interest return and the underlying asset payout return over each period, respectively. Finally,
assuming Sb to be the current bid price of the underlying asset adjusted with dividend payouts and Sa

to be the current ask price of the underlying asset adjusted with dividend payouts. Cb
i for i = 1, . . . , m

is the bid price at the end of the tree and Ca
i for i = 1, . . . , m is the ask price at the end of the tree.

The implied posterior risk-neutral probabilities,Pj, can be obtained from the following quadratic
minimizing problem:
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min
Pj

∑j (Pj − P′
j)

2 subject to

∑j Pj = 1 and Pj ≥ 0 for j = 0, . . . , n
Sb ≤ S ≤ Sa where S = ∑j PjSj/rn

Cb
i ≤ Ci ≤ Ca

i where Ci = ∑j Pjmax[0, Sj − Ki]/rn for i = 1, . . . , m

, (3)

where Ki is the strike price for the option traded in the market. The sum of posterior risk-neutral
probabilities Pj is 1 and comes closest to a prior log-normal guessing. Pj makes the present values of
all observed options fall between the bid and ask prices. Although we adopted a specific minimization
function and a specific prior, the optimization method is quite flexible. As long as a solution exists and
the number of probabilities n is greater than the number of options m, the solution will depend on
the prior and minimization function chosen. The least squares form of the minimization function is
just one of a number of candidates [11] (For instance, the Hellinger Distance is also a good candidate.
The Hellinger Distance is defined in terms of the Hellinger integral, which is used to quantify the
similarity between two probability distributions. In practice, the quadratic programming is much easier
to perform than minimizing Hellinger Distance). Since our purpose is to employ the implied binomial
trees model into the framework of gain-loss price bounds, we will remain on our focus. Besides, it is
well known that none of the asset-pricing models can perfectly fit the real fluctuation of options,
even the IBT model. A lot of factors cannot be adopted by the model, such as significant transactions
costs or restrictions on short selling. However, in comparison to the BS model, IBT model has huge
improvements in parameter risk control and market simulating, and it is the optimal benchmark model
when you try to fit a basket option [28,29].

2.3. Our Methodology: Implied Gain-Loss Option Pricing Bounds

In the numerical example of Bernardo and Ledoit [7], the authors used the Black-Scholes risk-adjusted
probability as the risk-neutral probability. Our model replaces the benchmark pricing kernel by an
objective market-implied density abstracting from option transaction data. Here, we apply IBT’s implied
risk-neutral distribution. We define two subsets for B, B1 and B2, which can be expressed as

B1 =

[
bi :

∑I
i=1 Pi(bi − Ci)

+

∑I
i=1 Pi(bi − Ci)

− ≥ L

]
, B2 =

[
bi :

∑I
i=1 Pi(Ci − bi)

+

∑I
i=1 Pi(Ci − bi)

− ≥ L

]
, (4)

where bi is the payoff in the ith simulation of the replicating portfolio of basis assets with weight w0

on the risk-free bond and weight w1 on the option on the traded asset. And the IBT gain-loss price
bounds of a contingent claim are

max
w0, w1 ∈ R

bi = w0 + w1Si
bi ∈ B1

w0e−rt + w1S ≤ C ≤ min
w0, w1 ∈ R

bi = w0 + w1Si
bi ∈ B2

w0e−rt + w1S. (5)

And the benchmark call options price can be calculated as

C =
I

∑
i=1

Pi(Si − K)+e−rt. (6)

As we can see, the study of Bernardo and Ledoit [7] proposed their price bounds under the
Black-Scholes risk-adjusted probabilities, which involves many restricted assumptions that have been
violated in the real world. Since the implied binomial trees model can provide a computationally
effective way to value options even in the presence of various violations of assumptions [11],
our modification incorporates more information which can greatly reduce the model risk of gain-loss
pricing bounds. The advantages of this modification are (a) the implied gain-loss pricing bounds are
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parameter-free that directly conform to market data and avoid an incorrect model specification and
(b) the market price of options incorporates the investor’s preference and sentiments on the current
market. By applying a market-implied pricing kernel, we can capture the investor’s risk-taking attitude
more sensitively than the pricing kernel of model-based approaches, and the extreme case is more
likely to occur in the market-implied distribution which greatly reduces the market risk.

It is noticeable that, even after using the market-implied distribution, there still exits a pricing gap
between the benchmark prices and market prices. First, in the above programming program, the IBT
method tries to obtain an “average probability” over all strike prices at one time. This means that,
in Equation (3), Pj is an “average result” over various strike price Ki. The risk-neutral probability Pj has
to coordinate the pricing errors of all the market prices with various strike prices. Therefore, when we
use one market-implied probability to calculate option prices, there exists estimate errors or pricing
biases across options with different strike prices. (This issue is similar to using a flat volatility curve
to price all options, instead of using a volatility smile curve). In other words, we may have various
risk-neutral probabilities, Pj, for options with different strike prices. Here we use one risk-neutral
probability, Pj so that there exists some pricing gaps between real transaction prices and benchmark
prices. Second, our model indeed suffers a small downside risk. Based on our model and the reality,
the downside risk comes from the severe deviations from the mean-variance framework, which may
result from market imperfections such as significant transactions costs, restrictions, and margins on
short selling, taxes, non-competitive pricing, and other non-controllable events. Third, owing to the
computational time, it is impossible to continuously calculate the market-implied density in practice.
We therefore estimate the market-implied density every 30 min. There are two reasons that we update
our market-implied distributions every 30 min. First, price fluctuations are quite normal in index
option markets. If we update the distribution too frequently, it may incorporate too much redundant
information. Second, nowadays, as we can gather the information from a more distant place than
ever, the market prices of the index option may have different patterns even in a single day [31],
and that is why Rubinstein [11] updated his model three times a day in his paper. To conduct analyses
of S&P 500 index options markets, some researchers updated average volume every 30 min [32],
some researchers reported autocorrelations for changes in the mean and the standard deviation of risk
neutral density measured over different time intervals, from 1 min to 30 min [33], and some researchers
studied the relationship between information and price change by applying the 30 min interval [34].
Considering the tradeoff between robustness and effectiveness, the update frequency has to be set as
neither too short nor too long. Following the previous literature, we chose 30 min as our model update
frequency. Distinguishing volatility estimating, our method uses past or lag market data to estimate
the whole distribution instead of estimating only one parameter. Therefore, we have a priori estimate
on the distribution, and we then process the out-of-sample test every 30 min. The details are described
in Section 3.

3. Data and Estimated Risk-Neutral Distribution

This section describes how the implied risk-neutral probabilities are obtained from the market
trading data. The market trading data of the S&P 500 index options for both the call and put options
listed in the Chicago Board Options Exchange are collected from 2 January 2008 to 30 December 2014.
Most of previous literature concerning gain-loss ratio used simulated data [35,36]. Few researchers
adopt the real trading data which are low frequency and single variety [37]. Comparing to these
studies, our data are quite rich and varied by using as many as a hundred simultaneously traded
options on the S&P 500 index, all differing in strike price and time to expiration. We employ the
MATLAB optimization procedure to perform the programming problem in Equation (3). We calculate
the risk-neutral probabilities Pj of the S&P 500 index options for 200, 400, and 800 steps.
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3.1. Market-Implied Distributions

The market-implied distributions are estimated every 30 min during the sample period.
We plot two examples of the risk-neutral probabilities distribution of the S&P 500 index options
on 5 August 2011 (maturing in 17 March 2012) and 5 August 2008 (maturing in 21 March 2009) in
Figures 1 and 2, respectively. The distributions estimated from call options are depicted on the left
side, and the distributions estimated from put options are depicted in the right side. These implied
probabilities are plotted using 200, 400, and 800-step binomial trees. As we can see, in Figure 1,
the choice of step of binomial tree does not greatly affect the distribution shapes. However, there is a
sharp distinction between the risk-neutral initial guess (normal distribution) and the market-implied
risk-neutral probability distribution. The risk-neutral implied distribution is more skewed and
leptokurtic. Besides, the left tail is non-smooth, which means the extreme case is more likely to occur in
market-implied distribution. Nowadays, black swan events appear more than ever, such as Snowden
case, fiscal cliff, government shut down and so on. So, the left tail of the distribution tends to be thicker.
Rubinstein [11] also found the same phenomenon too. He argued that the risk-neutral implied posterior
distribution is slightly bimodal and more highly skewed and kurtotic and the bimodality coming from
the lower tail (“crash-o-phobia”) is quite common during the post-crash period. Recently, the market
risk has become a focus of market participants due to spectacular bankruptcies like the Baring’s Bank
or the investment bank Lehman Brothers. As a result, the risk-neutral implied distribution has less
market risk than the normal distribution. Figure 2 plots similar results for the S&P 500 options on
5 August 2008.

(a) (b) 

(c) (d) 

Figure 1. Cont.
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(e) (f) 

Figure 1. The risk-neutral probabilities of S&P 500 index options on 5 August 2011. The three figures
on the left side (a,c,e) are probability distributions for call options using 200, 400, and 800-step binomial
trees. The three figures on the right side (b,d,f) are probability distributions for put options using 200,
400, and 800-step binomial trees.

 
(a) (b) 

(c) 
 

(d) 

Figure 2. Cont.
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(e) (f) 

Figure 2. The risk-neutral probabilities of S&P 500 index options on 5 August 2008. The three figures
on the left side (a,c,e) are probability distributions for call options using 200, 400, and 800-step binomial
trees. The three figures on the right side (b,d,f) are probability distributions for put options using 200,
400, and 800-step binomial trees.

3.2. Market-Implied Option Pricing Bounds

In Section 2, we propose the gain-loss price bounds. The option prices must lie between the
bounds of Equation (5) to avoid a semi-arbitrage opportunity. This section shows how to find the
option price bounds under given L. Before calculating the gain-loss ratio bound, two subjective
decisions have to be made. First is choosing a benchmark model to build up the theoretical prices.
We employ both the Black-Scholes model (log-normal distribution) and the IBT model (market-implied
distribution) to calculate benchmark prices. The other decision is to choose the value of gain-loss ratio,
L, to set up the gain-loss bounds under an incomplete market. We use L= 3, 5, and 10, respectively.

Figure 3 plots the gain-loss price bounds of call and put options using the Black–Scholes model as
the benchmark model under L = 1, 2, . . . , 10 and L = 200, respectively. These options have a time to
maturity of 225 days, a risk-free interest rate of 0.11%, a strike price of $1100, and a volatility of 25.38%.
The values of price bounds are reported in Appendix A Table A1. Different from Figure 3, Figure 4
plots the price bounds of call and put options using the IBT model as a benchmark model. The values
of price bounds are reported in Appendix A Table A2.

As shown in both figures, the smaller the L, the tighter the price bounds. As L is 1, the upper
bounds and lower bounds converge to the benchmark prices, and as L is 200, they converge to
the no-arbitrage bounds. There are two main fundamental ideas that are explored in asset pricing:
model-based pricing and no-arbitrage pricing. Model-based pricing can derive the exact price of the
option and no-arbitrage pricing can derive the range of option price. The gain-loss price bounds
propose a framework to unify the model-based pricing and no-arbitrage pricing by introducing
additional restrictions on gain-loss ratio. It means that if L goes to one (its lower bound), the admissible
set shrinks to model-based pricing containing only the benchmark pricing kernel. If L goes to infinity,
the admissible set grows to no-arbitrage pricing including all pricing kernels consistent with the
absence of arbitrage among the basis assets. Besides, the price bounds get wider for the at-the-money
option because the at-the-money options are the least redundant ones. As shown in Figure 4, we choose
options having a time to maturity of 225 days, which makes the analyses incorporate more price
fluctuations, like deep-out-of-money price. As we can see in Figures 3 and 4, comparing to initial
Black-Scholes gain-loss price bounds, the IBT gain-loss price bounds are narrower for call options
in deep-out-of-money and wider for put options in deep-out-of-money, which shows different price
fluctuations in market-implied distributions and gives investors a total different market trading choice
to avoid risks and get returns. Taking the price of the put option as an example, when the option
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prices are deep-out-of-money, investors will get a lower upper bound if they use Black-Scholes model
as a benchmark model. Consequently, it makes them suffer a great risk generated from the rising
prices of options due to the inaccurate estimate of the gain-loss price bounds. We also see that the
price bounds in Figure 4 are wider than the bounds in Figure 3. The gain-loss price bounds using
market-implied distribution are wider than the bounds of a log-normal distribution. This observation
is consistent with our expectations. Because the market price of options reflects the traders’ opinions
and sentiments, it makes the implied distribution more sensitive than the Black–Scholes’ log-normal
assumption, which makes the implied distribution have less market risk. This phenomenon can also
be explained by the shape differences between the market-implied distributions and the initial guess
in Figures 1 and 2. The market-implied distribution is more skewed and leptokurtic than the normal
distributions. Therefore, the extreme case is more likely to occur in market-implied distribution, and it
results in wider gain-loss bounds.

(a)                                         (b) 

Figure 3. The gain-loss price bounds for both call options (a) and put options (b) by using Black-Scholes
model as a benchmark model. The benchmark model is chosen to yield the Black-Scholes price given by
the thick line in black. The thin lines in different colors represent the upper and lower bounds obtained
by ruling out approximate arbitrage. For example, the red thin line represents the price bounds when
gain-loss ratio equals to 2. The orange thin line represents the price bounds when gain-loss ratio equals
to 3 and so on, for other seven thin lines. The dotted line represents the bound obtained by ruling out
pure arbitrage (gain-loss ratio equals to 200).

                   (a)                                       (b) 

Figure 4. The gain-loss price bounds for both call options (a) and put options (b) by using IBT model
as a benchmark model. The benchmark model is chosen to yield the IBT price given by the thick line in
black. The thin lines in different colors represent the upper and lower bounds obtained by ruling out
approximate arbitrage. For example, the red thin line represents the price bounds when gain-loss ratio
equals to 2. The orange thin line represents the price bounds when gain-loss ratio equals to 3 and so on,
for other seven thin lines. The dotted line represents the bound obtained by ruling out pure arbitrage
(gain-loss ratio equals to 200).
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3.3. The Good Deal Trading Strategy

Following the gain-loss bounds in Section 3.2, our trading strategies are selling the options whose
prices are higher than the upper bounds and buying the options whose prices are smaller than the
lower bounds with a complete buy and sell trade transaction cost of 1% [38]. The key parameter in
the Black–Scholes formula, volatility, is updated every 30 min in each trading day. (We use three
models to forecast daily volatility: GARCH, EGARCH, and GJR-GARCH. The choice of volatility
model does not greatly affect the bounds and strategy performances, so we only show the results
of GARCH. Other results can be provided upon request). The market-implied distribution is also
updated or re-estimated at the same frequency. Given the market-implied distribution, the theoretical
price of IBT model can be calculated by Equation (5), and Pj and Sj are obtained from the minimizing
programming in Equation (3). The buying strategy is when the price smaller than the lower bound
implied by L in Equation (5), we buy the option. The selling strategy is when the price is higher than
the upper bound implied by L in Equation (5), we sell the option. The investment period is once the
option purchased or sold, we hold the position to maturity day.

Table 1 shows the annual return of the selling strategy subjected to L = 3, 5, and 10. The benchmark
price is calculated by the Black–Scholes model and the IBT model, respectively. In Table 1, the positive
returns mean that the selling strategy achieves positive returns for both strategies from 2008 to 2014.
Bernardo and Ledoit [7] argued that the attractiveness of an investment opportunity is measured by
the “gain-loss” ratio, which is the expectation of the investment’s positive excess payoffs divided
by the expectation of its negative excess payoffs. When applying our IBT price bounds to the real
world, there is an important thing we need to consider: the trading opportunities. In theory, a bigger
gain-loss ratio causes bigger rates of returns. But a bigger gain-loss ratio means the expectation of the
investment’s positive excess payoffs exceed the expectation of its negative excess payoffs far more,
which appear rarely in the option markets. As a result, there is a tradeoff between the gain-loss ratio and
trading opportunities. We therefore use cumulative returns to show the net returns during the whole
investment period. The cumulative returns are shown in the last row in both Tables 1 and 2. Based on
the empirical results, = 10 has the highest cumulative returns in average. Thus, it is the best in reality.
It means that the IBT model incorporates more market information than the Black-Scholes model which
results in having less market risk and better investment performance. These findings support the
statement that the IBT gain-loss price bounds are more useful than the Black–Scholes gain-loss price
bounds in risk management and return performance. As mentioned above, implied binomial trees
model can provide a computationally effective way to value options even in the presence of violations
of Black-Scholes model’s assumptions. Therefore, our IBT gain-loss price bounds will provide a better
model for option pricing than initial gain-loss pricing bounds.

Table 1. Annual return of the selling strategy subjected to different L using Black–Scholes and IBT as
benchmark models.

Annual Return under BS Bounds Annual Return under IBT Bounds

Year L = 3 L = 5 L = 10 L = 3 L = 5 L = 10
2008 3.41% 4.52% 7.61% 10.06% 13.21% 14.88%
2009 1.45% 1.54% 1.68% 4.50% 4.75% 5.63%
2010 0.55% 1.35% 1.52% 2.66% 3.15% 4.27%
2011 3.75% 4.51% 6.69% 6.99% 6.77% 7.64%
2012 2.75% 3.95% 5.07% 6.71% 5.28% 10.58%
2013 0.19% 0.44% 0.67% 0.71% 0.97% 2.89%
2014 1.41% 2.08% 3.21% 1.71% 3.09% 4.34%

Cumulative returns 14.25% 19.81% 29.38% 38.08% 43.12% 61.68%

Figure 5 shows the return distributions of all selling opportunities under L = 3, 5, and 10 from
2008 to 2014. In Figure 5, as we increase the gain-loss ratio, L, the distribution shifts to the right,
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the returns increase, and the frequency of extreme losses decreases. However, there still exists the
result of some negative returns, which means that this strategy still suffers risk in extreme cases with
very small probabilities.

Figure 5. Return distribution of selling strategy under IBT gain–loss bounds.

Table 2 shows the annual returns of a buying strategy subjected to different L. The benchmark
prices are calculated by the Black–Scholes model and the IBT model, respectively. As shown in Table 2,
there are many blanks in the annual return, which means no trading opportunities are available
from 2008 to 2014. The trading opportunities only exist in the gain-loss bound with L = 3 and L = 5.
No trading opportunity exists in L = 10 for both methods.

Table 2. Annual return of the buying strategy subjected to different L using Black–Scholes and IBT as
benchmark models.

Annual Return under BS Bounds Annual Return under IBT Bounds

Year L = 3 L = 5 L = 3 L = 5
2008 91.19% 51.86% 182.42% 196.10%
2009 −7.09% - 0.58% -
2010 −59.88% - −40.64% -
2011 −44.23% - −23.62% -
2012 −73.01% - −51.93% -
2013 −62.72% −65.38% −55.48% −39.39%
2014 −0.85% - −2.62% -

Cumulative returns −96.03% −47.43% −73.16% 79.47%

Note: - means no trading opportunity exists.

Figure 6 shows the daily returns of a buying strategy subjected to different gain-loss ratios from
2008 to 2014. In Figure 6, on increasing the gain-loss ratio, the distribution shifts to the right, and the
returns increase. However, the trading opportunities decrease sharply. We can also observe that most
of the returns are about −100%, which means that the investor loses all the option premiums in the
buying strategy. In this vein, we cannot confirm that the buying strategy is a good-deal strategy as the
selling strategy dose.
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Figure 6. Return distribution of buying strategy under IBT gain-loss bounds.

In addition, there are some concerns when applying IBT price bounds in the real world.
Firstly, the trading strategies in Table 1 are selling the options (put options or call options) whose prices
are higher than the upper bounds and hold the position to the maturity. When applying our IBT price
bounds to the real world, the trading opportunities need to be considered. For instance, if the gain-loss
ratio is identical for various years, the year that the price fluctuates more frequently will have more
trading opportunities, and thus, more returns. As a result, in the year 2008, the market was in more
panic than ever, and the option prices fluctuated more than the following two years, which meant
more trading opportunities and more returns. Besides, during the period of the Financial Crisis in the
year 2008, due to the sheep-flock effect, the deviation of options prices from the benchmark prices
became larger, which made the IBT gain-loss price bounds have more extra returns than the following
two years. Secondly, the market prices of options reflect the traders’ opinions and sentiments, and it
makes the implied distribution more sensitive than the log-normal assumption of Black–Scholes model.
Since IBT bounds are much wider than the BS bounds, some reasonably good option prices based
on BS bounds may not be considered in that way in our IBT bounds. These somewhat good prices
in BS bounds trigger a buying signal for the investors, consequently, causing them to lose money.
For instance, due to more information has been considered in our model, it gives better buying signals
than that of the BS bounds in the year 2009.

In sum, the selling strategy has a good performance on average return and the buying strategy
has fewer trading opportunities but a poor performance on average return. After filtering by the
gain-loss bounds of both strategies, the selling strategy provides a better annual return then the naïve
buy-and-hold strategy. Finally, the gain-loss bounds of IBT method outperform the bounds of the
Black-Scholes method in the sampling period.

4. Conclusions

In this paper, we compute the pricing bounds on the S&P 500 index option based on a
market-implied distribution and a gain-loss restriction. We use the IBT model to refine the
market-implied distribution, which can have less market risk for proceeding in efficient risk
management. The estimated risk-neutral pricing kernel implicitly reflects the investor’s preference
and sentiment, which can reconcile the latest information in the market and reduce the market risk.
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The empirical results show that when we increase the restriction on gain-loss ratio, the return of the
strategies can approximately increase. We also confirm that the gain-loss bounds of the IBT method
outperform the gain-loss bounds of the Black-Scholes model, which means the IBT model incorporates
more market information than the Black-Scholes model; consequently, it results in having less market
risk and better investment performance. Finally, the selling strategy has been evidenced to have a
better performance than the buying strategy.

Several limitations to this study must be mentioned. First, the gain-loss bound we used might
still suffer parameter and model risks. For example, the stochastic process in the stock index involves
jumps that are not directly characterized in our model. We infer the jump probability by the option
data and the implied risk-neutral probability, indirectly. However, the underlying assets in this study
(i.e., S&P 500) are less likely to experience jumps than any of their component equities, and most other
underlying assets such as commodities, currencies, and bonds [11]; how to design an IBT model to
handle jumps; or stochastic volatility would be an interesting agenda and could be left for future
studies. Second, there exists a trade-off between the trading opportunity and rate of return. When we
raise L, the return increases; however, the trading opportunity decreases sharply. When we decrease
L, the return decreases; however, the trading opportunity increases. The optimal trade-off strategy
between absolute return and trading frequency is not explored in this article. Third, as shown in
Figure 5, a small downside risk in the selling strategy still suffers, which cannot be mitigated or
eliminated by the IBT gain-loss bound. To sum up, the IBT model still suffers from misspecification
error but is superior to the BS model, while the no-arbitrary pricing model is robust in asset pricing
but is too imprecise to be economically interesting. In this paper, the IBT gain-loss price bounds can
greatly reduce the weaknesses of IBT model and no-arbitrary pricing model.

On the suggestion for further works, we propose that the objective function in Equation (3)
could be revised. For example, we can minimize the difference of an option’s implied volatility of
Black-Scholes model instead of minimizing the distance of the probability distributions. The implied
volatility can avoid the disturbances of size effects of option prices resulting from different exercise
prices and time to maturities. Finally, a subjective method to decide the ceiling value of L is also
worthwhile for further research. The problem due to the arbitrary chosen ceiling value of L could be
left for future studies.
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Appendix

The appendix illustrates the detailed number of price bound plotted in Figures 3 and 4. We only
show the call option price bounds, and the tables of put option can be provided upon request.

205



Sustainability 2018, 10, 1942

T
a

b
le

A
1

.
C

al
lO

pt
io

n
Pr

ic
e

Bo
un

ds
on

5
A

ug
us

t2
01

1
us

in
g

Bl
ac

k-
Sc

ho
le

s
as

be
nc

hm
ar

k
m

od
el

.

S
0

U
p

p
e

r
B

o
u

n
d

L
8

0
0

8
2

5
8

5
0

8
7

5
9

0
0

9
2

5
9

5
0

9
7

5
1

0
0

0
1

0
2

5
1

0
5

0
1

0
7

5
1

1
0

0
1

1
2

5
1

1
5

0
1

1
7

5
1

2
0

0

1
4.

37
6.

42
9.

12
12

.4
3

16
.5

1
21

.5
0

27
.5

2
34

.6
6

42
.9

3
52

.4
0

63
.0

9
74

.9
6

87
.9

3
10

2.
00

11
7.

13
13

3.
25

15
0.

36
2

7.
92

11
.2

5
15

.4
6

20
.4

7
26

.2
9

33
.0

4
40

.7
5

49
.4

6
59

.1
4

69
.8

0
81

.4
1

93
.9

3
10

7.
28

12
1.

46
13

6.
43

15
2.

16
16

8.
65

3
10

.9
1

15
.1

5
20

.3
2

26
.3

6
33

.2
7

41
.0

0
49

.6
2

59
.1

3
69

.4
9

80
.7

0
92

.7
4

10
5.

55
11

9.
08

13
3.

31
14

8.
22

16
3.

78
18

0.
00

8
21

.3
8

28
.0

6
35

.5
9

43
.8

9
52

.9
5

62
.7

5
73

.2
5

84
.4

1
96

.1
8

10
8.

54
12

1.
45

13
4.

90
14

8.
84

16
3.

26
17

8.
15

19
3.

50
20

9.
31

9
22

.9
4

29
.9

2
37

.7
2

46
.2

8
55

.5
4

65
.5

4
76

.2
2

87
.5

3
99

.4
4

11
1.

90
12

4.
92

13
8.

44
15

2.
42

16
6.

88
18

1.
79

19
7.

13
21

2.
92

10
24

.3
9

31
.6

2
39

.6
8

48
.4

5
57

.9
2

68
.0

8
78

.9
0

90
.3

5
10

2.
36

11
4.

93
12

8.
02

14
1.

60
15

5.
64

17
0.

12
18

5.
05

20
0.

39
21

6.
17

20
0

81
.9

7
94

.1
8

10
6.

82
11

9.
75

13
2.

98
14

6.
53

16
0.

39
17

4.
53

18
8.

96
20

3.
64

21
8.

57
23

3.
74

24
9.

13
26

4.
74

28
0.

56
29

6.
58

31
2.

80
In

f
80

0.
00

82
5.

00
85

0.
00

87
5.

00
90

0.
00

92
5.

00
95

0.
00

97
5.

00
10

00
.0

0
10

25
.0

0
10

50
.0

0
10

75
.0

0
11

00
.0

0
11

25
.0

0
11

50
.0

0
11

75
.0

0
12

00
.0

0

S
0

S
0

L
8

2
5

8
5

0
8

7
5

9
0

0
9

2
5

9
5

0
9

7
5

1
0

0
0

1
0

2
5

1
0

5
0

1
0

7
5

1
1

0
0

1
1

2
5

1
1

5
0

1
1

7
5

1
2

0
0

1
4.

37
6.

42
9.

12
12

.4
3

16
.5

1
21

.5
0

27
.5

2
34

.6
6

42
.9

3
52

.4
0

63
.0

9
74

.9
6

87
.9

3
10

2.
00

11
7.

13
13

3.
25

15
0.

36
2

2.
32

3.
49

5.
07

7.
08

9.
70

13
.0

7
17

.3
9

22
.8

4
29

.5
2

37
.6

1
47

.2
1

58
.3

6
70

.9
9

85
.1

1
10

0.
66

11
7.

49
13

5.
58

3
1.

58
2.

40
3.

51
4.

96
6.

90
9.

45
12

.8
5

17
.2

9
22

.9
4

30
.0

8
38

.9
2

49
.5

4
61

.9
2

76
.0

9
91

.9
5

10
9.

31
12

8.
07

8
0.

61
0.

94
1.

39
1.

99
2.

84
4.

00
5.

67
8.

02
11

.3
0

16
.0

1
22

.6
2

31
.6

2
43

.2
9

57
.7

7
74

.8
1

93
.8

7
11

4.
54

9
0.

54
0.

84
1.

24
1.

78
2.

54
3.

58
5.

11
7.

25
10

.2
9

14
.7

1
21

.0
3

29
.8

0
41

.3
7

55
.9

1
73

.1
3

92
.4

2
11

3.
35

10
0.

49
0.

75
1.

12
1.

61
2.

30
3.

25
4.

64
6.

62
9.

45
13

.6
2

19
.6

8
28

.2
3

39
.7

1
54

.3
1

71
.7

0
91

.2
0

11
2.

35
20

0
0.

02
0.

04
0.

06
0.

08
0.

12
0.

17
0.

26
0.

38
0.

58
0.

95
1.

71
3.

63
10

.9
0

29
.2

8
52

.6
0

76
.8

5
10

1.
49

-I
nf

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
00

0.
75

25
.7

5
50

.7
5

75
.7

5
10

0.
75

S
0

U
p

p
e

r
B

o
u

n
d

L
1

2
2

5
1

2
5

0
1

2
7

5
1

3
0

0
1

3
2

5
1

3
5

0
1

3
7

5
1

4
0

0
1

4
2

5
1

4
5

0
1

4
7

5
1

5
0

0
1

5
2

5
1

5
5

0
1

5
7

5
1

6
0

0

1
16

8.
37

18
7.

22
20

6.
80

22
7.

06
24

7.
90

26
9.

26
29

1.
15

31
3.

49
33

6.
25

35
9.

35
38

2.
77

40
6.

45
43

0.
34

45
4.

40
47

8.
64

50
3.

01
2

18
5.

85
20

3.
74

22
2.

26
24

1.
38

26
1.

05
28

1.
23

30
1.

96
32

3.
18

34
4.

87
36

6.
99

38
9.

51
41

2.
38

43
5.

54
45

8.
96

48
2.

65
50

6.
56

3
19

6.
84

21
4.

28
23

2.
28

25
0.

83
26

9.
88

28
9.

42
30

9.
48

33
0.

03
35

1.
07

37
2.

55
39

4.
46

41
6.

73
43

9.
34

46
2.

28
48

5.
54

50
9.

07
8

22
5.

57
24

2.
27

25
9.

39
27

6.
95

29
4.

90
31

3.
25

33
2.

03
35

1.
23

37
0.

80
39

0.
77

41
1.

16
43

1.
98

45
3.

19
47

4.
78

49
6.

75
51

9.
08

9
22

9.
14

24
5.

80
26

2.
87

28
0.

34
29

8.
19

31
6.

44
33

5.
10

35
4.

14
37

3.
56

39
3.

38
41

3.
62

43
4.

28
45

5.
33

47
6.

76
49

8.
57

52
0.

72
10

23
2.

37
24

8.
99

26
6.

00
28

3.
40

30
1.

19
31

9.
34

33
7.

89
35

6.
79

37
6.

09
39

5.
78

41
5.

90
43

6.
42

45
7.

33
47

8.
62

50
0.

28
52

2.
27

20
0

32
9.

21
34

5.
83

36
2.

62
37

9.
59

39
6.

73
41

4.
04

43
1.

55
44

9.
21

46
7.

00
48

4.
96

50
3.

08
52

1.
35

53
9.

78
55

8.
32

57
7.

02
59

5.
99

In
f

12
25

.0
0

12
50

.0
0

12
75

.0
0

13
00

.0
0

13
25

.0
0

13
50

.0
0

13
75

.0
0

14
00

.0
0

14
25

.0
0

14
50

.0
0

14
75

.0
0

15
00

.0
0

15
25

.0
0

15
50

.0
0

15
75

.0
0

16
00

.0
0

S
0

L
o

w
e

r
B

o
u

n
d

L
1

2
2

5
1

2
5

0
1

2
7

5
1

3
0

0
1

3
2

5
1

3
5

0
1

3
7

5
1

4
0

0
1

4
2

5
1

4
5

0
1

4
7

5
1

5
0

0
1

5
2

5
1

5
5

0
1

5
7

5
1

6
0

0

1
16

8.
37

18
7.

22
20

6.
80

22
7.

06
24

7.
90

26
9.

26
29

1.
15

31
3.

49
33

6.
25

35
9.

35
38

2.
77

40
6.

45
43

0.
34

45
4.

40
47

8.
64

50
3.

01
2

15
4.

74
17

4.
85

19
5.

73
21

7.
30

23
9.

42
26

1.
96

28
4.

95
30

8.
29

33
1.

93
35

5.
81

37
9.

90
40

4.
16

42
8.

56
45

3.
06

47
7.

65
50

2.
32

3
14

7.
98

16
8.

89
19

0.
51

21
2.

80
23

5.
59

25
8.

72
28

2.
22

30
6.

00
33

0.
02

35
4.

23
37

8.
59

40
3.

07
42

7.
66

45
2.

31
47

7.
03

50
1.

81
8

13
6.

35
15

9.
04

18
2.

27
20

5.
91

22
9.

88
25

4.
03

27
8.

36
30

2.
84

32
7.

43
35

2.
11

37
6.

85
40

1.
64

42
6.

48
45

1.
34

47
6.

23
50

1.
15

9
13

5.
37

15
8.

23
18

1.
62

20
5.

38
22

9.
45

25
3.

68
27

8.
08

30
2.

62
32

7.
25

35
1.

96
37

6.
73

40
1.

54
42

6.
40

45
1.

28
47

6.
18

50
1.

10
10

13
4.

55
15

7.
57

18
1.

09
20

4.
95

22
9.

10
25

3.
40

27
7.

86
30

2.
44

32
7.

10
35

1.
84

37
6.

63
40

1.
47

42
6.

33
45

1.
22

47
6.

14
50

1.
07

20
0

12
6.

27
15

1.
13

17
6.

04
20

0.
97

22
5.

92
25

0.
88

27
5.

86
30

0.
83

32
5.

81
35

0.
80

37
5.

79
40

0.
78

42
5.

78
45

0.
77

47
5.

76
50

0.
76

-I
nf

12
5.

75
15

0.
75

17
5.

75
20

0.
75

22
5.

75
25

0.
75

27
5.

75
30

0.
75

32
5.

75
35

0.
75

37
5.

75
40

0.
75

42
5.

75
45

0.
75

47
5.

75
50

0.
75

*
Th

e
no

-a
rb

it
ra

ge
up

pe
r/

lo
w

er
bo

un
ds

ar
e

S̃ 0
an

d
m

ax
( S̃

0
−

e−
rt

K
,0
)

fo
r

ca
ll

op
ti

on
w

he
n

th
re

sh
ol

d
L
=

∞
.

206



Sustainability 2018, 10, 1942

T
a

b
le

A
2

.
C

al
lO

pt
io

n
Pr

ic
e

Bo
un

ds
on

5
A

ug
us

t2
01

1
us

in
g

IB
T

as
be

nc
hm

ar
k

m
od

el
.

S
0

U
p

p
e

r
B

o
u

n
d

L
8

0
0

8
2

5
8

5
0

8
7

5
9

0
0

9
2

5
9

5
0

9
7

5
1

0
0

0
1

0
2

5
1

0
5

0
1

0
7

5
1

1
0

0
1

1
2

5
1

1
5

0
1

1
7

5
1

2
0

0

1
0.

15
0.

44
1.

20
2.

84
5.

74
10

.2
1

16
.4

3
24

.4
1

34
.0

9
45

.3
5

58
.2

0
72

.3
8

87
.7

8
10

4.
43

12
2.

03
14

0.
60

15
9.

92
2

0.
30

0.
86

2.
29

5.
20

9.
96

16
.6

8
25

.3
3

35
.7

4
47

.5
8

60
.8

0
75

.2
3

90
.6

8
10

7.
06

12
4.

40
14

2.
46

16
1.

25
18

0.
63

3
0.

45
1.

26
3.

29
7.

18
13

.3
3

21
.5

5
31

.6
4

43
.3

0
56

.4
1

70
.6

4
85

.9
2

10
2.

09
11

9.
07

13
6.

86
15

5.
28

17
4.

33
19

3.
90

8
1.

15
3.

09
7.

23
14

.4
8

24
.1

9
35

.8
8

49
.2

5
63

.8
7

79
.6

2
96

.1
0

11
3.

33
13

1.
20

14
9.

64
16

8.
65

18
8.

09
20

7.
98

22
8.

19
9

1.
29

3.
42

7.
90

15
.5

6
25

.7
0

37
.7

2
51

.6
0

66
.4

0
82

.4
4

99
.2

5
11

6.
75

13
4.

83
15

3.
44

17
2.

59
19

2.
16

21
2.

14
23

2.
46

10
1.

42
3.

74
8.

56
16

.5
4

27
.0

5
39

.5
2

53
.6

6
68

.8
3

84
.9

3
10

1.
99

11
9.

72
13

8.
00

15
6.

77
17

6.
05

19
5.

71
21

5.
77

23
6.

14
20

0
16

.0
8

26
.2

6
40

.1
9

56
.7

8
74

.1
1

93
.2

1
11

2.
69

13
2.

54
15

3.
10

17
4.

27
19

5.
70

21
7.

33
23

9.
13

26
1.

11
28

3.
23

30
5.

48
32

7.
84

In
f

80
0.

00
82

5.
00

85
0.

00
87

5.
00

90
0.

00
92

5.
00

95
0.

00
97

5.
00

10
00

.0
0

10
25

.0
0

10
50

.0
0

10
75

.0
0

11
00

.0
0

11
25

.0
0

11
50

.0
0

11
75

.0
0

12
00

.0
0

S
0

L
o

w
e

r
B

o
u

n
d

L
8

0
0

8
2

5
8

5
0

8
7

5
9

0
0

9
2

5
9

5
0

9
7

5
1

0
0

0
1

0
2

5
1

0
5

0
1

0
7

5
1

1
0

0
1

1
2

5
1

1
5

0
1

1
7

5
1

2
0

0

1
0.

15
0.

44
1.

20
2.

84
5.

74
10

.2
1

16
.4

3
24

.4
1

34
.0

9
45

.3
5

58
.2

0
72

.3
8

87
.7

8
10

4.
43

12
2.

03
14

0.
60

15
9.

92
2

0.
08

0.
22

0.
61

1.
49

3.
13

5.
86

9.
90

15
.5

6
22

.9
2

32
.0

6
43

.1
6

56
.0

0
70

.4
4

86
.5

9
10

4.
02

12
2.

70
14

2.
35

3
0.

05
0.

15
0.

41
1.

01
2.

15
4.

11
7.

16
11

.6
0

17
.6

0
25

.4
6

35
.3

8
47

.3
8

61
.2

9
77

.2
1

94
.6

6
11

3.
59

13
3.

61
8

0.
02

0.
06

0.
16

0.
39

0.
84

1.
65

3.
03

5.
20

8.
41

13
.1

2
20

.2
1

29
.9

0
42

.5
4

58
.2

2
76

.2
3

96
.2

6
11

7.
55

9
0.

02
0.

05
0.

14
0.

34
0.

75
1.

47
2.

71
4.

70
7.

61
12

.0
0

18
.7

1
28

.2
2

40
.5

6
56

.3
6

74
.4

2
94

.6
4

11
6.

11
10

0.
02

0.
04

0.
12

0.
31

0.
67

1.
33

2.
45

4.
30

6.
96

11
.0

7
17

.4
6

26
.6

7
38

.9
0

54
.6

7
72

.9
1

93
.3

1
11

4.
93

20
0

0.
00

0.
00

0.
01

0.
02

0.
03

0.
07

0.
13

0.
24

0.
43

0.
68

1.
40

3.
61

10
.1

0
29

.6
2

52
.5

8
77

.0
8

10
1.

64
-I

nf
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

00
0.

75
25

.7
5

50
.7

5
75

.7
5

10
0.

75

S
0

U
p

p
e

r
B

o
u

n
d

L
1

2
2

5
1

2
5

0
1

2
7

5
1

3
0

0
1

3
2

5
1

3
5

0
1

3
7

5
1

4
0

0
1

4
2

5
1

4
5

0
1

4
7

5
1

5
0

0
1

5
2

5
1

5
5

0
1

5
7

5
1

6
0

0

1
17

9.
95

20
0.

52
22

1.
61

24
3.

11
26

5.
02

28
7.

28
30

9.
84

33
2.

68
35

5.
78

37
9.

07
40

2.
53

42
6.

14
44

9.
89

47
3.

74
49

7.
69

52
1.

72
2

20
0.

56
22

0.
95

24
1.

78
26

2.
97

28
4.

50
30

6.
36

32
8.

49
35

0.
89

37
3.

53
39

6.
36

41
9.

35
44

2.
50

46
5.

80
48

9.
21

51
2.

72
53

6.
31

3
21

3.
93

23
4.

35
25

5.
16

27
6.

30
29

7.
76

31
9.

51
34

1.
50

36
3.

71
38

6.
14

40
8.

75
43

1.
53

45
4.

45
47

7.
51

50
0.

69
52

3.
94

54
7.

28
8

24
8.

81
26

9.
64

29
0.

73
31

2.
00

33
3.

50
35

5.
20

37
7.

04
39

9.
14

42
1.

39
44

3.
78

46
6.

30
48

8.
93

51
1.

65
53

4.
45

55
7.

35
58

0.
32

9
25

3.
08

27
3.

93
29

5.
04

31
6.

36
33

7.
90

35
9.

64
38

1.
57

40
3.

67
42

5.
94

44
8.

33
47

0.
83

49
3.

40
51

6.
12

53
8.

90
56

1.
78

58
4.

73
10

25
6.

81
27

7.
73

29
8.

90
32

0.
28

34
1.

88
36

3.
67

38
5.

64
40

7.
77

43
0.

04
45

2.
40

47
4.

87
49

7.
46

52
0.

15
54

2.
93

56
5.

80
58

8.
74

20
0

35
0.

31
37

2.
84

39
5.

46
41

8.
13

44
0.

86
46

3.
64

48
6.

46
50

9.
33

53
2.

23
55

5.
16

57
8.

12
60

1.
11

62
4.

14
64

7.
19

67
0.

27
69

3.
37

In
f

12
25

.0
0

12
50

.0
0

12
75

.0
0

13
00

.0
0

13
25

.0
0

13
50

.0
0

13
75

.0
0

14
00

.0
0

14
25

.0
0

14
50

.0
0

14
75

.0
0

15
00

.0
0

15
25

.0
0

15
50

.0
0

15
75

.0
0

16
00

.0
0

S
0

L
o

w
e

r
B

o
u

n
d

L
1

2
2

5
1

2
5

0
1

2
7

5
1

3
0

0
1

3
2

5
1

3
5

0
1

3
7

5
1

4
0

0
1

4
2

5
1

4
5

0
1

4
7

5
1

5
0

0
1

5
2

5
1

5
5

0
1

5
7

5
1

6
0

0

1
17

9.
95

20
0.

52
22

1.
61

24
3.

11
26

5.
02

28
7.

28
30

9.
84

33
2.

68
35

5.
78

37
9.

07
40

2.
53

42
6.

14
44

9.
89

47
3.

74
49

7.
69

52
1.

72
2

16
2.

86
18

3.
98

20
5.

69
22

7.
81

25
0.

35
27

3.
24

29
6.

40
31

9.
82

34
3.

46
36

7.
26

39
1.

21
41

5.
28

43
9.

47
46

3.
74

48
8.

08
51

2.
48

3
15

4.
55

17
6.

14
19

8.
31

22
0.

88
24

3.
85

26
7.

14
29

0.
66

31
4.

41
33

8.
36

36
2.

44
38

6.
64

41
0.

94
43

5.
34

45
9.

81
48

4.
32

50
8.

89
8

13
9.

86
16

2.
74

18
6.

13
20

9.
75

23
3.

66
25

7.
78

28
2.

05
30

6.
46

33
0.

96
35

5.
53

38
0.

16
40

4.
85

42
9.

59
45

4.
36

47
9.

16
50

3.
97

9
13

8.
58

16
1.

60
18

5.
12

20
8.

87
23

2.
87

25
7.

07
28

1.
39

30
5.

86
33

0.
42

35
5.

03
37

9.
69

40
4.

41
42

9.
18

45
3.

97
47

8.
79

50
3.

62
10

13
7.

53
16

0.
67

18
4.

28
20

8.
14

23
2.

22
25

6.
48

28
0.

86
30

5.
37

32
9.

98
35

4.
62

37
9.

31
40

4.
05

42
8.

85
45

3.
66

47
8.

50
50

3.
35

20
0

12
6.

48
15

1.
31

17
6.

23
20

1.
17

22
6.

10
25

1.
06

27
6.

02
30

0.
99

32
5.

97
35

0.
95

37
5.

93
40

0.
92

42
5.

90
45

0.
90

47
5.

89
50

0.
88

-I
nf

12
5.

75
15

0.
75

17
5.

75
20

0.
75

22
5.

75
25

0.
75

27
5.

75
30

0.
75

32
5.

75
35

0.
75

37
5.

75
40

0.
75

42
5.

75
45

0.
75

47
5.

75
50

0.
75

*
Th

e
no

-a
rb

it
ra

ge
up

pe
r/

lo
w

er
bo

un
ds

ar
e

S̃ 0
an

d
m

ax
( S̃

0
−

e−
rt

K
,0
)

fo
r

ca
ll

op
ti

on
w

he
n

th
re

sh
ol

d
L
=

∞
.

207



Sustainability 2018, 10, 1942

References

1. Rubinstein, M. The valuation of uncertain income streams and the pricing of options. Bell J. Econ. 1976, 7,
407–425. [CrossRef]

2. Brennan, M.J. The pricing of contingent claims in discrete time models. J. Financ. 1979, 34, 53–68. [CrossRef]
3. Ross, S. Mutual fund separation in financial theory: The separation distributions. J. Econ. Theory 1978, 17,

254–286. [CrossRef]
4. Cochrane, J. Asset Pricing: Revised Edition; Princeton University Press: Princeton, NJ, USA, 2005;

ISBN 9780691121376.
5. Lehar, A.; Scheicher, M.; Schittenkopf, C. GARCH vs. stochastic volatility: Option pricing and risk

management. J. Bank Financ. 2002, 26, 323–345. [CrossRef]
6. Cochrane, J.; Saa-Requejo, J. Beyond arbitrage: Good-deal asset price bounds in incomplete markets.

J. Polit. Econ. 2000, 108, 79–119. [CrossRef]
7. Bernardo, A.; Ledoit, O. Gain, loss and asset pricing. J. Polit. Econ. 2000, 108, 173–206. [CrossRef]
8. Corrado, C.; Su, T. Implied volatility skews and stock index skewness and kurtosis implied by S&P 500

index option prices. J. Deriv. 1997, 4, 8–19.
9. Jackwerth, J.C.; Rubinstein, M. Recovering probability distributions from contemporary security prices.

J. Financ. 1996, 51, 1611–1631. [CrossRef]
10. Breeden, D.; Litzenberger, R. Prices of state-contingent claims implicit in options prices. J. Bus. 1978, 51,

621–651. [CrossRef]
11. Rubinstein, M. Implied binomial trees. J. Financ. 1994, 49, 771–818. [CrossRef]
12. Aït-Sahalia, Y.; Lo, A. Nonparametric estimation of state-price densities implicit in financial asset prices.

J. Financ. 1998, 53, 499–548. [CrossRef]
13. Aït-Sahalia, Y.; Lo, A. Nonparametric risk management and implied risk aversion. J. Econom. 2000, 94, 9–51.

[CrossRef]
14. Jackwerth, J.C. Recovering risk aversion from option prices and realized returns. Rev. Financ. Stud. 2000, 13,

433–451. [CrossRef]
15. Longstaff, F. Option pricing and the martingale restriction. Rev. Financ. Stud. 1995, 8, 1091–1124. [CrossRef]
16. Aparicio, S.; Hodges, S. Implied risk-neutral distribution: A comparison of estimation methods. In FORC

Preprint; Working Paper; Warwick University: Coventry, UK, 1998.
17. Corrado, C. Option pricing based on the generalized lambda distribution. J. Futures Mark. 2001, 21, 213–236.

[CrossRef]
18. De Jong, C.; Huisman, R. From Skews to a Skewed-t: Modelling Option-Implied Returns by a Skewed

Student-t. In Proceedings of the IEEE/IAFE/INFORMS 2000 Conference on Computational Intelligence for
Financial Engineering, New York, NY, USA, 28 March 2000.

19. Ritchey, R. Call option valuation for discrete normal mixtures. J. Financ. Res. 1990, 13, 285–295. [CrossRef]
20. Melick, W.; Thomas, C. Recovering an asset’s implied PDF from option prices: An application to crude oil

during the Gulf crisis. J. Financ. Quant. Anal. 1997, 32, 91–115. [CrossRef]
21. Buchen, P.; Kelly, M. The maximum entropy distribution of an asset inferred from option prices. J. Financ.

Quant. Anal. 1996, 31, 143–159. [CrossRef]
22. Rockinger, M.; Jondeau, E. Entropy densities with an application to autoregressive conditional skewness

and kurtosis. J. Econom. 2002, 106, 119–142. [CrossRef]
23. Härdle, W.; Yatchew, A. Dynamic nonparametric state price density estimation using constrained least

squares and the bootstrap. In Working Paper; Humboldt University Berlin: Berlin, Germany, 2002.
24. Mayhew, S. On estimating the risk-neutral probability distribution implied by option prices. In Working

Paper; Purdue University: West Lafayette, IN, USA, 1995.
25. Andersen, A.; Wagener, T. Extracting risk neutral probability densities by fitting implied volatility smiles:

Some methodological points and an application to the 3M EURIBOR futures option prices. In Working Paper;
European Central Bank: Frankfurt, Germany, 2002.

26. Rosenberg, J. Nonparametric pricing of multivariate contingent claims. J. Deriv. 2003, 10, 9–26. [CrossRef]
27. Wang, Y.; Zhao, M.; Han, Y.; Zhou, J. A fuzzy expression way for air quality index with more comprehensive

information. Sustainability 2017, 9. [CrossRef]

208



Sustainability 2018, 10, 1942

28. Wan, H. Pricing American-style basket options by implied binomial tree. In Working Paper; Haas School of
Business: Berkeley, CA, USA, 2002.

29. Cox, J.; Ross, S.; Rubinstein, M. Option pricing: A simplified approach. J. Financ. Econ. 1979, 7, 229–263.
[CrossRef]

30. Longarela, I. Gain, loss, and asset pricing: It is much easier. A note. In Working Paper; Stockholm School of
Economics: Stockholm, Sweden, 2008.

31. Stephan, J.; Whaley, R. Intraday price change and trading volume relations in the stock and stock option
markets. J. Financ. 1990, 45, 191–220. [CrossRef]

32. Bergsma, K.; Fodor, A.; Singal, V.; Tayal, J. Intraday option to stock volume ratios and stock return
predictability. Social Science Electronic Publishing. Available online: https://papers.ssrn.com/sol3/papers.
cfm?abstract_id=3095239 (accessed on 16 May 2018).

33. Birru, J.; Figlewski, S. Anatomy of meltdown: The risk neutral density for the S&P 500 in the fall of 2008.
J. Financ. Mark. 2012, 15, 151–180. [CrossRef]

34. Stoll, H.; Whaley, R. Programme trading and expiration-day effects. Financ. Anal. J. 1987, 43, 16–28.
[CrossRef]

35. Longarela, I. A Simple linear programming approach to gain, loss and asset pricing. Top. Theor. Econ. 2015,
2, 1064. [CrossRef]

36. Pinar, M. Gain-loss pricing under ambiguity of measure. ESAIM Control Optim. Calc. Var. 2010, 16, 132–147.
[CrossRef]

37. Voelzke, J.; Mentemeier, S. Computing the substantial-gain-loss-ratio. In CQE Working Papers; Center for
Quantitative Economics: Münster, Germany, 2017.

38. Mugwagwa, T.; Ramiah, V.; Moosa, I. The profitability of option-based contrarian strategies: An empirical
analysis. Int. Rev. Financ. 2015, 15, 1–26. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

209



sustainability

Article

Bayesian Approach for Estimating the Probability of
Cartel Penalization under the Leniency Program

Jihyun Park 1, Juhyun Lee 1 and Suneung Ahn 2,*

1 Department of Industrial and Management Engineering, Hanyang University, Seoul 04763, Korea;
pjh3226@hanyang.ac.kr (J.P.); ljh812@hanyang.ac.kr (J.L.)

2 Department of Industrial and Management Engineering, Hanyang University ERICA, Ansan 15588, Korea
* Correspondence: sunahn@hanyang.ac.kr; Tel.: +82-031-400-5267

Received: 30 April 2018; Accepted: 8 June 2018; Published: 10 June 2018

Abstract: Cartels cause tremendous damage to the market economy and disadvantage consumers by
creating higher prices and lower-quality goods; moreover, they are difficult to detect. We need to
prevent them through scientific analysis, which includes the determination of an indicator to explain
antitrust enforcement. In particular, the probability of cartel penalization is a useful indicator for
evaluating competition enforcement. This study estimates the probability of cartel penalization using
a Bayesian approach. In the empirical study, the probability of cartel penalization is estimated by a
Bayesian approach from the cartel data of the Department of Justice in the United States between
1970 and 2009. The probability of cartel penalization is seen as sensitive to changes in competition
law, and the results have implications for market efficiency and the antitrust authority’s efforts
against cartel formation and demise. The result of policy simulation shows the effectiveness of the
leniency program. Antitrust enforcement is evaluated from the estimation results, and can therefore
be improved.

Keywords: Bayesian approach; conjugate prior; cartel; leniency program; policy simulation

1. Introduction

Cartels cause tremendous damage to perfect competition markets and consumers by effectually
applying upward pressure on prices and downward pressure on quality; moreover, cartels are difficult
to detect because of their tacit nature. In this way, cartels mitigate against perfect competition
under which consumers are offered the best goods and services at the lowest possible prices.
Antitrust authorities have continuously sought to maintain a free-market system against cartels,
but with only partial and limited success.

In previous research, the probability of cartel detection was a key indicator for measuring the
effectiveness of antitrust policies. Detection is the state in which unobserved cartels are caught by the
antitrust authority. After introducing a leniency program as a new antitrust policy, both the number
of cartel investigations and the probability of cartel detection increase. The higher the probability of
cartel detection, the greater the expected penalties, and therefore, the likelihood of cartel formation
will decrease. On this principle, it is possible to measure the deterrence effect according to the change
in antitrust policy. This study uses the probability of cartel penalization as a key indicator.

The Markov transition process and the birth and death process model were widely used. Bryant
and Eckard [1] constructed the birth and death process model to empirically analyze cartel data
provided by the United States (US) Department of Justice, and estimated the probability of cartel
detection in the US in 1961–1988 as between 13–17%. Using the same method, Combe et al. [2] estimated
European Commission (EC) cartel detection probabilities of 12.9–13.2% for 1969–2007. When the birth
and death model has two states of competition and collusion, the lifetimes and inter-arrival times
between the births of cartels were independent and had exponential distributions with means of λ−1
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and θ−1. The number of cartels at a particular time tfollows a Poisson distribution with a mean of
θT = (θ/λ)

{
1 − e−λT}2. Both Bryant and Eckard [1] and Combe et al. [2] assumed that every cartel

would eventually be caught and prosecuted. However, this assumption is not realistic, because some
cases are not penalized, despite having been detected.

Further, Bryant and Eckard [1] and Combe et al. [2] do not take account of the unobservable
cartel population. J. E. Harrington and Chang [3] sought to estimate the unobservable population by
developing the birth and death model from that noted above. They concluded that cartel duration
could be a good indicator of whether new competition law had a significant cartel-dissolution effect.
Using Harrington and Chang [3]’s model, Zhou [4] analyzed the EC cartel data for 1985–2012, and
concluded that the EU’s new leniency program in 2002 had the effect of deterring cartels.

In the research of Bryant and Eckard [1], Combe et al. [2], Harrington and Chang [3], and Zhou [4],
the probability of cartel detection—as derived from cartel duration—entailed the determination of the
time-average probability from continuous variables. On the other hand, there is research indicating
that the probability of cartel detection represents the ensemble-average probability obtained from
discrete variables such as caseloads. The time-average probability is the average of a stochastic process
that is obtained by selecting a sample path randomly, and taking the average of a period in a particular
state on that sample path over the observation period. The ensemble-average probability is that mean
of a quantity at time t that is estimated by the average of the ensemble of possible states of total sample
paths in stochastic process theory [5,6].

Miller [7] formulated a cartel behavior model using the Markov process, and used the number
of cartel cases as discrete variables. The model assumed that the cartel transition process is in a
non-absorbing and first-order Markov chain in contrast with previous Markov models, and showed
the change of the number of cartel detections before and after a leniency program. He concluded that
the introduction of this leniency program in 1993 increased the detection and deterrence capabilities
of competition enforcement. The previous research above [1–4,7] used Markov process models; this
research had two notable points.

First, the duration of cartels and inter-arrival times between cartels follow exponential
distributions. Verifying this assumption requires a hypothesis testing of the null hypothesis that “the
distribution is exponential”. The cumulative distribution function F̂(x) of durations and inter-arrival
times is given by:

F̂(x) =
number o f observations ≤ x
total number o f observations

Under the exponential distribution, log
(
1 − F̂(x)

)
should be approximately linear in x. The result

of these previous works indicates that the cartels’ duration and inter-arrival times between cartels
follow the exponential distribution; therefore, models can be applied to the Markov process [7].

Second, this research assumed that the cartel process was stationary for adopting the Markov
process, and that the values could be analyzed when the cartel process attained a steady state; this is also
unrealistic. In the research of Bryant and Eckard [1] and Combe et al. [2], the probability is the resultant
value when it reaches a steady state. This kind of probability is called a time-independent probability.
Otherwise, the form of estimators needs to be a time-dependent rather than time-independent,
because the purpose of estimating the probability of cartel detection is evaluating the effects of
various competition policies [8]. Thus, Hinloopen [8]’s research was an theoretical literature review for
analyzing a subgame of collusion.

A new mathematical methodology has emerged recently in the form of a non-Markov process.
Ormosi [9] estimated the annual probability of cartel detection by employing capture–recapture
methods based on EC information in the period between 1981–2001. The methods of Ormosi [9],
which are frequently used in ecology, reflect that transition parameters are not steady state, and
that detection and survival rates are time-independent. However, there are two unreasonable
assumptions. First, capture–recapture methods assume that temporary migrations between the two
states (compete–collude) do not exist; thus, they are regarded as robust design methods. The antitrust
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policy tends to vary broadly according to governmental power or social issues. Second, Ormosi [9]
deduced a result from moving average methods, specifically in the moving average of three or five
years. If the probability is used on the basis of a single year, the accuracy of the probability may
decrease due to data insufficiency. The industry reacts immediately to changes in competition law;
therefore, the probability needs to be estimated for the smallest unit of time.

This paper seeks to estimate the probability of cartel penalization using a Bayesian approach
and evaluate the impact of the leniency program as an antitrust policy. This study uses the conjugate
family of the beta-binomial in that the cartel occurs in binomial events. The posterior mean of the beta
distribution is the probability of cartel penalization in a year. This shows the trend of the probability
of cartel penalization, and can then improve the antitrust policy using the measured impact of the
leniency program. In this light, the present research makes three contributions.

First, this paper estimates the probability of cartel penalization for analyzing cartels in contrast
to the probability of cartel detection as treated in previous research. The probability of cartel
detection means the probability that unobserved cartels will be investigated, prosecuted, and penalized.
However, the probability of cartel penalization means the penalized likelihood of investigated cartels
through sufficient investigation. This is used as an indicator with which to evaluate the impact of the
leniency program and the capability of antitrust authorities.

Second, the methodology of this paper makes up for the weak points of previous probability
estimation methods. Previous methods have many unrealistic assumptions such as the analyzed cases
being eventually caught/detected cases, the time-average probability, etc. We can improve on these
assumptions by estimating the time-dependent ensemble-average probability based on the discrete
data of caseloads, which is more practical than the time-average probability for the sensitive estimation
of probability.

Third, this study shows that the Bayesian approach could play a practical role in modeling and
analyzing the cartel situation. Although the Markov process model, which was commonly used in
previous research, is an essential consideration “in steady-state probability”, it is difficult to assume
“in steady-state probability”, because cartel cases continuously vary over time. The probability of
cartel penalization estimated using the Bayesian approach does not need to consider “steady-state
probability”. The Bayesian approach for estimating probability can contain significant uncertainty,
but has good predictive performance in itself [10]. The bias between the estimation probability and
the actual value could be solved from the update procedure of the Bayesian approach. Therefore, we
present reliable results using the non-informative prior and conjugate prior distribution when prior
information is insufficient.

The paper is organized as follows: Section 2 defines the penalization probability and Bayesian
probabilistic model; Section 3 presents an empirical study based on US cartel data; and Section 4
draws conclusions.

2. Bayesian Probabilistic Model

When faced with suspected cartel cases, a competition authority carries out an initial investigation
to determine whether there are sufficient grounds to prosecute. Prosecuted cartels are penalized
in the form of fines through a trial. Eventually, the three states of cartel cases are investigation,
prosecution, and penalization [11]. The estimated probability of this study is based on investigation
and penalization states. The probability of cartel penalization (ρt) is described as the proportion of the
numbers of penalized cases to investigated cases for year t (t = 1, 2, · · ·).

The estimation of the penalization probability using the Bayesian approach involves two
assumptions. First, the unit of case is an industry. Accordingly, the research of Bryant and Eckard [1]
and Miller [7] is based on the analysis unit of the industry. Bos and Harrington [12] argued that
firm-based analysis is more realistic; nonetheless, this study was analyzed based on the analysis unit
of industry for easy analysis. In practice, cartels can participate in all firms of an industry. Second,
a cartel only arises as one event during a year. Every cartel is transferred to the competition as a result
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of punishment by the authorities. This is called the “Grim trigger strategy” [13,14]. Thereafter, if some
player deviates from the cartel, the game cannot be colluded indefinitely.

This study constructed a Bayesian probabilistic model to estimate the probability of cartel
penalization. The probability of cartel penalization is the posterior mean calculated from the posterior
distribution. Inferring a posterior distribution requires determining the proper prior distribution.
A Bayesian probabilistic model is comprised of a prior distribution to induce a posterior distribution,
hyperparameters, and a likelihood function. A Bayesian sequential analysis of the dynamic Bayesian
model can be used to reflect the latest trends of time-series data [15,16].

Two things should be considered to induce a posterior distribution from a prior distribution:
the likelihood function and the parameters in the prior distribution, which are known as
hyperparameters [17]. The natural conjugate priors are generally recommended in the Bayesian
approach, because its functional form is similar to the likelihood distribution [18,19]. Therefore, we
have to obtain the appropriate likelihood function to adopt the notion of natural conjugacy. Consider
the following notations for the Bayesian probabilistic model.

ρt: The probability of cartel penalization cases in year t
nt: The number of cartel investigation cases by the competition authority in year t
kt: The number of cartel penalization cases by the competition authority in year t

When the investigated industry participating in a cartel is n, Figure 1 shows a binomial tree to
demonstrate the process of cartel formation and demise in year t.

 

Figure 1. Estimating the probability of cartel penalization through a binomial tree.

In Figure 1, M1, M2, · · · , Mn is the industry of investigated cartels in year t. Arrows in the path
show whether the investigated cartels were finally penalized. When a route contains an arrow pointing
to the right, this cartel will be finally penalized; otherwise, it is not penalized. For example, the industry
M2 is in the left direction; this means that industry M2 will be not finally penalized as the probability
ρt. This study wants to infer the probability of industry n + 1 penalization in path G; this probability is
estimating the likelihood function based on the data from industry 1 to n, and the prior distribution
while inferring a posterior distribution from the Bayesian approach [13]. The expectation of a posterior
distribution indicates the probability of cartel penalization.
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2.1. Likelihood Function and Prior Distribution

The variable nt is the number of cartel cases investigated in year t, and each case follows the
Bernoulli process with an independent and identical distribution. Therefore, the Bernoulli random
variable Xi with one case shown is given by:

Xi =

{
1 if penalizing with probability ρt

0 if non − penalizing with probability 1 − ρt,

where i is the number of cartel firm (i = 1, · · ·, nt) and 0 < ρt < 1. The probability mass function of
the random variable, which is known as the Bernoulli probability, is given by:

f (xi|ρ t) = ρt
xi (1 − ρt)

1−xi . (1)

Once the number of cases nt is investigated, and kt is penalized in year t, the joint probability
mass function of cartel cases is given by:

L(ρt|x1, · · ·, xnt ) = f (x1, · · ·, xnt |ρ t) =
nt
∏
i=1

f (xi|ρ t)

=
nt
∏
i=1

ρt
xi (1 − ρt)

1−xi

= ρt∑ xi (1 − ρt)
nt−∑ xi

= ρt
kt(1 − ρt)

nt−kt .

(2)

The probability of cartel penalization has a value between 0 and 1. In Equation (2), f (ρt) is a
binomial form as the prior distribution, because there are only two final states of a cartel: whether
it has been penalized or not. Thus, we use the beta distribution as a prior distribution based on the
natural conjugacy [17,20]. The prior distribution f (ρt) is the beta distribution with hyperparameters α

and β; thus, the probability density function is given by:

f (ρt) =
Γ(α + β)

Γ(α)Γ(β)
· ρα−1

t · (1 − ρt)
β−1, (3)

where α > 0 and β > 0 are the hyperparameters. The function Γ(·) is a gamma function, which is
defined as:

Γ(α) =
∫ ∞

0
e−xxα−1dx. (4)

Note that when α is a positive integer, Γ(α) = (α − 1)!.

2.2. Bayesian Estimation

In the Bayesian approach, the posterior distribution is given by:

f (ρt|x1, · · ·, xnt ) =
f (x1, · · ·, xnt , ρt)

f (x1, · · ·, xnt)
. (5)

The joint probability distribution f (x1, · · ·, xnt , ρt) in Equation (5), which reflects the multiplicative
laws of probability in Equations (2) and (3), is:

f (x1, · · ·, xnt , ρt) = f (x1, · · ·, xnt |ρt ) · f (ρt)

= Γ(α+β)
Γ(α)Γ(β)

· ρkt+α−1
t · (1 − ρt)

nt−kt+β−1.
(6)
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The marginal probability distribution f (x1, · · ·, xnt), which is calculated by the law of total
probability, is given by:

f (x1, · · ·, xnt) =
∫ 1

0 f (x1, · · ·, xnt , ρt)dρt

=
∫ 1

0
Γ(α+β)

Γ(α)Γ(β)
· ρkt+α−1

t · (1 − ρt)
nt−kt+β−1dρt

= Γ(α+β)
Γ(α)Γ(β)

· ∫ 1
0 ρkt+α−1

t · (1 − ρt)
nt−kt+β−1dρt,

(7)

where
∫ 1

0 ρkt+α−1
t · (1 − ρt)

nt−kt+β−1dρt =
Γ(α+kt)·Γ(nt−kt+β)

Γ(α+β+nt)
.

Suppose that the initial probability (ρt) is 0.5 meaning whether the investigated or the non-
investigated case for eliminating the dependence on the prior information. The hyperparameters α

and β are 1 as a non-informative prior. Therefore, the posterior distribution is a beta distribution with
the parameters α + kt and β + nt − kt. The posterior distribution of Equation (5) is represented by:

f (ρt|x1, · · ·, xnt ) =
f (x1,···,xnt ,ρt)

f (x1,···,xnt)

=
Γ(α+β)

Γ(α)Γ(β)
·ρkt+α−1

t ·(1−ρt)
nt−kt+β−1

Γ(α+β)
Γ(α)Γ(β)

· Γ(α+kt)·Γ(nt−kt+β)
Γ(α+β+nt)

= Γ(α+β+nt)
Γ(α+kt)Γ(β+nt−kt)

· ρkt+α−1
t · (1 − ρt)

nt−kt+β−1.

(8)

The posterior mean E[ρt|x1, · · ·, xnt ] from Equation (8) is:

E[ρt|x1, · · ·, xnt ] =
∫ 1

0 ρt · f (ρt|x1, · · ·, xnt ) dρt

=
∫ 1

0 ρt
Γ(α+β+nt)

Γ(α+kt)Γ(β+nt−kt)
· ρkt+α−1

t · (1 − ρt)
nt−kt+β−1dρt

= Γ(α+β+nt)
Γ(α+kt)Γ(β+nt−kt)

· ∫ 1
0 ρ

(kt+α+1)−1
t · (1 − ρt)

(nt−kt+β)−1dρt

= Γ(α+β+nt)
Γ(α+kt)Γ(β+nt−kt)

· Γ(α+kt+1)·Γ(nt−kt+β)
Γ(α+β+nt+1)

= α+kt
α+β+nt

.

(9)

3. Empirical Study

3.1. Data

This study uses data from the Workload statistics published by the Antitrust Division of the
Department of Justice (DOJ) for the period between 1970–2009 [21]. The information is shown in
Table 1. It contains the annual statistics of penalized cases and investigated cases by the criminal
enforcement and civil enforcement of district courts, with respect to the laws of Sherman §1-Restraint
of Trade, Sherman §2-Monopoly, and Clayton §7-Mergers. The antitrust division prosecutes in the form
of criminal enforcement cases if the cartels, which are known as “hardcore cartels,” are determined
by preliminary examination to have an especially injurious impact on the industry; otherwise, it
prosecutes in the form of civil enforcement cases. This study does not consider the appellate cases and
the cases of contemporary criminal–civil enforcement at the same time, due to a few of applicable cases.

Table 1. Statistic of cartel data by the Department of Justice (DOJ) between 1970 and 2009.

Years 1970–1979 1980–1989 1990–1999 2000–2009

Number of investigation cases 4155 2505 3145 1881
Total penalization cases 544 859 780 535

(Civil cases) 351 210 161 129
(Criminal cases) 193 649 619 406

Total fines ($thousand) 47,712 187,548 1,612,993 4,222,407
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3.2. Time-Series Analysis

Prior to the model application, a time-series analysis was implemented to eliminate spurious
relations. This study, alternatively, employed the augmented Dickey–Fuller (ADF) unit root test to
confirm the stability of the time-series data (details are provided in Appendix A).

If the result shows that the time-series data is unstable, the difference stationary process is needed.
The representative method for stabilizing time-series data is order difference or log order difference.
However, using order difference, it is possible that the meaning of original data will be lost, leading to
different conclusions in the economy [22]. Economic variables such as price, currency, and stock index
cannot be used to verify the stability of time-series data, because they are commonly non-stationary
data [23].

3.3. Results

The empirical study, using the model defined in Section 2, drew an annual beta distribution for
the probability of cartel penalization. The results are summarized in Table 2, and Figure 2 illustrates
the distribution for every year.

Figure 2 shows that the probability distributions tend to increase over time. Beta distributions
converge on a specific range with Bayesian updating [17]. Indeed, the result shows the convergence
of the present distribution on the specific range at around 0.22. We were able to calculate the
posterior mean by Equation (9). Figure 3, accordingly, illustrates the annual expected probability of
cartel penalization.

Table 2. The probability of cartel penalization through Bayesian sequential analysis.

Years (t)
Investigation

Cases (nt)
Penalization

Cases (kt)
Prior α Prior β Posterior α Posterior β

The Expected Probability
of Cartel Penalization (æt)

1970 (1) 473 53 1 1 54 421
1971 (2) 593 51 54 421 105 963 0.11368
1972 (3) 465 53 105 963 158 1375 0.09831
1973 (4) 538 61 158 1375 219 1852 0.10307
1974 (5) 338 57 219 1852 276 2133 0.10575
1975 (6) 381 29 276 2133 305 2485 0.11457
1976 (7) 374 64 305 2485 369 2795 0.10932
1977 (8) 484 46 369 2795 415 3233 0.11662
1978 (9) 290 68 415 3233 483 3455 0.11376

1979 (10) 407 62 483 3455 545 3800 0.12265
1980 (11) 377 89 545 3800 634 4088 0.12543
1981 (12) 255 93 634 4088 727 4250 0.13427
1982 (13) 262 109 727 4250 836 4403 0.14607
1983 (14) 245 99 836 4403 935 4549 0.15957
1984 (15) 257 80 935 4549 1015 4726 0.17050
1985 (16) 254 77 1015 4726 1092 4903 0.17680
1986 (17) 307 98 1092 4903 1190 5112 0.18215
1987 (18) 270 27 1190 5112 1217 5355 0.18883
1988 (19) 216 55 1217 5355 1272 5516 0.18518
1989 (20) 220 132 1272 5516 1404 5604 0.18739
1990 (21) 178 77 1404 5604 1481 5705 0.20034
1991 (22) 178 81 1481 5705 1562 5802 0.20610
1992 (23) 176 113 1562 5802 1675 5865 0.21211
1993 (24) 224 84 1675 5865 1759 6005 0.22215
1994 (25) 269 58 1759 6005 1817 6216 0.22656
1995 (26) 249 86 1817 6216 1903 6379 0.22619
1996 (27) 436 59 1903 6379 1962 6756 0.22978
1997 (28) 454 64 1962 6756 2026 7146 0.22505
1998 (29) 408 89 2026 7146 2115 7465 0.22089
1999 (30) 373 69 2115 7465 2184 7769 0.22077
2000 (31) 261 64 2184 7769 2248 7966 0.21943
2001 (32) 225 61 2248 7966 2309 8130 0.22009
2002 (33) 192 50 2309 8130 2359 8272 0.22119
2003 (34) 218 43 2359 8272 2402 8447 0.22190
2004 (35) 171 46 2402 8447 2448 8572 0.22140
2005 (36) 217 42 2448 8572 2490 8747 0.22214
2006 (37) 204 48 2490 8747 2538 8903 0.22159
2007 (38) 186 40 2538 8903 2578 9049 0.22183
2008 (39) 172 58 2578 9049 2636 9163 0.22173
2009 (40) 164 83 2636 9163 2719 9244 0.22341
2010 (41) 0.22728

Source: Workload Statistics, Department of Justice in the United States (US).
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Figure 2. Annual beta distributions of the probability of cartel penalization.

Figure 3. The annual probability of cartel penalization.

In the late 19th century, the United States was confronted with a very significant change:
large-scale manufacturing interests emerged, in great numbers, and enjoyed excessive economic
power. In response, the Interstate Commerce Act in 1887 began a shift towards federal rather than
state regulation of big business. This was followed by the Sherman Antitrust Act in 1890, which is the
basis of US competition laws. Later, the Clayton Antitrust Act in 1914 was enacted to prohibit price
discrimination, corporate mergers, and interlocking directorates.

We can now show how the change of probability of cartel penalization impacted upon the antitrust
laws in the analysis periods. The Antitrust Penalty and Procedure Act in 1974, which was known as the
Tunney Act, required that prospective mergers and acquisitions obtain approval from the DOJ. In 1976,
the Hart–Scott–Rodino Antitrust Improvements Act was passed, and in 1978, the leniency program
was instituted. At this notable time, the probability of cartel penalization was increasing. At the peak
of cartel penalization probability, in 1994, the DOJ reformed the leniency program. The reformed
version of the program included an additional amnesty for those who cooperate with investigations.
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Figure 3 indicates that the probability after 1994 has been steady and stable. The reform of competition
laws clearly had an impact on the industry.

3.4. Model Comparison

Chang and Harrington [24] constructed a Markov process model to consider the stochastic
formation and demise of cartels. By numerical analysis, they estimated the impact of the leniency
program on the steady-state rate. Figure 4, in the form of the analysis results, plots the change in the
rate of penalized cartels according to the proportion of prosecuted cases.

Figure 4. Effects of the proportions of penalized cartels according to the probability of prosecuted cases.

The proportion of probable prosecution cases, as reflects the 1970–2009 Workload statistics, was
about 20~40%. In this value, the rate of penalized cartels is estimated about 5~10%.

The estimated probability of cartel penalization of this study and Bryant and Eckard [1]’s results
are similar in their proportion of penalization to investigation. However, the present approach is
the ensemble-average probability using discrete data, whereas that of Bryant and Eckard [1] is the
time-average probability using continuous data. Cartel analysis is more commensurate with discrete
data than with continuous data, because the form of Workload statistics data, as announced annually
by the DOJ, is discrete. With our similar definition of probability, we could draw a box plot in the
overlapped analysis period 1962–1988.

Figure 5 shows that the Bayesian probabilistic model estimates 0.114 for the top 25th percentile,
and 0.1737 for the top 75th percentile, which are statistically significant. These are close to Bryant and
Eckard [1]’s estimates, which fell between 0.128 and 0.174.

Figure 5. Box plots of the Bayesian probabilistic model and Bryant and Eckard’s (1991) model.
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3.5. Impact of Leniency Program

This study utilized a policy simulation to analyze the impact of competition policies [25,26].
In policy evaluation research, the impact of policy implementation is indicated as value-added.
In other words, the impact is described as the difference of outcomes between implementing the policy
and otherwise. The leniency program has been deemed an effective antitrust policy for detecting
and deterring cartels in many countries. In general, the leniency program provides partial or total
exemption for penalty to a cartel member who voluntarily reports information or agreements that
prove helpful to the antitrust authorities. Under the leniency program, a firm or individual in a cartel
is bound to first confess involvement for avoiding conviction or fines. The optimal policy is found by
evaluating the impact of the leniency program. It is given by:

BX1992 − AX1992

AX1992
× 100 . (10)

The impact of the leniency program (%) is the difference between the penalization probability
under both it and non-leniency. The leniency program was originally launched in 1978 in the US, and
was reformed in 1993. In Equation (10), BX1992 is the 1992 penalization probability estimated on the
basis of the leniency program’s implementation in 1978, and AX1992 is the penalization probability in
1992 estimated on the basis of the leniency program’s non-implementation. The estimated probability
BX1992was calculated as 0.21211 by the Bayesian probabilistic model, and AX1992 was calculated as
0.1328 by the ordinary least squares estimation method of regression. The impact of the leniency
program by the policy simulation, finally, is 65.39%. This can be seen in Figure 6.

Figure 6. The increment of the probability of cartel penalization in US.

There has been much research that has analyzed the effectiveness and efficiency of the leniency
program (i.e., Miller [7], Chang and Harrington [24], and Brenner [27]). The result of this study is
similar to those of the research of Chang and Harrington [24] and Miller [7], which is based on US data;
the implication was that the leniency program is a very effective policy. Chang and Harrington [24]
argue that the occurrence of cartels decreased by about 70%, and the deterrence capability of the
antitrust authority increased by about 60% after introducing the leniency program. Miller [7], through
Poisson regression analysis, estimated the impact of the leniency program every half year using US
data for the years 1985 to 2005. In the results, the detection capability increased by about 60%, and the
deterrence capability improved by about 40%.
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4. Conclusions

This study attempted to estimate the probability of cartel penalization using a Bayesian approach.
Bryant and Eckard [1], Combe et al. [2], Harrington and Chang [3], and Zhou [4] estimated the
probability of cartel detection in the form of the time-average probability from continuous data.
However, the probability of cartel penalization of this study was estimated in the form of the
ensemble-average probability from Workload statistics. Bryant and Eckard [1], Combe et al. [2],
Harrington and Chang [3], Zhou [4], and Miller [7] all assumed that the duration of cartels and the
inter-arrival times between cartels follow exponential distributions, and that the stochastic process
for cartel cases is stationary. However, we built a Bayesian probabilistic model, as it did not need to
consider a stationary process. This study made two assumptions: an industry-based analysis, and the
grim trigger strategy. On the basis of the 1970–2009 Workload statistics from the US Department of
Justice, the determined probability of cartel penalization reflected a sensitive response according to the
change of antitrust policy. The result of the policy simulation of the impact of the leniency program
was about 65%. The results are similar with the results of Chang and Harrington [24] and Miller [7],
and similar to that of Bryant and Eckard [1]; indeed, the common finding among all of the studies,
including the current study, was that the leniency program is a very effective policy.

This study evaluated the impact of antitrust policy and, therefrom estimated the probability of
cartel penalization. From the antitrust authority standpoint, it provides an improved optimal policy,
and from the corporate standpoint, it provides more effective decision-making. Certainly, the present
paper has several limitations. First, further studies on realistic situations in specific countries and
industries are needed. New antitrust policies recently have been introduced, such as for example,
Amnesty Plus, punitive damage, class action, and consent order. These were also considered in
further study.
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Appendix A

An ADF unit root test of maximum time lag 10 based on the Schwarz information criterion is
performed using E-Views software. The regression of the time series for the test is

yt = δyt−1 + ut, (A1)

where ut is the white noise error term, following the normal distribution of mean 0 and variance σ2.
The case of δ = 1 in Equation (A1) indicates that the model has a unit root with a random

walk. Time lags usually account for one-third of the total time series [22]. Accordingly, in the ADF
unit root test, the time series is 30, and so the maximum time lag is 10. In any ADF unit root test,
the procedure is important [28,29]. Such procedures are the model including the constant and time
trend (yt = β0 + β1t + δyt−1 + ut), the model including the constant (yt = β1t + δyt−1 + ut), and the
model including nothing (yt = δyt−1 + ut).

There are information criteria for ADF unit root tests: the AIC (Akaike information criterion),
and the above-noted SIC (Schwarz information criterion). SIC, which supplements the AIC with the
Bayesian view, is mainly used in empirical analysis, and is also known as the Bayesian information
criterion [30].

AIC = e2k/n RSS
n

, SIC = nk/n RSS
n

, (A2)
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where k is the number of regressors, n is the number of observations and RSS (residual sum of squares)
is the sum of square error between the data. The null hypothesis for the ADF unit root test is “including
a unit root (δ = 1).” Initially, the present study used the ADF unit root test with the model including
the constant and time trend based on the detection cases data. The results are provided in Table A1.

Table A1. ADF unit root test with the model including constant and time trend based on the detection
cases data.

t-Statistic Prob.

Augmented Dickey-Fuller test statistic −2.981691 0.1501
Test critical values: 1% level −4.211868

5% level −3.529758
10% level −3.196411

Variable Coefficient Std. Error t-Statistic Prob.
Detection cases (−1) −0.391532 0.131312 −2.981691 0.0051

Constant 156.6549 60.87809 2.573255 0.0143
@TREND (1970) −2.307219 1.308371 −1.763428 0.0863

Table A1 shows that the p-value of the ADF test statistic, 0.1501, is greater than the significance
level (0.05). This means that the null hypothesis cannot be rejected (the detection cases data has a unit
root). Testing of the constant and time trend can show variable Constant and @TREND in the below of
Table A2. The p-value of the constant is about 0.0143, smaller than the significance level (0.05). That is,
the null hypothesis “no constant (β0 = 0)” can be rejected. The p-value of the trend is 0.0863, again
greater than the significance level (0.05). That is, the null hypothesis “no time trend (β1 = 0)” also
cannot be rejected. The time series data on the detection cases includes the unit root as well as the.
Because of the lack of any time trend, we progress to the next step, which is the ADF unit root test
with the model including only the constant. The results of this test are summarized in Table A2.

Table A2. ADF unit root test with the model including constant based on the detection cases data.

t-Statistic Prob.

Augmented Dickey-Fuller test statistic −2.343469 0.1641
Test critical values: 1% level −3.610453

5% level −2.938987
10% level −2.607932

Variable Coefficient Std. Error t-Statistic Prob.
Detection cases (−1) −0.245224 0.104641 −2.343469 0.0246

Constant 66.25393 33.75776 1.962628 0.0572

Table A2 shows that the p-value of the ADF test statistic is 0.1641, greater than the significance
level (0.05). This result means that the data has a unit root. The p-value for constant is 0.0572, again
greater than significance level (0.05). That is, the null hypothesis (β0 = 0) cannot be rejected. The time
series data on the detection cases includes the unit root. Because of no constant, we progress to the
final step, which is the ADF unit root test with the model including nothing. The results of the ADF
root test are summarized in Table A3.
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Table A3. ADF unit root test with the model including nothing based on the detection cases data.

t-Statistic Prob.

Augmented Dickey-Fuller test statistic −1.396253 0.1487
Test critical values: 1% level −2.625606

5% level −1.949609
10% level −1.611593

Variable Coefficient Std. Error t-Statistic Prob.
Detection cases (−1) −0.052658 0.037714 −1.396253 0.1707

R-squared 0.038594 Mean dependent var −7.923077
Adjusted R-squared 0.038594 S.D. dependent var 77.49139

S.E. of regression 75.98132 Akaike info criterion 11.52416
Sum squared resid 219380.1 Schwarz criterion 11.56681

Log likelihood −223.7211 Hannan-Quinn criter. 11.53946
Durbin-Watson stat 2.689882

Table A3 shows that the Durbin-Watson statistic is 2.689882 where k = 1 and n = 30.
The significance level (0.05) of these variables sets up as dL = 1.352, dU = 1.489. The null hypothesis
“serially uncorrelated” can be rejected, because DW statistics (d) is included between 4 − dL and 4.
The data on detection cases presents an eventually negative correlation. p-value of the ADF test
statistic is 0.1487, greater than the significance level (0.05). This result means that the data has a unit
root. In conclusion, the time series data on the detection cases includes the unit root and does not
include constant and time trend. In the sequence analysis, we also use an ADF unit root test with the
model including the constant and time trend based on the penalization cases data. The results are
summarized in Table A4.

Table A4. ADF unit root test with the model including constant and time trend based on the
penalization cases data.

t-Statistic Prob.

Augmented Dickey-Fuller test statistic −2.189536 0.4808
Test critical values: 1% level −4.234972

5% level −3.540328
10% level −3.202445

Variable Coefficient Std. Error t-Statistic Prob.
Penalization cases (−1) −0.472117 0.215624 −2.189536 0.0365

D (Penalization cases (−1)) −0.158801 0.238570 −0.665637 0.5107
D (Penalization cases (−2)) −0.242738 0.210821 −1.151395 0.2587
D (Penalization cases (−3)) 0.243527 0.182994 1.330796 0.1933

Constant 38.11916 18.03466 2.113660 0.0430
@TREND (1970) −0.233903 0.352704 −0.663171 0.5123

Table A4 shows that the p-value of the ADF test statistic, 0.4808, which is very much greater than
the significance level (0.05). This means that the null hypothesis cannot be rejected (the penalization
cases data has a unit root). The p-value of the constant is about 0.0043, smaller than the significance
level (0.05). The p-value of the trend is 0.5123, greater than the significance level (0.05). The time
series data on the penalization cases includes the unit root as well as the constant with the model
including the constant and time trend. Because of the lack of any time trend, we progress to the next
step, which is the ADF unit root test with the model including only the constant. The results of this
test are summarized in Table A5.
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Table A5. ADF unit root test with the model including constant based on the penalization cases data.

t-Statistic Prob.

Augmented Dickey-Fuller test statistic −2.131969 0.2339
Test critical values: 1% level −3.626784

5% level −2.945842
10% level -2.611531

Variable Coefficient Std. Error t-Statistic Prob.
Penalization cases (−1) −0.450100 0.211119 −2.131969 0.0410

D (Penalization cases (−1)) −0.154786 0.236329 −0.654959 0.5173
D (Penalization cases (−2)) −0.229258 0.207934 −1.102552 0.2787
D (Penalization cases (−3)) 0.260693 0.179510 1.452247 0.1565

Constant 31.58062 14.96390 2.110454 0.0430
R-squared 0.474430 Mean dependent var 0.611111

Adjusted R-squared 0.406615 S.D. dependent var 27.22633
S.E. of regression 20.97285 Akaike info criterion 9.052581

Sum squared resid 13635.67 Schwarz criterion 9.272514
Log likelihood −157.9465 Hannan-Quinn criter. 9.129343

F-statistic 6.995902 Durbin-Watson 2.098929
Prob (F-statistic) 0.000391

Table A5 shows that the Durbin-Watson statistic is 2.098929 where k = 1 and n = 30.
The significance level (0.05) of these variables sets up as dL = 1.352, dU = 1.489. The null hypothesis
“serially uncorrelated” cannot be rejected, because DW statistics (d) is included between dU and 4 − dU .
The data on penalization cases eventually resulted in no correlation. It shows that the p-value of the
ADF test statistic is 0.2339 greater than the significance level (0.05). This result means that the data
has a unit root. The p-value for constant is 0.043, greater than the significance level (0.05). That is,
null hypothesis (β0 = 0) can be rejected. Therefore, we finish the steps. The time series data about
penalization cases includes unit root and constant.
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Abstract: This article empirically analyzes the effects of revenue diversification on the profitability and
risk of a large sample of Eurozone banks over the period from 2000 to 2012. We use the generalized
method of moments (GMM) estimator, which is also referred to as the system-GMM estimator.
We conclude that higher income diversification favors bank profitability. However, our study does not
find a significant relationship between revenue diversification and bank risk, even when considering
a crisis period. Our results suggest that establishing restrictions in the universal banking model
could damage the resilience of the financial system, and thus affect the sustainability of the uneven
economic recovery in Europe.
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1. Introduction

In the past, bankers believed that they could reduce earnings volatility by diversifying into
activities that are imperfectly correlated with traditional banking income [1]. In this vein, studies
from Johnson and Meinster [2], Heggestad [3], Wall and Eisenbeis [4], and Litan [5], among others,
concluded that banks offering nonbanking products significantly reduced their risk without decreasing
their expected returns.

This “conventional wisdom”, which is supported by the early literature, initiated a deregulation
process in the banking industry in the late 1980s by progressively revoking the Banking Act, known as
the Glass-Steagall Act (GSA), from 1933. The deregulation process enabled banks to diversify their asset
portfolios and to significantly increase their profits by fostering the emergence of numerous alternative
sources of income, such as underwriting, securities trading, brokerage and investment banking, as well
as other untraditional banking activities [6,7], leading to the so-called “global financial supermarkets”
and “global banks”, the most representative company of which was Citigroup. This deregulated
scenario, along with an expansionary monetary policy (with low interest rates and easy loans), aimed at
alleviating an economic collapse from the burst of the Dotcom bubble at the beginning of the 21st
century, is considered one of the main causes of the subprime mortgage and financial crisis (2007–2009)
that started in the United States (U.S.) and rapidly spread to Europe [8].

Recommendations for avoiding a repeat of the financial and economic crisis face the challenge
of how to meaningfully contribute to a sustainable economic recovery with the help of new banking
business models. In response to the global financial crisis, the High-Level Expert Group on reforming
the structure of the European Union (EU) banking sector issued a report in 2012 (the so-called Liikanen
report), which recommended that proprietary trading and market-making activities be separated from
other banking activities [9]. The idea of isolating certain types of activities that are considered especially
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important to the real economy from other riskier, but less important, activities have also been shared
by other recent proposals, such as the “Volcker rule” in the United States and the Vickers Commission
report in the United Kingdom. These proposals imply restrictions on the universal banking model,
in which banks offer a full range of financial services, and thus could lead to less diversified banks [10].

This article complements the existing literature in various ways. First, this work contributes to
the ongoing debate surrounding bank diversification by focusing on the Eurozone as an interesting
case study. Countries in the Eurozone have become increasingly integrated and set apart from other
parts of the EU by their economic management since 1999, following the establishment of the euro.
Moreover, the sovereign debt crisis in 2010–2011 highlighted the greater interdependence of countries
in the monetary union and emphasized the need to create an integrated financial framework to
restore confidence in banks and the euro. The Banking Union, which was initiated in 2012 with the
agreement on the establishment of a Single Supervisory Mechanism with the involvement of the
European Central Bank (ECB), aims to deliver an integrated financial safety net for these countries.
Second, the selected time span, from 2000 to 2012, considers the impact of both the 2008 financial
crisis and the sovereign debt crisis starting in 2010 in the European banking sector. As the impact
of the financial crisis on the real economy has urged policy makers and regulators to drastically
change the “rules of the game” by proposing limits to banking activities, it is important to provide
further insights into the effect of revenue diversification on bank performance. Most studies have
provided evidence of the effect of revenue diversification under normal economic conditions ([11–13]
among others). Third, we use a proxy for revenue diversification that reflects the balance of different
types of income (interest, net commissions, trades, and other operating income). Finally, we use the
generalized method of moments (GMM) estimator, which was developed for dynamic panel models
by Arellano and Bover [14] and Blundell and Bond [15], which is also known as the system-GMM
estimator. The system-GMM estimator for dynamic panel data models combines moment conditions
for the model in first differences with moment conditions for the model in levels. This method has been
shown to improve on the GMM estimator in the first-differenced model in terms of bias and root mean
squared error [16]. The system-GMM estimator has also less bias and greater efficiency than either
ordinary least squares (OLS) regressions or static panel data models (fixed effects or random effects).

The article is structured as follows: after this introduction, Section 2 reviews the literature;
Section 3 describes the data and methodology employed in the empirical research; Section 4 presents
and discusses the results; and, Section 5 summarizes and concludes the article.

2. Literature Review

Theory provides conflicting predictions about the impact of revenue diversification on the
performance of banks. According to Diamond [17] and Stein [18], banks acquire relevant information
from their clients in the process of making loans, facilitating the efficient provision of other less
traditional services, including underwriting, securities trading, or insurance. Similarly, nontraditional
banking activities can produce information that improves lending [19]. Moreover, the sharing of
inputs, such as labor, technology, and information across multiple outputs also constitutes a source of
potential cost savings for diversified banks [11]. Therefore, part of the literature suggests that revenue
diversification provides economies of scope that enhance the profitability of financial institutions.
Nevertheless, diversification may reduce bank profits due to agency problems [20] (not only between
managers and shareholders, but also between the divisions of the bank and between the bank and
its customers in the form of conflicts of interest [11]); regulatory costs that are associated with
multiple supervision [11]; or an inefficient resource allocation between different business segments
due to a malfunctioning of internal capital markets [21]. Similarly, diversified activities have different
theoretical implications for bank risk. Although, according to the portfolio theory, banks may get
risk diversification benefits if noninterest income streams are uncorrelated with interest income,
diversification can expose banks to new forms of risks (in addition to credit risk), such as market,
liquidity, and operational risk [22]. Furthermore, diversified banks may operate with lower capital
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ratios and pursue riskier activities because many fee-based activities can be performed while holding
little or no regulatory capital [23].

The empirical literature has also reported the opposing effects of revenue diversification on bank
performance. Chiorazzo et al. [24] concluded that noninterest income increases risk-adjusted returns for
a sample of Italian banks, with this relationship stronger for larger banks. Köhler [25] concluded that
retail-oriented banks, such as savings, cooperative, and other banks that focus on lending and deposit
services, become significantly more stable (in the sense of having higher Z-scores) if they increase their
share of noninterest income. Köhler [26] analyzed the impacts of business models on bank stability in
15 EU countries between 2002 and 2011, indicating that substantial benefits can be gained from income
diversification. Brighi and Venturelli [27] reported evidence suggesting that greater diversification
among different fee and commission components decreases bank risk and increases risk-adjusted
profitability. Elsas et al. [28] showed that diversification increases bank profitability and market
valuation. Lee et al. [29] concluded that bank performance can be improved through diversification,
confirming the hypothesis of the portfolio diversification effect for the Asia-Pacific banking industry.
Sanya and Wolfe [30] and Meslier et al. [9] focused on banks in emerging economies and provided
empirical evidence that an observed shift toward noninterest income-generating activities has a positive
effect on bank performance and it decreases the risk of insolvency. Finally, the benefits of revenue
diversification have also been confirmed in some African countries [31,32].

Nevertheless, there is also a large body of empirical studies concluding that diversification has
detrimental effects on bank performance. Mercieca et al. [12] found an inverse association between
noninterest income and performance for small banks. Lepetit et al. [13] showed that expansion into
noninterest income activities, particularly into activities with increased commissions and fees and
increases insolvency risk. De Jonghe [33] stated that noninterest income-generating activities increased
the systemic risk of Eurozone banks over the period of 1992–2007. DeYoung and Rice [34] and Stiroh
and Rumble [35] showed that increased noninterest income is associated with poorer risk-return
tradeoffs in U.S. banks. Saona [36] stated that noninterest income activities are negatively and
significantly correlated with profitability in Latin American banks. Laeven and Levine [19] examined
an international sample of financial conglomerates and found that their respective market values
reflect a diversification discount; i.e., the market values are lower than if those financial conglomerates
were broken up into financial intermediaries that specialize in the individual activities. Finally,
Demirgüç-Kunt and Huizinga [37] and Baele et al. [11] reported negative effects of diversification on
bank risk, although they found positive effects on asset returns and franchise values, respectively.

Table 1 provides a summary of the main findings on revenue diversification in the
empirical literature.

227



Sustainability 2018, 10, 1903

T
a

b
le

1
.

Su
m

m
ar

y
of

th
e

fin
di

ng
s

on
th

e
im

pa
ct

s
of

re
ve

nu
e

di
ve

rs
ifi

ca
ti

on
on

ba
nk

pr
ofi

ta
bi

lit
y

an
d

ba
nk

ri
sk

.

R
e

fe
re

n
ce

s
S

a
m

p
le

P
e

ri
o

d
E

m
p

ir
ic

a
l

F
in

d
in

g
s

[7
]

Ph
ili

pp
in

es
19

99
–2

00
5

A
sh

if
tt

ow
ar

d
no

ni
nt

er
es

ta
ct

iv
it

ie
s

in
cr

ea
se

s
ba

nk
pr

ofi
ts

an
d

ri
sk

-a
dj

us
te

d
pr

ofi
ts

,p
ar

ti
cu

la
rl

y
w

he
n

ba
nk

s
ar

e
m

or
e

in
vo

lv
ed

in
tr

ad
in

g
in

go
ve

rn
m

en
ts

ec
ur

it
ie

s.

[1
1]

15
EU

co
un

tr
ie

s
+

N
or

w
ay

an
d

Sw
itz

er
la

nd
19

89
–2

00
4

A
hi

gh
er

sh
ar

e
of

no
ni

nt
er

es
ti

nc
om

e
am

on
g

to
ta

li
nc

om
e

af
fe

ct
s

ba
nk

s’
fr

an
ch

is
e

va
lu

es
po

si
ti

ve
ly

.D
iv

er
si

fic
at

io
n

of
re

ve
nu

e
st

re
am

s
fr

om
di

st
in

ct
fin

an
ci

al
ac

ti
vi

ti
es

in
cr

ea
se

s
th

e
sy

st
em

at
ic

ri
sk

of
ba

nk
s,

w
hi

le
th

e
ef

fe
ct

on
th

e
id

io
sy

nc
ra

ti
c

ri
sk

co
m

po
ne

nt
is

no
nl

in
ea

r
an

d
pr

ed
om

in
an

tl
y

do
w

nw
ar

d
sl

op
in

g.

[1
2]

Eu
ro

pe
(s

m
al

lb
an

ks
)

19
97

–2
00

3
A

sh
if

tf
ro

m
in

te
re

st
in

co
m

e
ac

ti
vi

ti
es

to
no

ni
nt

er
es

ti
nc

om
e

ac
ti

vi
ti

es
re

su
lt

s
in

lo
w

er
pe

rf
or

m
an

ce
of

sm
al

lE
ur

op
ea

n
ba

nk
s,

ca
us

ed
by

w
ea

k
m

on
it

or
in

g
of

ac
ti

vi
ti

es
th

at
lie

ou
ts

id
e

of
th

ei
r

tr
ad

it
io

na
ll

en
di

ng
bu

si
ne

ss
.

[1
3]

Eu
ro

pe
19

96
–2

00
2

Ba
nk

s
ex

pa
nd

in
g

in
to

no
ni

nt
er

es
ti

nc
om

e
ac

ti
vi

ti
es

pr
es

en
tg

re
at

er
ri

sk
an

d
gr

ea
te

r
in

so
lv

en
cy

ri
sk

th
an

ba
nk

s
th

at
m

ai
nl

y
su

pp
ly

lo
an

s.
Th

e
po

si
ti

ve
lin

k
w

it
h

ri
sk

is
m

os
tl

y
ac

cu
ra

te
fo

r
sm

al
lb

an
ks

an
d

is
es

se
nt

ia
lly

dr
iv

en
by

co
m

m
is

si
on

s
an

d
fe

e
ac

ti
vi

ti
es

.

[1
9]

In
te

rn
at

io
na

l(
43

co
un

tr
ie

s)
19

98
–2

00
2

Th
e

m
ar

ke
tv

al
ue

s
of

fin
an

ci
al

co
ng

lo
m

er
at

es
th

at
en

ga
ge

in
m

ul
tip

le
ac

tiv
iti

es
(i

.e
.,

le
nd

in
g

an
d

no
n-

le
nd

in
g

fin
an

ci
al

se
rv

ic
es

)a
re

lo
w

er
th

an
if

th
os

e
fin

an
ci

al
co

ng
lo

m
er

at
es

w
er

e
br

ok
en

up
in

to
fin

an
ci

al
in

te
rm

ed
ia

ri
es

th
at

sp
ec

ia
liz

e
in

in
di

vi
du

al
ac

ti
vi

ti
es

.

[2
4]

It
al

y
19

93
–2

00
3

In
co

m
e

di
ve

rs
ifi

ca
ti

on
in

cr
ea

se
s

ri
sk

-a
dj

us
te

d
re

tu
rn

s,
w

it
h

th
is

re
la

ti
on

sh
ip

st
ro

ng
er

w
it

h
la

rg
er

ba
nk

s.
Sm

al
lb

an
ks

ca
n

pr
ofi

tf
ro

m
in

cr
ea

si
ng

no
ni

nt
er

es
ti

nc
om

e
bu

to
nl

y
w

he
n

th
ey

ha
ve

ve
ry

lit
tl

e
no

ni
nt

er
es

ti
nc

om
e

sh
ar

e
in

th
e

be
gi

nn
in

g.

[2
5]

G
er

m
an

y
20

02
–2

01
2

Th
e

im
pa

ct
of

no
ni

nt
er

es
ti

nc
om

e
on

ba
nk

ri
sk

di
ff

er
s

be
tw

ee
n

re
ta

il-
an

d
in

ve
st

m
en

t-
or

ie
nt

ed
ba

nk
s:

w
hi

le
re

ta
il-

or
ie

nt
ed

ba
nk

s
be

co
m

e
si

gn
ifi

ca
nt

ly
m

or
e

st
ab

le
(i

n
th

e
se

ns
e

of
ha

vi
ng

a
hi

gh
er

Z
-s

co
re

),
if

th
ey

in
cr

ea
se

th
ei

r
sh

ar
e

of
no

ni
nt

er
es

ti
nc

om
e,

in
ve

st
m

en
t-

or
ie

nt
ed

ba
nk

s
be

co
m

e
si

gn
ifi

ca
nt

ly
ri

sk
ie

r.

[2
6]

15
EU

co
un

tr
ie

s
20

02
–2

01
1

Ba
nk

s
ar

e
si

gn
ifi

ca
nt

ly
m

or
e

st
ab

le
an

d
pr

ofi
ta

bl
e

if
th

ey
in

cr
ea

se
th

ei
r

sh
ar

e
of

no
ni

nt
er

es
ti

nc
om

e.
Su

ch
be

ne
fit

s
ar

e
pa

rt
ic

ul
ar

ly
la

rg
e

fo
r

sa
vi

ng
s

an
d

co
op

er
at

iv
e

ba
nk

s.
In

ve
st

m
en

tb
an

ks
,i

n
co

nt
ra

st
,b

ec
om

e
si

gn
ifi

ca
nt

ly
ri

sk
ie

r.

[2
7]

It
al

y
20

06
–2

01
2

G
re

at
er

re
ve

nu
e

di
ve

rs
ifi

ca
ti

on
de

cr
ea

se
s

ba
nk

ri
sk

an
d

in
cr

ea
se

s
ri

sk
-a

dj
us

te
d

pr
ofi

ta
bi

lit
y,

es
pe

ci
al

ly
af

te
r

cr
is

is
pe

ri
od

s.

[2
8]

U
.S

.,
C

an
ad

a,
A

us
tr

al
ia

an
d

Eu
ro

pe
19

96
–2

00
8

D
iv

er
si

fic
at

io
n

in
cr

ea
se

s
ba

nk
pr

ofi
ta

bi
lit

y
an

d,
as

a
co

ns
eq

ue
nc

e,
m

ar
ke

tv
al

ua
ti

on
s.

Th
is

ev
id

en
ce

ag
ai

ns
ta

co
ng

lo
m

er
at

e
di

sc
ou

nt
in

ba
nk

in
g

al
so

re
m

ai
ne

d
ro

bu
st

du
ri

ng
th

e
su

bp
ri

m
e

m
or

tg
ag

e
cr

is
is

.

[2
9]

A
si

a-
Pa

ci
fic

19
95

–2
00

9
Ba

nk
pe

rf
or

m
an

ce
ca

n
be

im
pr

ov
ed

th
ro

ug
h

di
ve

rs
ifi

ca
ti

on
in

ba
nk

-b
as

ed
gr

ou
ps

.U
nd

er
di

ff
er

en
tfi

na
nc

ia
ls

ys
te

m
s,

th
e

re
la

ti
on

sh
ip

s
am

on
g

re
ve

nu
e

di
ve

rs
it

y,
fin

an
ci

al
re

fo
rm

s
an

d
ba

nk
pe

rf
or

m
an

ce
s

ar
e

m
ul

ti
di

m
en

si
on

al
.

[3
0]

22
6

lis
te

d
ba

nk
s

ac
ro

ss
11

em
er

gi
ng

ec
on

om
ie

s
20

00
–2

00
7

R
ev

en
ue

di
ve

rs
ifi

ca
ti

on
de

cr
ea

se
s

in
so

lv
en

cy
ri

sk
an

d
en

ha
nc

es
pr

ofi
ta

bi
lit

y.

[3
1]

A
fr

ic
a

19
96

–2
01

4
Th

er
e

is
a

po
si

ti
ve

re
la

ti
on

sh
ip

be
tw

ee
n

ba
nk

m
ar

ke
tp

ow
er

an
d

in
co

m
e

fr
om

no
nt

ra
di

ti
on

al
ac

ti
vi

ti
es

.

[3
2]

A
fr

ic
a

20
02

–2
01

3
C

ro
ss

-b
or

de
r

ba
nk

in
g

an
d

re
ve

nu
e

di
ve

rs
ifi

ca
ti

on
w

it
hi

n
ba

nk
s

in
A

fr
ic

a
ca

n
cr

ea
te

va
lu

e.

[3
3]

15
EU

co
un

tr
ie

s
19

92
–2

00
7

N
on

in
te

re
st

-g
en

er
at

in
g

ac
ti

vi
ti

es
in

cr
ea

se
ba

nk
s’

ta
il

be
ta

.

[3
4]

U
.S

.
19

89
–2

00
1

Sm
al

l,
w

el
l-

m
an

ag
ed

ba
nk

s
ge

ne
ra

te
le

ss
no

ni
nt

er
es

ti
nc

om
e.

M
ar

gi
na

li
nc

re
as

es
in

no
ni

nt
er

es
ti

nc
om

e
ar

e
as

so
ci

at
ed

w
it

h
hi

gh
er

an
d

m
or

e
va

ri
ab

le
pr

ofi
ts

an
d

w
it

h
w

or
se

ni
ng

of
th

e
ri

sk
-r

et
ur

n
tr

ad
e-

of
ff

or
th

e
av

er
ag

e
co

m
m

er
ci

al
ba

nk
.

[3
5]

U
.S

.
19

97
–2

00
2

D
iv

er
si

fic
at

io
n

be
ne

fit
s

ex
is

tb
et

w
ee

n
Fi

na
nc

ia
lH

ol
di

ng
C

om
pa

ni
es

(F
H

C
s)

,b
ut

th
es

e
ga

in
s

ar
e

of
fs

et
by

in
cr

ea
se

d
ex

po
su

re
to

no
ni

nt
er

es
t

ac
ti

vi
ti

es
,w

hi
ch

ar
e

m
uc

h
m

or
e

vo
la

ti
le

bu
tn

ot
ne

ce
ss

ar
ily

m
or

e
pr

ofi
ta

bl
e

th
an

in
te

re
st

-g
en

er
at

in
g

ac
ti

vi
ti

es
.

[3
6]

La
ti

n
A

m
er

ic
a

19
95

–2
01

2
Th

er
e

is
a

ne
ga

ti
ve

re
la

ti
on

sh
ip

be
tw

ee
n

ba
nk

pr
ofi

ta
bi

lit
y

an
d

re
ve

nu
e

di
ve

rs
ifi

ca
ti

on
.

[3
7]

In
te

rn
at

io
na

l(
10

1
co

un
tr

ie
s)

19
95

–2
00

7
Ex

pa
ns

io
n

in
to

no
ni

nt
er

es
ti

nc
om

e-
ge

ne
ra

ti
ng

ac
ti

vi
ti

es
,s

uc
h

as
tr

ad
in

g,
in

cr
ea

se
s

th
e

ra
te

of
re

tu
rn

on
as

se
ts

,a
nd

it
co

ul
d

of
fe

r
so

m
e

ri
sk

di
ve

rs
ifi

ca
ti

on
be

ne
fit

s
at

ve
ry

lo
w

le
ve

ls
.O

ve
ra

ll,
ba

nk
in

g
st

ra
te

gi
es

th
at

re
ly

pr
om

in
en

tl
y

on
ge

ne
ra

ti
ng

no
ni

nt
er

es
ti

nc
om

e
ar

e
ve

ry
ri

sk
y.

228



Sustainability 2018, 10, 1903

3. Data and Methodological Aspects

3.1. Sample

We use a sample consisting of an unbalanced panel with 4268 observations that were obtained
from commercial banks, savings banks, and credit cooperatives operating in 14 European countries
over the period from 2000 to 2012. We restrict the analysis to countries that adopted the euro during
the sample period and thus have a common monetary policy: Austria, Belgium, Finland, France,
Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal, Slovakia, Slovenia, and
Spain (see Table 2). Because banks must have information available for all of the variables analyzed
for at least five consecutive years to test the second-order serial correlation when the system-GMM
methodology is used [38], we exclude some countries (e.g., Estonia). Unlike previous studies that
focused only on listed banks (e.g., [8]), our sample includes all (listed and unlisted) banks in the euro
area (commercial, savings, and cooperative banks), which affords us a more representative picture of
the European banking sector, as unlisted banks account for the majority of banks in this area [26].

Table 2. Observations in the sample by country.

Country Observations

Austria 57
Belgium 29
Finland 39
France 700

Germany 1156
Greece 50
Ireland 51

Italy 1642
Luxembourg 32
Netherlands 77

Portugal 97
Slovakia 40
Slovenia 90

Spain 208
Total Eurozone 4268

Bank balance sheet data and income statements are obtained from the BankScope database
that was maintained by Bureau Van Dijk (now Orbis Bank Focus). Indicators are calculated on a
nonconsolidated basis, indicating that banking subsidiaries and foreign branches are considered to be
separate credit institutions. This assumption reduces the possibility of introducing aggregation bias
into the results [39]. Merged banks are considered as separate entities before the merger and a single
entity subsequently. All of the ratios capturing bank-specific characteristics are calculated based on the
standardized global accounting format. Entities that present abnormal ratios or extreme values are
eliminated from the sample as outliers in order to ensure that the analysis is not affected by potential
measurement errors and misreporting. The frequency of the data is annual.

We obtain the data on industry concentration from the Banking Structural Financial Indicators
database of the European Central Bank (ECB), whereas macroeconomic data are obtained from Eurostat.

3.2. Methodology

Bank-specific factors determining bank profitability and risk can be endogenous. For example,
more profitable banks can have more resources to increase their equity; such banks might also find
it easier to increase their customer base through successful advertising, and thereby enhance their
profitability [40]. Similarly, banks could have incentives to increase their stock of liquid assets if they
become riskier to protect themselves against premature withdrawals of funds [26]. In addition to
endogeneity, some characteristics that affect bank performance are difficult to measure or to identify
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in an equation (so-called unobserved heterogeneity). If the influence of such characteristics is not
considered, then one could observe correlations between some of the coefficients of the explanatory
variables and the error terms that bias these coefficients. Finally, the persistence of profitability
and risk has been well documented in the literature. To address these concerns, we use the GMM
estimator that was developed for dynamic panel models by Arellano and Bover [14] and Blundell and
Bond [15], also referred to as the system-GMM estimator. This methodology is a better alternative than
traditional panel data estimators, which can produce biased and inconsistent estimates when being
applied to our equation. Following Windmeijer [41], we use the two-step estimation procedure with
finite sample corrected standard errors, providing less biased coefficient estimates and more accurate
standard errors.

Our baseline equation is as follows:

Yi,j,t = α + δ· · ·Yi,j,t−1 + β· · ·DIVi,j,t + λ· · ·BSi,j,t + γ· · ·Mj,t + θ· · ·Rj,t−1 + η· · ·Di,j,t + εi,j,t (1)

where Y denotes the variable used to measure either the profitability or the risk of bank i in country
j in year t; Yi,t−1 represent their lagged values; δ measures the speed of adjustment (a value of δ

close to 0 implies that bank profitability/risk is characterized by a high speed of adjustment, whereas
a value that is close to 1 indicates that the adjustment is very slow); DIV represents a proxy of
revenue diversification; BSi,j,t and Mj,t denote, respectively, the bank-specific and the industry and
macroeconomic variables that were considered in our study; Rj,t−1 refers to several bank regulation
and supervision control variables; and, Di,j,t represents dummy variables controlling for the public
status of the bank and the bank type. β, λ, γ, θ, and η are vectors of coefficient estimates. Finally,
εi,t is the disturbance term that contains the unobserved bank-specific effect (ηi) and the idiosyncratic
error (νi,t).

3.3. Measures of Profitability and Risk

More than 90% of the banks in our sample are unlisted, providing us with a broad representation
of the Eurozone banking system, but requiring us to use accounting-based, instead of market-based,
indicators. However, we acknowledge that accounting metrics have limitations. For instance, managers
could use some timing discretion over these metrics to minimize regulatory costs. They are also
backward looking [42].

We consider the return on average assets (ROA) as our proxy for bank profitability, which is the
single most important ratio for comparing the efficiency and operational performance of banks [40].
ROA is computed as pretax profits that are divided by total assets. This ratio considers the returns that
are generated from the assets that a bank finances; it is primarily an indicator of managerial efficiency,
although it can be misleading as a result of off-balance-sheet activities. Our measure of bank risk is
the Z-score, defined as the number of standard deviations that a bank’s return on assets must fall
below the mean for the bank to become insolvent [43]. Therefore, this index can be interpreted as an
inverse measure of the probability of insolvency; i.e., a higher Z-score indicates that a bank incurs
fewer risks and is more stable [26]. The Z-score is considered to be a better measure of bank risk than
the nonperforming loan ratio (NPLr) because nonperforming loans are traditionally backward looking
and highly procyclical [44,45]. In addition, the Z-score is an overall measure of bank risk that captures
more than credit risk alone [46]. The Z-score is calculated as the sum of ROA and equity-to-assets ratio
(Eq/TA), divided by the three-year standard deviation of ROA (SDROA):

Z-scoret =
ROAt + Eq/TAt

SDROAt

(2)

Finally, we calculate natural logarithms to control for the skewness that was exhibited by the
original metric.
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3.4. Revenue Diversification

Following Elsas et al. [28], we proxy revenue diversification using a Herfindahl–Hirschman index
(HHIRD) that reflects the balance of different types of income, such as interest, net commissions,
trading, and other operating income. HHIRD is calculated, as follows:

HHIRD = 1 −
[(

INT
TOR

)2
+

(
COM
TOR

)2
+

(
TRAD
TOR

)2
+

(
OTH
TOR

)2
]

(3)

where INT denotes gross interest income; COM denotes gross commissions and fee revenue;
TRAD denotes trading revenue; and, OTH denotes all other gross operating income. TOR represents
total operating revenue and is equal to the sum of the absolute values of INT, COM, TRAD, and OTH.
HHIRD can take values between 0 (no revenue diversification) and 75 (indicating a bank that generates
a fully balanced revenue mix from all four business areas).

3.5. Control Variables

We include in our regression several bank-specific variables, the influences of which on bank
profitability and risk have been widely contrasted in the literature (see [26,40,43,47]). We control for
the bank’s asset structure using the ratio of loans to total assets (Loan/TA), as the literature suggests
that this ratio is positively correlated with bank returns [7] and risk [12,43]. The effect of capitalization
on bank performance is controlled for using Eq/TA. We expect a positive effect of capitalization on
ROA. There appears to be a consensus in the previous literature that more capital (and therefore, better
solvency) reduces the costs of external debt, compensating for the higher costs of one’s own funds [40].
Consistent with previous studies (e.g., [23,35]), a negative relationship between bank capitalization
and risk can be expected due to the potential danger of leverage. The recent financial crisis has clearly
exposed the risks of a bank’s excessive reliance on non-deposit funding; thus, following Laeven and
Levine [19] and Köhler [26], among others, we include in our equation the ratio of non-deposit funds to
total liabilities (NonDep/TL). We control for operational efficiency using the cost-to-income ratio (CIR),
which can be negatively related to bank returns [23] but positively related to risk [47]. The natural
logarithm of bank assets accounts for the effect of size on bank performance (Size) The effect of size on
bank returns could be nonlinear, with profitability initially increasing with size and then declining for
bureaucratic and other reasons [48]. However, the effect of size on bank risk-taking remains unclear:
although larger banks might incur more risk due to a moral hazard problem [26,33], they might be less
prone to risk because of their managerial capacity and efficiency [12]. We also include the NPLr to
account for credit risk in the profitability equation [40]; and the ROA to account for profitability in the
risk equation [43].

We additionally control for industry concentration, which is measured in terms of the
Herfindahl–Hirschman index (HHIIC), which is calculated as the sum of the squares of all credit
institutions’ market shares within a country in terms of total assets (in percentages). We further
include selected macroeconomic variables, following previous studies: (i) the annual growth rate of
the real gross domestic product of the country (GDP), which controls for the effect of economic
growth in our regressions [40,43]; (ii) the consumer price index annual average rate of change
(Inflation), as inflation could affect both bank profitability and bank risk [26,40]; (iii) the annual average
unemployment rate (UR), which could negatively affect the returns and the risks of banks [43,47];
and, (iv) the interest rate of the main refinancing operations of the European Central Bank (Interest).
An environment of low interest rates can exert pressure on the operating margin and negatively affect
banks’ profitability [49,50]. It could also affect bank risk [43].

Moreover, as there still might be some differences in the regulatory and supervisory environments
between each country’s banking system inside the Eurozone [43], we use four indices from the
World Bank database on “Bank Regulation and Supervision”, as developed by Barth et al. [51] as
regulation controls in our equation specification (see Appendix A). This database is based on four
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surveys conducted by the World Bank (Survey I was released in 2001, and for most of the countries,
the information corresponds to 1999; Survey II describes the regulatory situation at the end of 2002;
Survey III describes the regulatory environment in 2005–2006; Survey IV provides information about
bank regulation and supervision in 125 countries for 2011 (with some corrections in 2012) [52]).
The capital stringency index evaluates the regulatory approach to assessing and verifying the degree
of capital at risk in a bank; the supervisory power metric reflects the degree to which the country’s
bank supervisory agency has the authority to undertake specific actions (e.g., force a bank to change
its internal organizational structure); the private monitory index shows the degree to which banks
are forced to disclose accurate information to the public and whether there are incentives to increase
market discipline; and finally, the activity restrictions index measures the degree to which banks face
regulatory restrictions on their activities in securities markets, insurance, and real estate, as well as on
owning shares in nonfinancial firms, with higher values indicating greater restrictions [36]. We use the
first lag of these indices, as regulative initiatives are unlikely to affect bank profitability and/or bank
risk immediately [39,46].

Finally, we control for the public status of the bank—as market discipline exerted by the
stock market might influence bank performance [53]—and for the bank type—as commercial banks,
savings banks, and credit cooperatives have different business models, objectives, and ownership
structures [26].

Table 3 summarizes the variables considered in the current study.

Table 3. Variables considered in the study.

Classification Variable Notation Data Source

Profitability Return on Assets (%) ROA BankScope

Bank risk Z-score (in logarithmic form) Z-score BankScope/Own elaboration

Revenue diversification Herfindahl–Hirschman Index HHIRD BankScope/Own elaboration

Asset structure Loans/Total Assets (%) Loan/TA BankScope

Capitalization Equity/Total Assets (%) Eq/TA BankScope

Non-deposit funding Non-deposit Funds/Total Liabilities (%) NonDep/TL BankScope

Efficiency Cost-to-Income Ratio (%) CIR BankScope

Size Total Assets (in logarithmic form) Size BankScope

Credit risk Nonperforming Loan Ratio (%) NPLr BankScope

Industry concentration Herfindahl-Hirschman Index HHIIC ECB

Economic growth Annual Real GDP Growth Rate (%) GDP Eurostat

Inflation Annual Average Rate Change in CPI (%) Inflation Eurostat

Unemployment Unemployment Rate (%) UR Eurostat

Interest rates Interest Rate on the MRO of the ECB (%) Interest ECB

Regulation and supervision Capital Stringency Index, Supervisory Power Index,
Private Monitoring Index, Activity Restrictions Index Regulatory indices [51,52,54]

Listed Dummy variable, taking the value of
1 for listed bank and 0 otherwise Listed dummy BankScope/Own elaboration

Bank type Two dummy variables, taking the values of 1 for
commercial banks (savings banks) and 0 otherwise Bank type dummies BankScope/Own elaboration

3.6. Endogeneity

We acknowledge that there is a problem of endogeneity in our regression. To address it,
the system-GMM estimator uses suitable instruments. In line with Arellano and Bover [14] and
Blundell and Bond [15], we employ lagged first differences of the bank-specific variables as instruments
for the equation in levels and the lagged values of these variables in levels as instruments for the
equation in differences. Regulatory and supervisory indicators are also treated as endogenous, as we
assume that the regulators may change banking rules to prevent financial turbulence if they observe
low profitability and/or excess risk taking [39,43]. The public status of the bank is considered to be
endogenous in our equation, as banks may choose to become listed or not, based on the expected
future changes in profitability and/or risk [43]. The industry concentration, macroeconomic variables,

232



Sustainability 2018, 10, 1903

and bank type dummies are treated as exogenous. We verify that the instruments are statistically valid
using Hansen’s J-test of over identifying restrictions.

4. Empirical Results

4.1. Results from the Baseline Model

Table 4 presents descriptive statistics of the variables that are considered in this paper. The average
ROA for banks in the sample is 0.48% with a standard deviation of 0.82%. As reported by
Baselga-Pascual et al. [43], profitability levels have remained low since the onset of the crisis in 2008
and they have been characterized by a high degree of heterogeneity. Banks have, on average, a Z-score
(calculated in logarithmic form) of 3.58, with a standard deviation of 1.01. The index of revenue
diversification has a mean value of 35.89, indicating that Eurozone banks present a certain degree
of diversification in the origin of their income (interest, commissions and fees, trading, and other
operating income). Most of the control variables have the expected values, demonstrating in the
macroeconomic variables the deterioration of the economic situation in the Eurozone.

Table 4. Descriptive statistics.

Variable Observations Mean Standard Deviation Minimum Median Maximum

ROA 4268 0.48 0.82 −9.03 0.48 9.24
Z-score 3291 3.58 1.01 −1.58 3.60 9.20
HHIRD 4268 35.89 11.32 4.74 35.50 74.17

Loan/TA 4268 65.61 16.56 0.29 69.16 97.72
Eq/TA 4268 9.92 4.90 0.25 9.23 73.98

NonDep/TL 4268 43.10 17.11 1.02 44.16 100.00
CIR 4268 66.08 14.66 6.50 65.45 307.14
Size 4268 14.15 2.30 10.00 13.60 21.50

NPLr 4268 7.35 5.58 0.00 6.11 62.33
HHIIC 4268 485.52 361.33 151 407 3700

Inflation 4268 2.13 1.01 −4.48 2.07 5.65
GDP 4268 −0.25 2.71 −8.54 0.48 6.87
UR 4268 8.38 2.72 3.10 8.40 24.80

Interest 4268 1.84 1.19 0.75 1.00 4.75

Table 5 reports the dynamic panel data regressions for measures of both bank profitability (ROA)
and bank risk (Z-score) using the system-GMM estimator. The high statistical significance in the lagged
dependent variables confirms the dynamic character of the model specification.

We show a direct and significant relationship between bank profitability and our proxy of bank
diversification. This result is consistent with the part of the literature considering that increasing
the share of noninterest activities in banks could be beneficial for returns (e.g., [23,29]). However,
we do not find evidence to conclude that the effect of income diversification on bank stability
is negative. Therefore, greater diversification could lead banks to obtain greater profits without
necessarily implying an increase in their risk.

Regarding control variables in the profitability equation, we find that the effect of capitalization on
ROA is positive and highly significant. Athanasoglou et al. [48] stated that this positive impact could be
the result of capital acting as a safety net in the cases of adverse developments. This relationship would
help banks to finance their assets at more favorable interest rates, increasing expected profitability,
and offsetting the cost of equity. Our results also show that non-deposit funding reduces bank
profitability (as reported by Laeven and Levine [19] and Saona [36]). The negative sign of the CIR
variable and its high statistical significance confirm that improvements in efficiency are translated into
improvements in profitability.
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Table 5. The effect of diversification on the profitability and risk of Eurozone banks (2000–2012).

Variables ROA Z-Score

Dep. Var.t−1
0.421 **
(0.203)

0.477 ***
(0.034)

HHIRD
0.008 ***
(0.002)

−0.006
(0.004)

Loan/TA 0.002
(0.003)

−0.006 **
(0.003)

Eq/TA 0.037 ***
(0.013)

0.029 ***
(0.008)

NonDep/TL −0.006 **
(0.003)

−0.008 **
(0.004)

CIR −0.025 ***
(0.002)

−0.001
(0.003)

Size −0.074 **
(0.030)

0.028
(0.057)

NPLr −0.076 ***
(0.011) −

ROA − 0.284 ***
(0.057)

HHIIC 0.000 ***
(0.000)

0.000 *
(0.000)

Inflation 0.039 *
(0.021)

−0.035 *
(0.020)

GDP 0.011 *
(0.006)

0.061 ***
(0.008)

UR −0.039 ***
(0.011)

−0.019 *
(0.011)

Interest 0.073 ***
(0.019)

0.035 *
(0.020)

Regulatory Indexes Yes Yes

Listed dummy Yes Yes

Bank type dummies Yes Yes

Constant 3.725 ***
(0.653)

1.664 *
(0.877)

z1 1269.62 (20) 802.58 (20)

m1 −4.07 −6.13

m2 −0.81 −1.05

Hansen 444.96 (444) 443.17 (444)

Notes: This table reports the determinants of profitability and risk of Eurozone banks over the period of 2000 to
2012 using the system-generalized method of moments (GMM) estimator. The sample comprises 4268 observations
(3291 in the Z-score equation). See Table 3 for a description of the variables. With the exception of industry
concentration, macroeconomic variables and bank type dummies, all of the independent variables in our model
are considered endogenous. We report heteroskedasticity-consistent asymptotic standard errors in parentheses,
and significance levels are indicated as follows: *** = significant at the 1% level; ** = significant at the 5% level;
and * = significant at the 10% level. z1 is a Wald test of the joint significance of the reported coefficients, asymptotically
distributed as χ2 under the null of no significance, with degrees of freedom in parentheses. mi is a serial correlation
test of order i using residuals in first differences, asymptotically distributed as N(0,1) under the null of no serial
correlation. Hansen is a test of over-identifying restrictions, asymptotically distributed as χ2 under the null of no
correlation between the instruments and the error term, with degrees of freedom in parentheses.

We report that the effect of size on bank profitability is negative. In principle, one would expect
that larger banks experience more significant increases in profitability through economies of scale.
However, beyond a certain threshold of size, diseconomies of scale can arise, rendering the size of a
bank detrimental to its profitability [40]. The effect of NPLr on profitability is negative (see, e.g., [48]).
There appears to be a consensus that an increase in doubtful assets, which do not accrue income,
requires a bank to allocate a significant portion of its gross margin to provisions to cover expected
credit losses; thus, profitability will be lower. Our results suggest a positive relationship between bank
concentration and profitability in the Eurozone. As could be expected, bank profitability is directly
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related to GDP growth and is inversely related to unemployment rates. Inflation positively affects
bank profitability, indicating that managers might anticipate inflation expectations and adjust interest
rates to achieve greater profits [40]. Finally, bank profitability shows a positive correlation with the
interest rate on the MRO of the ECB.

We also find significant relationships between the control variables and the Z-score in the risk
equation. We report a positive relationship between the relative percentage of loans in the assets of
a bank and its risk, based on the literature finding that laxity in lending can be a source of banking
problems (e.g., [55]). Our results confirm that the higher the capitalization, the lower the bank
risk is. We report that a greater dependence on wholesale funding can increase bank risk. The
financial crisis has clearly exposed the risk of wholesale funding, especially after the bankruptcy of
Lehman Brothers in 2008 [43]. We also find an inverse relationship between bank profitability and
risk (as reported by Baselga-Pascual et al. [43]). With regard to the exogenous variables, we show that
the more concentrated that the banking sector is, the lower that the risk tends to be. This result is in
line with the empirical evidence that was provided by Beck et al. [56] and Caprio et al. [57]. Among
the macroeconomic variables, GDP and UR show negative and positive relationships, respectively,
with risk. These findings confirm the abundant support in the literature for the view that bank risk
exhibits a clear cyclical behavior [58,59]. We finally reveal a positive relationship between inflation
and bank risk, and a negative relationship between interest rates and bank risk.

4.2. Robustness Checks

To further confirm the aforementioned findings, we conduct a number of robustness checks (see
Table 6).

Table 6. Robustness checks.

(A) Considering alternative proxies of profitability and risk

ROE NPLr

HHIRD 0.132 ***
(0.045)

0.003
(0.005)

z1 1043.94 (20) 1059.06 (20)
m1 −4.99 −6.18
m2 −0.77 −1.07

Hansen 447.08 (444) 441.60 (444)

(B) Considering NonINT instead of HHIRD

ROA Z-Score

NonINT 0.014 ***
(0.003)

−0.001
(0.004)

z1 1332.29 (20) 599.33 (20)
m1 −4.05 −6.13
m2 −0.83 −1.05

Hansen 444.85 (444) 443.17 (444)

(C) Including year and country dummies instead of macroeconomic variables

ROA Z-score

HHIRD 0.008 ***
(0.003)

−0.004
(0.006)

z1 510.98 (38) 1424.22 (38)
m1 −4.21 −5.63
m2 −0.66 −1.01

Hansen 435.10 (441) 438.82 (441)

Notes: This table presents the results after changing some of the variables included in the baseline regression.
The models in section (A) consider alternative proxies of bank profitability and risk. The models in section (B)
consider NonINT in place of Herfindahl–Hirschman index (HHIRD). The models in section (C) consider year
and country dummies in place of the macroeconomic variables. We also include control variables (not reported)
in all of the regressions. With the exception of industry concentration, macroeconomic variables, year, country
and bank type dummies, all of the independent variables in our models are considered endogenous. We report
heteroskedasticity-consistent asymptotic standard errors in parentheses, and significance levels are indicated as
follows: *** = significant at the 1% level; ** = significant at the 5% level; and, * = significant at the 10% level. z1 is a
Wald test of the joint significance of the reported coefficients, asymptotically distributed as χ2 under the null of
no significance, with degrees of freedom in parentheses. mi is a serial correlation test of order i using residuals
in first differences, asymptotically distributed as N(0,1) under the null of no serial correlation. Hansen is a test
of over-identifying restrictions, asymptotically distributed as χ2 under the null of no correlation between the
instruments and the error term, with degrees of freedom in parentheses.
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First, we re-estimate our baseline equation when considering the return on equity (ROE) as
a proxy for profitability and the NPLr as a proxy for risk. Second, we use noninterest income as
a percentage of total operating revenue (NonINT), instead of HHIRD as our indicator of revenue
diversification. Similarly, we re-estimate the baseline equation to consider year and country dummies
in the place of macroeconomic variables. The result does not differ from that obtained previously.

5. Summary and Conclusions

This paper empirically analyzes the effect of revenue diversification on bank profitability and bank
risk in the Eurozone. We consider a revenue diversification index that reflects the balance of different
types of income, such as interest, net commissions, trading, and other operating income. Our sample
comprises an unbalanced panel data set of 4268 observations from 2000 to 2012, allowing for us to
consider the impact of the recent financial and economic crisis on the Eurozone banking system.
Because previous studies have suggested that our regression could be affected by endogeneity,
unobserved heterogeneity and the persistence of dependent variables, we employ a dynamic panel
data model with the system-GMM estimator.

We provide evidence that higher income diversification favors bank profitability. This result
is consistent with the theory that suggests that the potential benefits of diversification arising from
economies of scope are larger than its costs (agency problems, regulatory costs, or inefficient internal
resource allocation). However, our study does not find a significant relationship between revenue
diversification and bank risk, even when considering a crisis period. Therefore, we cannot confirm
theoretical predictions about the effect of diversification on either a reduction (according to the portfolio
theory) or an increase (due to new forms of risk or lower capital ratios) of bank risk.

Our findings have important policy implications and could have broader significance for
supervisors concerned about benchmarking and validation issues that are related to banking regulation.
The recent recommendations of policy makers to isolate certain types of activities that would imply
restrictions on the universal banking model could reduce the profitability of banks. This outcome,
together with an environment of low interest rates, can damage the resilience of the banking system,
and thus affect the sustainability of the uneven economic recovery in the Eurozone.
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Abstract: This study studies a recently proposed measure of liquidity premium (or discount).
Specifically, the liquidity premium we utilize is defined as a function of a time discount factor,
a relative risk aversion parameter, and the expected return and volatility of the asset, given the
risk-free rate. Using U.S. stock market data, our empirical results confirm that the proposed liquidity
premium measure is largely comparable to that commonly used in existing studies. Our results also
imply that a risk factor based on the liquidity premium measure not only explains cross-sectional
stock returns, but also time-series excess returns on portfolios sorted on the commonly used liquidity
measure. In addition, our study suggests that better understanding the liquidity risk leads to
sustainable trading for investors.

Keywords: liquidity premium; uncertainty termination; investment horizon; Amihud’s illiquidity
ratio; factor models

1. Introduction

A large body of literature attempts to measure various types of risks in financial assets.
For example, Allen et al. [1] develop a new measure of risk based on the application of regular
vine copulas and apply it to the assessment of composite financial risk. In addition, Yan et al. [2]
propose the new empirical method by combining generalized autoregressive score functions and a
copula model with high-frequency data to model the conditional time-varying joint distribution of the
government bond yields.

An application of regular vine copulas, which are a novel and recently developed statistical
and mathematical tool which can be applied in the assessment of composite financial risk.
However, liquidity (or illiquidity) risk is not a readily measurable characteristic of financial assets,
yet understanding the implications of liquidity on investments results is crucial for the sustainability
of investors who face increasingly more investment alternatives that are illiquid (e.g., hedge funds,
private equity, and real estate). Existing studies in the literature generally employ an asset’s order flow,
transaction volume, and the corresponding price impact to measure illiquidity [3–6]. This arises from
the conventional wisdom that a transaction’s impact on the asset price captures the liquidity premium
(illiquidity discount) that a buyer (seller) is willing to pay (offer) to fulfill an order.

In this paper, we study a novel liquidity premium measure based on the equilibrium derived from
a dynamic model in Hur and Chung [7], and apply the measure to the US stock market. Their model
implies that the liquidity premium of an asset is a function of a time discount factor, the relative risk
aversion of the investor, and the expected return and volatility of the asset, given the risk-free rate.
Based on reasonable specifications of the parameters, our empirical findings show that the proposed
liquidity premium is highly related to Amihud’s [8] illiquidity ratio, a measure commonly used in
existing studies. More specifically, we find that the cross-sectional variation of the new liquidity
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premium is significantly explained by Amihud’s illiquidity ratio, which supports the validity of
the measure.

The model implies that a highly liquid asset should command a price premium while illiquid
assets must be offered at price discounts. To examine this implication, we perform two sets of tests
based on U.S. data: the first is a test of the cross-sectional relationship between the new liquidity
premium and stock returns; and the second is a test of the time-series relationship between a risk
factor based on the new liquidity premium and the expected excess returns on portfolios sorted on
the Amihud’s illiquidity ratio. As predicted, we find a negative relationship in both settings. Overall,
the empirical findings corroborate that the liquidity risk factor based on our measure of the liquidity
premium is priced in stock/portfolio returns, which further validates the robustness of the proposed
liquidity measure.

2. Liquidity Premium

In this section, as in Hur and Chung [7] (who attempted to apply the model’s implications to the
Korean stock market, and their empirical results are qualitatively similar to ours in this study, hence,
we believe that our new measure has compatibility in the global markets.), we derive a closed-form
representation of liquidity premium based on a continuous time model.

2.1. Model Setup

We begin by defining the following:

Definition 1. A random investment horizon is the first time a pre-determined investment goal is attained.

Definition 2. An investment goal is the targeted rate of return.

Definition 3. An asset’s liquidity premium (discount) is the maximum willingness-to-pay that makes an
investor indifferent between two consumption options—cashing out and consuming all positions now in the
absence of any future liquidation shock, or waiting until the investment horizon terminates before consuming all
wealth—while maintaining the same investment strategy with a random horizon.

The first consumption option in Definition 3 measures utility from holding a financial asset
when its liquidity is perfect to the level of money. The second option measures utility when the
asset’s liquidity is limited. Therefore, the certainty equivalent variation that make these two utilities
equal represents the asset’s liquidity premium. For brevity and consistency, we focus on locked-in
(or locked-out) strategies as these are more convenient when assessing the contributions of holding a
designated asset. In contrast, it is challenging to disentangle the contributions of holding an asset from
others under a cross-sectional diversification strategy.

We assume that stock price Xt follows a log-normal Brownian motion with drift, as follows:

dXt = μXtdt + σXtdBt.

A solution to this stochastic differential equation is easily obtained by applying Ito’s lemma:

Xt = X0 exp [

(
μ − 1

2
σ2
)

t + σBt]

This solution for Xt has a drift of
(

μ − 1
2 σ2

)
, implying that it would grow continuously at the rate

of
(

μ − 1
2 σ2

)
. As a benchmark, we define X̃t(b) to grow at the rate of the risk-free rate r. Note that it

is always greater (smaller) than X0 exp[rt] by exp[b] for b > 0 (b < 0), as follows:

X̃t(b) ≡ X0 exp[rt + b].
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More specifically, consider an investor who purchases one share of a stock at time 0.
Their investment goal is to outperform a risk-free asset by exp[b] times. The investor would like
to know when this goal will be attained. Such an investment strategy is known by different names,
such as buy-and-hold, stop-gains, or locked-in. As these names suggest, the essence of the strategy is
to survive in order to achieve the investment goal.

We define time Tb to a level of b ∈ R and b > 0 as follows:

Tb(ω) = in f {t ≥ 0; Xt(ω) = X̃t(b)}

Tb(ω) = in f {t ≥ 0; Xt(ω) = X̃t(b)} = in f {t ≥ 0; Bt =
b
σ
− 1

σ

(
μ − 1

2
σ2 − r

)
t},

where a new Brownian motion with drift, B̃t, has a drift of 1
σ

(
μ − 1

2 σ2 − r
)

as:

B̃t ≡ Bt +
1
σ

(
μ − 1

2
σ2 − r

)
t.

From Karatzas and Shreve [9], we have:

P( 1
σ (μ− 1

2 σ2−r))[Tb ∈ dt] =
b√

2πσ2t3
exp

⎡⎢⎣−
(

b −
(

μ − 1
2 σ2 − r

)
t
)2

2σ2t

⎤⎥⎦dt, t > 0

P( 1
σ (μ− 1

2 σ2−r))[Tb ≤ t] =
� t

0
exp

[
b

σ2

(
μ − 1

2
σ2 − r

)
− 1

2σ2

(
μ − 1

2
σ2 − r

)2
s

]
P[Tb ∈ dt]

P[Tb ∈ dt] =
b√

2πσ2t3
exp

[
− b2

2σ2t

]
dt, t > 0.

Applying Ee−αTb = e− b
σ

√
2α, we can calculate the value of lim

t→∞
P( 1

σ (μ− 1
2 σ2−r))[Tb ≤ t]:

P( 1
σ (μ− 1

2 σ2−r))[Tb < ∞] = e
b

σ2 (μ− 1
2 σ2−r)E

[
exp

(
− 1

2σ2

(
μ − 1

2 σ2 − r
)2

Tb

)]
= exp

[
b

σ2

(
μ − 1

2 σ2 − r
)
− b

σ2

∣∣∣μ − 1
2 σ2 − r

∣∣∣].

Assumption 1. μ − 1
2 σ2 > r

Proposition 1. In an infinite investment horizon, an investor is certain to receive a stochastic cash flow,
the present value of which exceeds the present price of an asset by simply holding the asset until time Tb.

Proof. By construction, at Xt(ω) = X̃t(b) the investor can sell the asset at a price that has continuously
grown faster than the speed of r. In addition, Tb is known to be reached in finite time with a probability
of 1; that is, P( 1

σ (μ− 1
2 σ2−r))[Tb < ∞] = 1, based on Assumption 1.

As b is arbitrary, P( 1
σ (μ− 1

2 σ2−r))[Tb < ∞] = 1 implies that the investor will achieve any targeted
return in the infinite investment horizon, although the timing is still uncertain. Investors differ in their
motives for investment, life cycles, and economic abilities, and these sources of heterogeneity compel
them to invest in different time horizons. Thus, P( 1

σ (μ− 1
2 σ2−r))[Tb < ∞] = 1 should not be regarded as

a sign of arbitrage opportunities.
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Proposition 2. The distribution of Tb exhibits first-order stochastic dominance (FOSD) with respect to
(b, μ, r), as follows:

∂

∂b
P( 1

σ (μ− 1
2 σ2−r))[Tb ≤ t] ≤ 0 (1)

∂

∂μ
P( 1

σ (μ− 1
2 σ2−r))[Tb ≤ t] ≥ 0 (2)

∂

∂r
P( 1

σ (μ− 1
2 σ2−r))[Tb ≤ t] ≤ 0. (3)

Proof.

(1) As b < b′ and X̃t(b) < X̃t(b′), Xt should touch X̃t(b) before it touches X̃t(b′). Hence,
the distribution of Tb′ exhibits FOSD over the distribution of Tb.

(2) As ∂
∂μ Xt > 0, the distribution of Tb shifts leftward as μ increases.

(3) As ∂
∂r X̃t(b) > 0, the distribution of Tb shifts rightward as r rises. �

In contrast, the effect of an increase in σ2 is ambiguous in that it raises the volatility of Xt,
while lowering the drift. The lower drift implies that the distribution of Tb before the change in
σ2 exhibits FOSD over the distribution after the change. However, the increased volatility implies that
the distribution of Tb before the change in σ2 exhibits second-order stochastic dominance (SOSD) over
the distribution after the change. Summarizing these two effects, we cannot characterize the shift in
the distribution of Tb as either FOSD or SOSD.

The validity of the buy-and-hold (locked-in) strategy is confirmed as a certain investment horizon
is guaranteed. The buy-and-hold is a long-term strategy that becomes more favorable as the investment
horizon increases. Thus, it appears rational for an investor to constrain risky asset holding to a certain
level. The investor can extend the investment horizon effectively by increasing the probability of the
investment position, maintaining a positive balance until it reaches the targeted return.

2.2. Explicit Representation of Liquidity Premium

In this section, we derive a probability distribution function for the first passage of time after
which any locked-in strategy will attain a given investment goal in continuous time. From Karatzas
and Shreve [9], we confirm that any locked-in strategy targeting a positive excess gain will be attained
eventually with a probability of 1.

Uncertainty of termination differs from the early resolution of uncertainty. The latter is related to
the timing of future uncertainty being revealed. Realization of the future affects an agent’s economic
interests. Agents can better prepare if they are informed earlier of future uncertainty, in which case
their ex ante expected utility may improve.

In contrast, this first passage of time is not related to the timing of uncertainty resolution or to the
agent’s preference. It only indicates that the effective investment horizon can be random, based on
exogenous factors, such as mortality, or on the choice of a locked-in or locked-out investment strategy.

Assumption 2. b > 0

Assumption 3. All investors hold a constant relative risk aversion utility U(W) = W 1−γ

1−γ , γ > 0

The previous subsection shows that a locked-in strategy of Tb will be achieved with a probability
of 1. In other words, an investor with W0 will eventually receive W0 exp[b] by adopting a locked-in
strategy. Hence, in principle, the present value of his/her wealth is equal to the value of a bond that
pays W0 exp[rt + b] at a randomly chosen maturity.

In a financial market without any frictions and liquidation risks, the present value of the
agent’s wealth will be equal to W0 exp[b]. To avoid arbitrage opportunities or violating the law
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of one price, it should be decreased to at least W0, which implies that frictions and liquidation risks are
present in the current market environment. Hence, we measure the expected utilities based on these
two cases.

However, we minimize the investment strategy’s liquidity by requiring that an investor liquidate
his/her position at a stopping time Tb and consume all the proceeds. The expected utility of this case
is compared with that of the previous two, and their differences are measured as the lower and upper
bounds respectively, of the liquidity premium (or discount).

First, in the case of perfect liquidity, the current wealth of W0 increases to W0 exp[rt + b], and the
corresponding utility is:

VP(W0) ≡ W0
1−γ exp[b(1 − γ)]

1 − γ
.

VL(W0) ≡ W0
1−γ

1 − γ
< VP(W0).

Third, in the case of no liquidity, the utility of the investor with the locked-in strategy of Tb is
calculated as follows:

V(W0, b) ≡ W0
1−γ

1 − γ
χ0

χ0 ≡ � ∞
0

b√
2πσ2t3 exp

[
− (b−(μ− 1

2 σ2−r)t)
2

2σ2t + (1 − γ)(rt + b)− ρt
]

dt

=
� ∞

0
b√

2πσ2t3 exp
[
− (b−(μ− 1

2 σ2−r)t)
2

2σ2t

]
exp[(1 − γ)(rt + b)− ρt]dt

= e(1−γ)b E0[exp[((1 − γ)r − ρ)t]].

Considering the properties of the first Brownian motion with drift of μ, we know that
E(μ) e−αTb = exp[μb − |b|√μ2 + 2α, α > 0]. Hence:

χ0 = exp

⎡⎣ b
σ2

(
μ − 1

2
σ2 − r

)
− |b|

σ

√
1
σ2

(
μ − 1

2
σ2 − r

)2
+ 2(ρ − (1 − γ)r) + (1 − γ)b

⎤⎦.

The upper and lower bounds of the financial asset’s liquidity premium are calculated by equating
the following inequalities (0 ≤ ϕL < ϕL if b > 0, and ϕL > ϕL ≥ 0 if b < 0.). For 0 < γ < 1:

VP(W0(1 − ϕP)) = V(W0, b)

VL(W0(1 − ϕL)) = V(W0, b)

ϕP = 1 − χ
1

(1−γ)

0 exp[−b], ϕL = 1 − χ
1

(1−γ)

0 .

As ϕP > ϕL (b > 0), ϕL and ϕP are regarded as the lower and upper bounds respectively, of the
liquidity premium. They are functions of b, μ, σ2, ρ, γ, and r

For γ > 1:
VP(W0(1 + φP)) = V(W0, b)

VL(W0(1 + φL)) = V(W0, b)

φP = χ
1

(1−γ)

0 exp[−b]− 1, φL = χ
1

(1−γ)

0 − 1.

As φP < φL (b > 0), φL and φP are perceived to be the upper and lower bounds, respectively, of
the liquidity discount. They are functions of b, μ, σ2, ρ, γ, and r.

Proposition 3. The liquidity premium measures the increase in ϕL and ϕP with respect to (b, μ, ρ, γ),
but the decrease with respect to (σ2, r).
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Proposition 3 implies that an asset’s liquidity premium is inversely related to volatility and the
risk-free rate, but is positively linked to the expected return and relative risk-aversion parameter.
This result is consistent with the mean–variance trade-off.

Proposition 4. The liquidity discount measures the decrease in φL and φP with respect to (b, μ, ρ, γ),
but the increase with respect to (σ2, r).

Proposition 4 implies that an asset’s liquidity discount is positively related to volatility and the
risk-free rate, but is inversely linked to the expected return and relative risk-aversion parameter.
This result is also consistent with the mean–variance trade-off.

The risk premium and discount measures tend to have different values, depending on b. In order
to make them independent of b, we devise the following variants by applying L’Hopital’s rule in order
to obtain explicit representations of the liquidity premium and discount (note that liquidity premium
and liquidity discount have the same magnitude, but opposite signs):

ϕ∗
L ≡ lim

b→0

ϕL
b

=
1

(1 − γ)σ

√
1
σ2

(
μ − 1

2
σ2 − r

)2
+ 2(ρ − (1 − γ)r)− 1

(1 − γ)σ2

(
μ − 1

2
σ2 − r

)
− 1

φ∗
L ≡ lim

b→0

φL
b

=
1

(1 − γ)σ2

(
μ − 1

2
σ2 − r

)
− 1

(1 − γ)σ

√
1
σ2

(
μ − 1

2
σ2 − r

)2
+ 2(ρ − (1 − γ)r) + 1

ϕ∗
P ≡ lim

b→0

ϕP
b

= ϕ∗
L + 1, φ∗

P ≡ lim
b→0

φP
b

= φ∗
L + 1.

Note that the liquidity premium is simply defined as a function of the mean and variance of an
asset’s return, together with the risk-free rate, the time discount factor, and the relative risk aversion.
In addition, the premium does not depend on the transactional characteristics of the market.

3. Empirical Results

In this section, we empirically estimate the liquidity premiums of stocks. Further, we examine
whether the liquidity premium explains the cross-sectional variation in stock returns and whether the
expected excess returns on portfolios sorted on the liquidity premium are at least partially represented
by the factor loading of the liquidity premium over time. The model implies that a stock with high
(low) liquidity should command a high (low) liquidity premium; thus, we not only expect a negative
relationship between the liquidity premiums and cross-sectional stock returns, but also a negative
relation between the factor based on the liquidity premium and expected excess returns on portfolios
sorted on the liquidity premium in the time series.

First, we estimate the liquidity premiums for the sample of all stocks traded on the NYSE, AMEX,
and NASDAQ in the U.S. stock market during the period 1980 to 2014. We collect data for daily stock
returns from the Center for Research in Security Prices (CRSP), and compute the monthly means
and variances of the stock returns. We consider the daily return of the one-month treasury bill rate
as the daily risk-free rate. In addition, we set the time discount factor and the relative risk aversion
to 0.99 and 0.5 (1.5), respectively, consistent with previous studies on asset pricing (e.g., [10–12])
(the empirical results are not sensitive to the choices of the time discount factor and relative risk
aversion, as suggested in the literature. Though unreported for brevity, the results are available upon
request). This allows us to calculate the daily liquidity premiums based on the model solution above
when the relative risk aversion either falls between 0 and 1 or is greater than 1. Further, we compute
the monthly liquidity premium (LIQ) using relative risk aversions of 0.5 and 1.5 as the average daily
liquidity premium over a month for each stock, and convert it to the logarithmic form in the empirical
analysis to alleviate the outlier effect.

For comparison, we also measure individual stocks’ degrees of illiquidity on each day using
Amihud’s illiquidity ratio [8], which is a widely used measure of a stock’s liquidity in the literature.
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Amihud’s illiquidity ratio is defined as the ratio of the absolute stock return to the dollar value of the
trading volume. It captures the price impact of trading and is widely considered a good proxy for
the illiquidity of stocks. Amihud [8], Acharya and Pedersen [13], Chordia et al. [14], and Brennan et
al. [15] show that the ratio is significant in explaining a cross-section of stock returns. Using daily stock
returns and trading volumes obtained from the CRSP, we measure the monthly average of Amihud’s
daily illiquidity ratio (unlike our model-based measure, Amihud’s ratio does not require to consider a
specific degree of investor’s risk aversion). Further, we calculate the logarithm of this value as follows:

log(Amihudi) = log

⎛⎝∑t
d=1

|ri,d |
Voli,d

Di

⎞⎠,

where ri,d is the return of stock i on day d, Voli,d is the trading volume of stock i on day d (in USD),
and Di is the number of days in the month. A high value of the ratio indicates the stock is less liquid
over the month.

4. Results

We report in Table 1 the descriptive statistics for the time-series average of the monthly
cross-sectional liquidity premium and Amihud’s illiquidity ratio for the period 1980 to 2014. We find
that both the premium and illiquidity ratio vary significantly across firms. In addition, the variation of
the liquidity premium is consistently evident, regardless of the parameter values of the relative risk
aversion. This suggests that the newly proposed measure can appropriately explain the cross-sectional
difference in stocks’ liquidity.

Table 1. Descriptive statistics.

Variable Mean Std. Dev. Min. Median Max.

Liquidity premium (γ = 0.5; ρ = 0.99) 4.76344 0.79846 −2.43841 4.7633 37.14187
Liquidity premium (γ = 1.5; ρ = 0.99) 4.78653 0.78017 0.73592 4.7803 37.14187

Amihud’s illiquidity −2.41855 3.37081 −36.78423 −2.4165 14.59196

Table 2 contains the correlations between the monthly liquidity premium and Amihud’s illiquidity
measure over the sample period. The results show a significantly negative relationship between the
two measures, which is evidence that a higher liquidity premium is required for a more liquid stock.
This further confirms that the proposed measure is a viable alternative as a measure of the degree of
stock liquidity.

Table 2. Pearson correlation coefficients.

(γ = 0.5; ρ = 0.99) Liquidity Premium Amihud’s Illiquidity

Liquidity premium 1.000
Amihud’s illiquidity −0.422 (0.000) *** 1.000

(γ = 1.5; ρ = 0.99)
Liquidity premium 1.000

Amihud’s illiquidity −0.420 (0.000) *** 1.000

Notes: p-values are provided in parentheses. *** indicates statistical significance at the 1% level.

Next, we run simple cross-sectional regressions to examine the extent to which a stock’s illiquidity
(or liquidity) affects its liquidity premium. We use Fama and Macbeth’s [16] approach to estimate
the model, and compute the coefficients as the time-series averages from the monthly cross-sectional
regressions. Table 3 reports the coefficient estimates of regressions of the liquidity premium on
Amihud’s illiquidity for different values of relative risk aversion. The liquidity premium is negatively

247



Sustainability 2018, 10, 1809

and significantly associated with Amihud’s illiquidity ratio, suggesting that the liquidity premium
reflects the stock’s liquidity. Overall, our empirical results validate our measure of liquidity.

Table 3. Effect of stock illiquidity on liquidity premium.

Intercept Amihud’s Illiquidity Adj. R2

Coefficient t-Stat Coefficient t-Stat

(γ = 0.5; ρ = 0.99) 4.5818 *** 206.52 −0.0951 *** −29.47 0.1682
(γ = 1.5; ρ = 0.99) 4.6093 *** 214.03 −0.0925 *** −29.66 0.1671

Notes: The t-statistics are adjusted for Newey–West autocorrelations with three lags and are reported in parentheses.
*** indicates statistical significance at the 1% level.

Following Amihud [5], we consider a monthly cross-sectional regression model that relates the
liquidity measure to stock returns. In particular, we estimate the model following the Fama and
Macbeth [13] method. In each month of year t, stock returns are regressed cross-sectionally on the
liquidity measures and on the stock characteristics obtained at the end of year t − 1. The liquidity
measures, including the LIQ and Amihud’s illiquidity, are computed as monthly averages over the year
(LIQ in Tables 4 and 5 is estimated based on γ = 0.5, but the results are qualitatively similar to those
based on γ = 1.5. The results with γ = 1.5 are available upon request). Following Amihud [5], we also
control for various stock characteristics. BETA is computed using the Scholes and Williams [17] method.
R100 is the buy-and-hold return over the last 100 days of the year, and R100YR is the buy-and-hold
return from the beginning of the year to 100 days before its end. SIZE is the logarithm of the market
capitalization at year-end. BM is the book-to-market ratio of equity, computed as the book value for
the fiscal year ended before the most recent June 30 divided by the market capitalization at year-end.
SDRET is the standard deviation of daily returns during the year. DIVYLD is the dividend yield,
computed as cash dividends for the fiscal year ended before the most recent June 30 divided by the
market capitalization at year-end. The sample period is 198,101–201,412 for the liquidity measures
and the stock characteristics, and 198,101–201,512 for the corresponding stock returns. Following
Amihud [5], we impose the following data filters on the sample: (1) the stock has return data for more
than 200 trading days during the year t − 1; (2) the stock price is greater than USD 5 at the end of
year t − 1; and (3) the stock has market capitalization data available at the end of year t − 1 in CRSP
(between 2498 and 5345 stocks are included in the cross-sectional regression). Table 4 presents the
estimation results and reports the means of the coefficients from the monthly cross-sectional regressions
of the stock returns on different liquidity measures and stock characteristics. We find that the LIQs
and stock returns are negatively and significantly related, implying that when a stock’s liquidity
and premium are low, investors require a higher stock return as compensation. Consistent with the
findings of Amihud [5], we also find that Amihud’s illiquidity is positively related to the cross-sectional
stock returns.

Table 4. Cross-sectional regressions of stock return on liquidity and other stock characteristics.

Variable (1) (2) (3)

Amihud
0.090 ***

(3.22)

LIQ (γ = 0.5) −0.440 ***
(−2.74)

LIQ (γ = 1.5) −0.442 ***
(−2.74)

BETA
0.027 −0.084 −0.084
(0.22) (−0.69) (−0.69)
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Table 4. Cont.

R100
0.531 ** 0.601 *** 0.602 ***
(2.53) (2.90) (2.90)

R100YR
0.111 0.118 0.118
(1.22) (1.32) (1.32)

SIZE
0.051 −0.050 * −0.050 *
(1.16) (−1.84) (−1.84)

BM
0.001 0.002 0.002
(0.31) (1.36) (1.36)

SDRET
−0.273 *** −0.386 *** −0.385 ***

(−4.79) (−7.18) (−7.17)

DIVYLD
−0.096 −0.105 * −0.105 *
(−1.03) (−1.94) (−1.94)

R2 4.87% 4.86% 4.86%

Notes: t-statistics are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively (we believe that R2 could increase by controlling additional factors affecting stock returns).

Given that LIQ explains the cross-sectional stock returns, similar to Amihud’s illiquidity, we next
investigate the effect of liquidity on excess returns on the portfolios sorted on LIQ and/or Amihud’s
illiquidity in the time-series. This allows us to directly compare the predictive power of the liquidity
factor loading based on LIQ and Amihud’s illiquidity in the excess returns. Table 5 presents the
estimation results, and reports the mean returns and factor loadings of the portfolios formed on
different liquidity measures. At the beginning of each year, stocks are sorted into 10 decile portfolios
based on their previous year’s liquidity measure. Stocks with the lowest liquidity values are included
in decile 1, and those with the highest values are included in decile 10. LIQF is the liquidity factor,
constructed as the value-weighted return of the stocks with the lowest 20% liquidity lagged by one
month minus the value-weighted return of the stocks with the highest 20% liquidity lagged by one
month. Further, MKT, SMB, and HML denote the three factors of Fama and French [18], and MOM
denotes the momentum factor defined in the same work. The factor loadings are obtained by regressing
the value-weighted portfolio returns on the market factors. Alpha is the intercept from the regression.

In particular, the results in Panel A of Table 5 are based on the portfolios sorted by Amihud’s
illiquidity and the liquidity factor loadings are formed on Amihud’s illiquidity. We find that LIQF
is significant, suggesting that the liquidity factor based on Amihud’s illiquidity explains the return
spread due to Amihud’s illiquidity. Alpha remains significant in the five-factor setup, implying that
the liquidity factor cannot fully explain the return spread. In Panel B, when the portfolios are sorted
by LIQ and the liquidity factor loadings are formed on LIQ, the results show that LIQF is significant,
suggesting that the liquidity factor based on LIQ explains the return spread due to LIQ. In addition,
we find that alpha is insignificant in the five-factor setup, which suggests that the liquidity factor based
on LIQ may fully explain the return spread. Panel C provides the estimation results for the portfolios
sorted by Amihud’s illiquidity and the liquidity factor loadings formed on LIQ. The results reveal
a non-significant role of LIQF, showing that the liquidity factor based on LIQ has some explanatory
power on the return spread due to Amihud’s illiquidity. However, when the portfolios are sorted
by LIQ and the liquidity factor loadings are formed on Amihud’s illiquidity in Panel D, we find
that the factor loading for LIQF is non-significant. This implies that the liquidity factor based on
Amihud’s illiquidity cannot explain the return spread due to LIQ. Considered together, our findings
highlight that the liquidity factor based on LIQ is priced in the asset pricing test and captures the
liquidity risk that Amihud’s illiquidity cannot explain. Overall, the empirical results not only validate
the robustness of the liquidity premium motivated by liquidity risk, but it also suggests that it plays a
complementary role in the widely used Amihud’s illiquidity ratio.
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5. Conclusions

This paper highlights the empirical application of an explicit representation of liquidity premium
(or discount) of financial assets by parameterizing the return process in Hur and Chung [3].
They suggest that the derived measure of liquidity is confirmed to be a function of a time discount
factor, a relative risk aversion parameter, and the expected return and volatility of the asset, given the
risk-free rate.

Our empirical analysis particularly based on the US data suggests that the proposed measure of
liquidity premium is highly comparable to the existing measures in the literature. This implies that
the proposed liquidity premium can be used as an alternative to conventional measures of liquidity
(e.g., it can be used in empirical asset pricing studies to investigate the liquidity betas of stocks). We also
find a negative relationship between the liquidity premium and cross-sectional stock returns, as well as
a negative relationship between the risk factor based on the liquidity premium and the expected excess
returns on portfolios sorted on the liquidity premium in the time series. This suggests that the risk
factor captured by the proposed liquidity premium measure is priced in stock and portfolio returns,
which further corroborates the theoretical foundation of the new measure in Hur and Chung [3].

In future research, we would like to introduce an additional coefficient that governs the liquidity
premium (or discount) in order to alleviate the burden on the risk-aversion parameter. In a related
study, Epstein and Zin [19] adopt the power utility version of Kreps and Porteus [20] and separate risk
aversion from the intertemporal elasticity of substitution in a similar manner.
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Abstract: The study of how foreign exchange reserves maintain financial security is of vital
significance. This paper provides simulations and estimations of the optimal scale of foreign exchange
reserves under the background of possible shocks to China’s economy due to the further opening
of China’s financial market and the sudden stop of capital inflows. Focused on the perspective of
financial security, this article tentatively constructs an optimal scale analysis framework that is based
on a utility maximization of the foreign exchange reserve, and selects relevant data to simulate the
optimal scale of China’s foreign exchange reserves. The results show that: (1) the main reason for
the fast growth of the Chinese foreign exchange reserve scale is the structural trouble of its double
international payment surplus, which creates long-term appreciation expectations for the exchange
rate that make it difficult for international capital inflows and excess foreign exchange reserves to
enter the real economic growth mechanism under the model of China’s export-driven economy
growth; (2) the average optimal scale of the foreign exchange reserve in case of the sudden stop
of capital inflows was calculated through parameter estimation and numerical simulation to be
13.53% of China’s gross domestic product (GDP) between 1994 and 2017; (3) with the function of the
foreign exchange reserves changing from meeting basic transaction demands to meeting financial
security demands, the effect of the foreign exchange reserve maintaining the state’s financial security
is becoming more and more obvious. Therefore, the structure of foreign exchange reserve assets
should be optimized in China, and we will give full play to the special role of foreign exchange
reserve in safeguarding a country’s financial security.

Keywords: the sudden stop of capital inflow; financial security; the optimal scale of foreign exchange
reserve; utility maximization; finance risk

1. Introduction

In recent years, China’s foreign exchange reserve has entered a sustained and rapid growth stage,
and in 2006, it surpassed Japan as the largest foreign exchange reserve of the world. According to
the statistics of the State Administration of Foreign Exchanges (SAFE), as of March 2018, the scale
of China’s foreign exchange reserve reached $3.14 trillion. Although in the past two years it had
obvious fluctuations, it still ran at a high level. The foreign exchange reserve is an important part of
the international reserve assets that are held by government; this part of assets can meet the demand
of import and export trade, pay back the foreign debt, keep balances of payments, guarantee the
stability of the exchange rate, safeguard national financial security, and play an irreplaceable role in
the national economy.

Since the 1960s, researches on the moderate scale of the foreign exchange reserve has increased
both at home and abroad. Research studies on the optimal scale of the foreign exchange reserve have
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used both qualitative and quantitative methods; “ratio analysis”, “cost-benefit analysis”, “reserve
function analysis”, “the qualitative analysis” have all achieved fruitful results. With the global financial
crisis of recent years and its growing infectivity, concern about the impact of the financial crisis around
the world is unprecedented. The foreign exchange reserve has an important role to guard against and
defuse financial risk; its importance is being further understood around the world, and it has been
given a new connotation as a result. At the same time, how to make use of the foreign exchange reserve
in ways that guard against financial risks, and research the optimal scale of the foreign exchange
reserve for financial security, has become common concerns within theoretical circles both at home
and abroad. Generally speaking, foreign exchange reserve management includes three aspects: scale
management, the choice of currency structure, and asset structure optimization. Among the three,
defining the optimal scale reserve reasonably is the basis and premises for the management of the
foreign exchange reserve. Therefore, holding a huge foreign exchange reserve in China will bring
greater risks. Under the background of the function of the foreign exchange reserve gradually changing
from meeting basic transaction demands to meeting financial security demands, research on an optimal
scale for foreign exchange reserve has important theoretical value and practical significance. Therefore,
this article will define the foreign exchange reserve as the national financial assets. From the perspective
of financial security, an analysis framework will be tentatively built based on the theory of utility
maximization of the optimal scale of the foreign exchange reserve, and choose China’s actual data
to estimate and determine the important parameters of the theoretical model. The optimal scale
of the foreign exchange reserve will be simulated and calculated based on financial security. Then,
countermeasures and suggestions with strong maneuverability will be put forward.

The main differences between this article and the existing research are as follows. (1) The
perspective of this study is novel. In the context of meeting basic trade and financial security demands,
the foreign exchange reserves are regarded as national financial assets from the perspective of financial
security. The optimal scale of China’s foreign exchange reserve is presented under circumstances that
take full account of the special functions of foreign exchange reserves. To a certain extent, this goes
beyond most of the existing studies on foreign exchange reserves, which start from the perspective of
demand. (2) The combination of the theoretical analysis and numerical simulation. In order to fully
consider the external shocks caused by the sudden stop of capital inflow, this article introduces the
utility maximization analysis method in order to construct a theoretical analysis framework for the
foreign exchange reserve based on financial security through establishing a cross-term consumption
model. It also measures the optimal scale of China’s foreign exchange reserves and overcomes the
shortcomings of most studies, which either focus only on theory or carrys out tests. At the same time,
through these measurements, this article obtains a more intuitive and optimal scale for the foreign
exchange reserve that is easy to control, and thus provides a strong and targeted suggestion for the
foreign exchange reserve management department. (3) A variety of calculation methods are considered
comprehensively. This study is not only an extension of the proportional analysis method; it is also
an improvement of the cost–benefit analysis method, or a specific application of the reserve function
analysis method. Therefore, to a certain extent, it makes up for the existing research that only measures
the optimal scale of foreign exchange reserve in a limited way; as a result, the calculation of foreign
exchange reserve is more reasonable, and the measurement results are more reliable.

The following sections of this article mainly include: a literature review in Part 2, a theoretical
model in Part 3, a simulation and test of the optimal scale in Part 4, and the conclusion and
enlightenment in Part 5.

2. Literature Review

Internationally, the study of foreign exchange reserve scale has had a long history. In very early
times, the main function of the foreign exchange reserve was maintaining a stable domestic money
supply, because under the gold standard, foreign exchange reserve assets were gold and sterling.
The open trade and external economic capital investment factors have not been included in the study
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of the international reserve. After the First World War, as the typical gold standard gradually collapsed,
countries restricted the free export of gold, which resulted in the fluctuation of the exchange rate and
an acceleration of the development of international trade. In the early 1930s, Keynes introduced foreign
trade and investment fluctuations into the analysis of the international reserve. Then, the study of the
international reserve scale had a new breakthrough. The study of the moderate scale of international
reserve was mainly concentrated in the 1960s and 1970s; its main theory measured the optimal scale
of foreign exchange reserve from quantitative or qualitative perspectives. With the development of
the international financial field in the 21st century, including international investment and financing
activities, and an increase in the frequency of international financial crises, the important role of foreign
exchange reserve in the prevention of external capital impact was gradually incorporated into the
theory of the optimal scale of the foreign exchange reserve. Among them, the representative measuring
methods for a moderate scale of foreign exchange reserve can be summarized as follows:

The first method is ratio analysis, which refers to establishing a model to calculate the moderate
scope through exchanging the foreign exchange reserve into one of the important indexes under
the open economy, such as the import–export volume, debts, or the ratio of foreign output. Triffin
(1960) [1] insisted that the ratio between the foreign exchange reserve and the import–export volume
of a country’s trade should not below a certain limit, which was 20% in their study. Another important
standard is that the scale of a country’s foreign exchange reserve should meet three months of its
import volume. The “Triffin ratio” has become an international general index for estimating the
adequacy of the foreign exchange reserve. The generalized ratio analysis method has become a basic
thought in the theory of the foreign exchange reserve, and has been incorporated in the relevant theory
of later scholars. In “Greenspan—Guidotti law”, the foreign exchange reserve has been defined by its
ratio with a country’s short-term foreign debts. For this measurement, the foreign exchange reserve
should be greater than the country’s short-term foreign debts, and the sum of all of its long-term debt
that is due within one year. In recent years, there has been a certain breakthrough for ratio analysis
in academic research. According to Jeanne and Ranciere (2006) [2], the optimal scale of a country’s
foreign exchange reserve can be calculated by studying the ratio of the foreign exchange reserve to the
country’s gross domestic product (GDP) through use of a utility maximization model. The advantages
of ratio analysis are that the optimal solution is a relative ratio, the calculation is relatively simple,
and empirical data and analysis can be obtained for a single country. The drawback is that only one
economic variable is considered, which will underestimate the effects of other factors on the foreign
exchange reserve to a certain extent.

The second method is a cost–benefit analysis, which was first put forward by Heller (1960) [3].
Its main idea is to determine the optimal scale of foreign exchange reserves by maximizing the marginal
revenue of a country’s income in relation to its marginal cost. This method changes the orientation
from thinking of the lowest line to seeking an optimal value or range. Heller considered three variables:
the cost of holding foreign exchange reserves, the cost of the adjustment of external imbalances,
and the probability of foreign exchange reserves requirements. The three variables can be used to
estimate whether a country’s foreign exchange reserves are excessive or insufficient. Agarwal (1971) [4]
changed Heller’s model by considering the economic and institutional differences between developed
and developing countries. He argued that developing countries needed to use foreign currency to
keep their balance of payments and buy foreign resources, and made the moderate scale model of
foreign exchange reserves suitable for developing countries. Chinese scholars often use this model as a
reference in their study of China’s foreign exchange reserves at the moderate scale.

The third method is reserve function analysis, which is also called the regression analysis
method. It is more intuitive than ratio analysis and cost–benefit analysis. This model considers
many factors influencing the foreign exchange reserve requirements, establishes a model for the related
parameters for the regression-influencing factors, uses significant variables to construct a function
for foreign exchange reserve demand, and determines the moderate scale of the foreign exchange
reserve. The reserve function analysis method was first proposed by Flanders (1971) [5], and further
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improved by Frenkel (1974) [6], Iyoha (1976) [7], and other economists. Frenkel constructed a logarithm
model that considered three variables—the balance of payments, the foreign exchange trading size,
and average import trends—and then used statistical data for parameter estimation. Iyoha’s research
set up the dynamic demand function for developing countries and introduced the expected spending
expected exports and the first-order and second-order lag dynamic variables of the change of import
rate, to determine a country’s foreign exchange reserve scale. In doing so, Iyoha research discovered
the opportunity cost of variable salience. The cost of every 10% increase in the holding reserve would
lead to a country’s foreign exchange reserves decreasing by 9%.

The fourth method is qualitative analysis, which uses descriptions and the quality analysis method
to analyze the scale of a country’s foreign exchange reserve. The qualitative method determines a
country’s foreign exchange reserve according to the changes in a country’s macroeconomic variables
and the degree of the macroeconomic policies influence on macroeconomic variables. The main premise
is that an ideal economic policy is moderate: if a country’s foreign exchange reserve scale is moderate
and its macroeconomic policy is reasonable, the changes in the economic variables indicators must be
normal. Carbaugh and Fan (1976) [8] proposed that the quality of a country’s reserves, the degree of
its cooperation with foreign economic policy, the effectiveness of its international balance of payments
adjustment mechanism, its government policy, international solvency stability, changes in the direction
of the balance of payments, and a country’s economic conditions should be put into the framework of
qualitative analysis. The qualitative analysis method has the advantage of conforming to the actual
situation of a country’s foreign economic operation and being analyzed from an intuitive angle. It has
guiden significance on the preliminary judgment of a macroeconomic policy. The downside is that it is
difficult to quantify these variables. Since the variables do not have clear associations with a moderate
scale of foreign exchange reserves and lack theoretical model support, the quantitative analysis and
research of a country’s foreign exchange reserve scale cannot be realized.

Since entering the 21st century, with the increase of the frequency of international financial crises,
the risk of external capital flows involved measuring the optimal size of international foreign exchange
reserves. Guaranteeing external capital flows and maintaining financial stability became the main
target of foreign exchange reserves for individual countries, especially developing countries. After the
Asian financial crisis, the foreign exchange reserves of developing countries grew at more than 60% a
year. Mendoza (2004) [9] studied the policy implications of the self-insurance motive of holding excess
foreign exchange reserves in 65 developing countries. Similarly, Aizenman and Lee (2007) [10] thought
that East Asian countries such as China, Japan, and South Korea holding high foreign exchange reserves
could be a monetary manifestation of mercantilism. That is to say, the cause of the rapid growth of
China’s foreign exchange reserves mainly lies in the East Asian countries maintaining exchange rate
stability, steady trade, and financial system stability. In recent years, foreign scholars’ researches on
moderate scales of foreign exchange reserves became more innovative. Jeanne and Ranciere (2011) [11]
added the “self-insurance” mechanism into the original utility maximization model, and further
analysed the surge of foreign exchange reserves in emerging market countries after 1998. Their research
suggested that the risk-aversion coefficient of emerging market countries, particularly East Asian
countries, increased significantly, and that foreign exchange reserves increased as well to cushion the
risks of crisis. These developments came about due to past crises suddenly stopping capital inflows and
affecting domestic output and investment, which were kind of “mercantilism” thoughts. Aizenmant
and Hutchison’s (2012) [12] research showed the “absorbing” role of foreign exchange reserves in
the foreign exchange market during the 2008–2009 global financial crisis. Aizenman et al. (2012) [13]
argued that foreign exchange reserves could reduce output cost during the 2008–2010 financial crisis.
Goncalo Pina (2014) [14] thought that although large foreign exchange reserves in developing countries
would have a negative effect on the economy, the accumulation of moderate foreign exchange reserve
by a central bank could share the costs that were associated with inflation over a period of time.
The research of Pietro Cova et al. (2016) [15] showed that the diversification of foreign exchange reserves
and “exorbitant privilege” both had a significant impact on global macroeconomic development.
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Goncalo (2017) [16] studied the relationship between foreign exchange reserves and global interest
rates, and argued that the movement of the exchange rate would affect foreign exchange reserves.

Researches on the moderate scale of China’s foreign exchange reserves normally applies overseas
models and theories to China’s open economy. This article divides the research literature that is related
to China into lack scale theory, moderate scale theory, and excess scale theory. Lack scale theory argues
that China’s foreign exchange reserves are insufficient. Few scholars have drawn this conclusion in
recent years (liu Bin, 2003; Li Shikai, 2006) [17,18], and with the growth of foreign exchange reserves,
the voice of insufficient reserves is gradually weakened. Scholars who believe in the theory of moderate
foreign exchange reserve scale argue that China’s current foreign exchange reserve scale is appropriate
(Wang Qunlin, 2008; Li Wei, Zhang Zhichao, 2009; Deng Changchun, 2016) [19–21]. As China’s foreign
exchange reserves grew in recent years, the research conclusion of China holding an excess scale
gained the upper hand (Zhou Guangyou, Luo Sumei, 2011; Yang Yi, Tao Yongcheng, 2011; Wang Wei,
2016 etc.) [22–24].

In recent years, Chinese scholars’ researches on the appropriate scale of foreign exchange reserves
tend to consider precautionary demands for foreign exchange reserves. Xiao Wen et al. 2012 [25]
adjusted the Agarwal model, divided China’s demand for foreign exchange reserves into six categories,
focused on estimations of the preventive demand, and concluded that China has exceeded the optimal
scale of foreign exchange reserves since 2004. This excess reserve originates from changes in demand for
China’s foreign exchange reserves, which were accumulated in order to maintain market stability and
exchange rate stability. Man Xiangyu et al. focused on BRICS countries (Brazil, Russia, India, China,
South Africa) including China, and found that China, Russia, and Brazil’s foreign exchange reserves
are deviating from optimal values, while South Africa is in a state of inadequacy, and India is now
maintaining a moderate size. On this basis, emerging market countries should be classified according to
the different needs and functions of their foreign exchange reserves. Jiang Boke and Ren Fei (2013) [26]
took the exchange rate as the core variable, and studied the optimal scale of a country’s long-term
foreign exchange reserves by introducing the double equilibrium model. Gong Jian et al. (2017) [27]
hold that among the macrovariables affecting the growth rate of the foreign exchange reserve, the effect
of the real effective exchange rate on the growth rate of the foreign exchange reserve shows significant
asymmetric and nonlinear characteristics that then affect the scale and structure of the foreign exchange
reserve. Lu Lei et al. (2017) [28] estimated China’s optimal foreign exchange reserves using the
open conditional DSGE(Dynamic Stochastic General Equilibrium) model with China’s economic
characteristics. The results show that China’s foreign exchange reserves have exceeded the optimal
scale of foreign payment and prudent precautionary demand since 2004.

In summary, the research on the optimal scale of foreign exchange reserves at home and abroad is
extremely rich, and valuable achievements also are emerging in an endless stream, which form the basis
of this study. However, the existing studies abroad mainly focus on the same kind of countries (such as
emerging market countries, although some studies also include China). Although such studies can
reveal the common determinants of the optimal scale of foreign exchange reserves for similar countries,
such analyses often overlook their different personality traits. As a result, it is difficult to measure
the optimal scale of foreign exchange reserves in different countries by using common determinants.
Especially for China, it is even less persuasive. Although China has carried out thorough researches
on the optimal scale of China’s foreign exchange reserves, most of them focus on the measurement of
the optimal scale based on the demand of foreign exchange reserves, and seldom study the optimal
scale of foreign exchange reserves from the perspective of financial security and financial risk. In fact,
with the evolution of the function of foreign exchange reserves, the most important function of foreign
exchange reserves has gradually changed from meeting transaction needs to meeting financial security
needs, and the relevant research is relatively deficient. Therefore, in the context of the impact of the
sudden halt of capital inflow on China, this paper, from the perspective of financial security, tries to
introduce the optimal scale theory of foreign exchange reserves based on utility maximization. On the
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basis of modifying the model, this paper selects the relevant data to simulate the optimal scale of
China’s foreign exchange reserves, and puts forward more targeted policy recommendations.

3. Theoretical Model

To judge whether a country’s foreign exchange reserve is appropriate or not, it is necessary to
take the optimal scale of foreign exchange reserve as the basis, and measure it with empirical data.
This paper draws lessons from the model of Jeanne and Rancière (2011). The model uses the idea of
utility maximization and the three-period model to simulate the foreign exchange reserve as a buffer
mechanism that buffers the change of domestic absorption and reduces changes in the balance of
payments when the capital suddenly stops. In terms of constraints, under the framework of maximum
utility, the cost of holding foreign exchange reserves mainly lies in the cost of holding external liabilities
when countries hold large amounts of foreign exchange reserves, which are lower than the interest rate
gains. Under cost constraints and utility functions, the ratio of the foreign exchange reserve scale to
GDP is used as a function of seven measurable variables: the probability of capital halt, the economic
growth rate, the risk-free interest rate, the risk aversion coefficient, the time premium, the output
loss rate, and the ratio of short-term foreign debt to output, which is used to measure the optimal
scale of foreign exchange reserves in different emerging market countries according to their actual
economic development.

3.1. Hypothesis and Derivation of the Model

Considering the small open economy in an emerging market, output Yt can be expressed as the
sum of domestic absorption At and trade account balances TBt. Thus, domestic absorption At can be
expressed as:

At = Yt − TBt (1)

Under the international balance of payments, the balance TBt of the trade account can be expressed
as the reverse variable capital and financial account balance KAt and foreign income and transfer
payments IT, as well as the sum of change amount ΔRt of the current foreign exchange reserves.

TBt = −KAt − ITt + ΔRt (2)

Through the simultaneous calculation of Equations (1) and (2), international absorption can be
expressed as a function of total output, capital and financial account balances, income and transfer
payments from abroad, and changes in foreign exchange reserves in the current period, that is:

At = Yt + KAt + ITt − ΔRt (3)

Equation (3) is the change mechanism of relevant variables in the normal flow of capital under
the open economy. Then, we consider the change of the variable mechanism under the crisis situation,
and assume that when capital inflows suddenly stop, and the KA account balance plummets, domestic
absorption will decline accordingly. Since output Y and capital and financial account KA are also
changing in the same direction, the domestic absorption due to the impact of capital halt will be
amplified by the output effect. At this point, the government’s strategy will be to use the reduction of
foreign exchange reserves to compensate for the enlargement influence of the sudden halt of capital
inflows on the domestic absorption, namely, adjusting ΔRt to a negative value and consuming foreign
exchange reserves. In reality, it can be understood that the government uses foreign exchange reserves
to make up for the foreign debt that is difficult to pay because of the sudden halt of capital.

The ratio of financial account balances to the country’s current GDP output is more than 5% lower
than that of the t − 1 period, in which the sudden halt of capital inflow is defined as the capital of a
country in the period of t. Namely, in defining kt = KAt/Yt, moreover kt−1 − kt > 5%, and a sudden
halt of capital inflows is considered to have occurred in the t period.
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Continuing, we consider a small open economy, in a discrete period of t = 0, 1, 2, . . . where a
commodity is consumed both at home and abroad. Without taking into account the real exchange
rate movements, the only foreign shock to an economy is the risk of a sudden halt in capital inflows,
without which the economy will continue to develop healthily along the path of output growth.
The domestic economy consists of two parts of the private sector and the government sector. There is a
representative consumer in the private sector, whose budget constraints are as follows:

Ct = Yt + Lt − (1 + r)Lt−1 + Zt (4)

Among them, Ct is the current consumption, Lt is the current foreign debt, Lt−1 represents the
previous foreign debt, and Zt is the transfer payment from the government, which can be understood
as a contract signed between the government and consumers to help consumers in the event that
they are unable to pay their foreign debts to reduce the foreign exchange reserve account, subsidize
consumers, ensure the level of consumption, and pay off certain foreign debts. The short-term interest
rate r is defined as a constant value. Therefore, when the consumer does not default on foreign debts,
the current consumption budget is equal to the total output of the current period minus the remaining
capital after repaying the current and last period of the foreign debt Yt + Lt − (1 + r)Lt−1, and plus
the subsidy of the government’s reserve contracts Zt.

It is assumed that the two sectors of the economy, the private sector and the government sector,
are growing at a constant rate of growth g, provided that capital inflows are normal. This growth will
stop when the capital inflow is suddenly stopped. In the event of a sudden halt in capital inflows,
there is a risk that foreign debt will not be repaid in the current period as a result of a decline in total
output. In other words, there are two situations when capital inflow stops: one is that the representative
consumer is unable to rollover the current foreign debt, and the other is that output Y has decreased at
a γ rate relative to its long-term growth trajectory.

Suppose that the foreign debt of consumers is all short-term. When the capital suddenly stops,
consumers cannot borrow from outside. The current external debt income L is reduced to 0, and the
output is also out of the original growth trend and has decreased the γ ratio. After the collapse of the
crisis of capital halt, the foreign debt income is still 0, and the output Y comes back to the original
long-term growth path. It is assumed that the probability of each period of capital halt is π. After the
capital halt, all of the uncertainties were removed, and the economy grew at a rate g less than the
short-term risk-free rate r.

In order to simplify, assume that the crisis occurs only once, and b, d, and a are defined as
three periods before, at, and after the occurrence of a sudden capital halt. λ represents the ratio of
foreign debt to total output before the crisis, namely λ = Lt/Yt. Therefore:

Before the crisis, Yb
t = (1 + g)tY0; Lb

t = λ(1 + g)tY0

At the time of the crisis, Yd
t = (1 − γ)(1 + g)tY0; Ld

t = 0

After the crisis, Ya
t = (1 + g)tY0; La

t = 0

Next, we consider the situation of government sector. Unlike the private sector, which can borrow
only short-term foreign debt, governments can issue a long-term bond that does not require immediate
repayment in the event of a capital standstill. The government-issued bonds pay a unit of the country’s
merchandise to bondholders as compensation until a capital halt occurs, and after a sudden capital
halt, the bonds cease to yield. The term of government bonds tends to be very long, because the
probability of sudden capital halt π is very small, and in order to be able to ensure that the term is
long enough to cover the non-payment of the short-term foreign debt of the private sector, its term
1/π would be a relatively large value. For example, it is equal to 0.1, which means that government
bonds should have a lifespan of 10 years.

Before the sudden stop of capital, the price of the government bond should be equal to the
discount value of a unit commodity that it needs to pay in the next period, plus the present value of
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the expected value of the market value of the bond. When calculating a unit of merchandise to be
paid in each period, whether or not they are stopped, each period of payment will occur, that is, 1

1+r+δ .
When calculating the expected average value of the bond market value, we must make sure that the
price of the long-term bond is constant before the capital halt occurs, and it will be reduced to 0 when
the capital suddenly stops, so the expected value should consider the probability π of capital sudden
halt, that is:

1
1 + r + δ

[(1 − π)·P]

Therefore:
1

1 + r + δ
[1 + (1 − π)·P]

And the following was solved:

P =
1

r + δ + π

Assuming that the interest rate level that was used to calculate the present value of long-term
bonds is higher than the short-term interest rate level r, then the difference δ between the long-term
and short-term interest rates exists as a time premium δ in the formula.

The government issued the long-term bonds to finance foreign exchange reserves because the
government bonds cannot be issued at the time of capital arrest; then, foreign exchange reserves must
rely on long-term bonds to accumulate foreign exchange reserves to a certain extent before the capital
halt. Supposing that Nt is the number of long-term bonds issued by the government in the period of t,
then the accumulated foreign exchange reserves are as follows:

Rt = PNt;Rt−1 = PNt−1 (5)

Before the capital halt, with the government budget constraints, it means that government revenue
and expenditure are equal, namely:

Zt + Rt + Nt−1 = P(Nt − Nt−1) + (1 + r)Rt−1 (6)

The left side of Equation (6) is the sum of the total government expenditure in the current period,
including the transfer payment to representative consumers, the value of the goods repaid in the
previous period, and the necessary foreign exchange reserves for the current period. The right side
of the Equation (9) is the total revenue of the current government, namely, the net income from the
repayment of the principal of the previous long-term bond and the current period of borrowing,
plus the present value of the foreign exchange reserves held for the t − 1 period in the current period.

Taking advantage of Equation (5) as well as replacing and in Equation (6), in order to solve the
expression of the transfer payment Z that the government subsidizes to the representative consumer
in order to guarantee the level of consumption before the sudden halt occurs:

Zb
t = −(

1
p
− r)Rt−1 = −(δ + π)Rt−1 (7)

As can be understood from Equation (7), prior to the occurrence of a capital halt, the transfer
payment is a negative value, which is a tax levied by the government on the representative consumer
to offset the cost to the government holding the reserve without investment, which is expressed as a
proportion of the reserve, namely, the sum of the time premium δ and the probability of capital halt π.

When capital halt occurs, the government, while taxing, will transfer the entire net foreign
exchange reserves of the previous period to subsidize the consumer and help him or her repay his or
her short-term foreign debt, which cannot be postponed. Then, the transfer payment is:

Zd
t = (1 − δ − π)Rt−1 (8)
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Assuming δ + π < 1, in the event of a capital halt, the transfer payments are positive values,
so that the government subsidizes consumers.

After a sudden halt of capital, the transfer of the government stops, at which time the foreign
exchange reserves Rt, transfer payments Zt, and the number of long-term bonds N are all reduced
to zero.

Then, we take advantage of Equations (7) and (8), as well as replace the transfer payments Zt of
Equation (4), so as to solve out the domestic consumer budget constraints before, during, and after the
capital halt occurs.

Cb
t = Yb

t + Lb
t − (1 + r)Lb

t−1 − (δ + π)Rt−1 (9)

Cd
t = (1 − γ)Yb

t − (1 + r)Lb
t−1 + (1 − δ − π)Rt−1 (10)

Ca
t = Ya

t (11)

Equations (9) and (10) can well describe two aspects of trade-offs in the choice of the optimal
scale of foreign exchange reserves: increasing the previous period of foreign exchange reserves Rt−1

can increase domestic consumption C at the time of capital halt in this period, but it will also reduce
domestic consumption (taxes that consumers have to pay to reduce the cost of holding excess foreign
exchange reserves) when the current period of capital halt does not occur. In fact, the accumulation of
foreign exchange reserves could be equivalent to an insurance measure that would transfer a portion of
the purchasing power under the state of a steady capital flow to the state of capital halt to compensate
for reduced domestic consumption.

In order to further close the model and obtain the closed solution of the optimal foreign exchange
reserve, we need to introduce the constraint condition, that is, the government’s objective effect
function. Following the general social welfare theory, we assume that the government’s goal is to
optimize the welfare of this representative consumer. After the welfare function is added to the t
period, every capital sudden halt may have the consumption utility function, and discounting:

U = ∑S=0,...,+∞ (1 + r)−Su(Ct+s) (12)

Among them, the consumption utility function contains a constant relative risk aversion
coefficient; the higher the degree of consumer risk aversion, the higher the welfare utility due
to consumption.

u(C) =
C1−σ − 1

1 − σ
(13)

At this point, the government’s strategy is to find out the scale of a foreign exchange reserve Rt in
order to maximize the greatest utility of this representative consumer obtained in the t period before
every capital sudden halt may occur.

Combining the budget constraints of the representative consumer and the government budget
constraints, namely, Equations (4) and (6), the following equation could be obtained:

Ct = Yt + (Lt − PNt)− (1 + r)(Lt−1 − PNt−1) + PNt − (1 + r + δ + π)PNt−1 (14)

Equation (14) shows that the amount of foreign exchange reserve R is equivalent to replacing
consumers’ non-renewable short-term debt, L, with the government’s long-term debt, PN, in all of
the foreign debt of a country. Under the constraints of the overall budget, holding foreign exchange
reserves is equivalent to the government using the issuance of long-term bonds to repay the short-term
foreign debt that a representative consumer cannot repay in the event of a sudden halt. Although
long-term foreign debt reduces the risk that short-term foreign debt cannot be repaid, it brings higher
holding costs.
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3.2. Model Solution

At this time, the model is solved by the closed method. The optimal scale of foreign exchange
reserves chosen by the government is the scale that maximizes consumer utility at time t before each
sudden capital halt (which may or may not occur). According to the consumption utility function u,
we can conclude that the optimum of Rt is only related to the consumption level of the t + 1 period.
The optimal scale of the foreign exchange reserve in the t period maximizes the expected value of the
utility function of the consumption level in the t + 1 period.

Rt = argmax[(1 − π)u(Cb
t+1) + πu(Cd

t+1) (15)

Among them, (Cb
t+1) and (Cd

t+1) are defined by the Equations (7) and (8) of the t + 1 period.
Then, the first condition is that the expected function has a derivative Rt of 0 to the first order,

that is:
(1 − π)(δ + π)u′(Cb

t+1) = π(1 − δ − π)u′(Cd
t+1) (16)

The left side of Equation (16) is the marginal cost of the probability without capital halt multiplied
by the holding foreign exchange reserves without capital halt, and the right side of the equation is
the marginal utility of the probability with capital halt multiplied by the consuming foreign exchange
reserves in the event of capital halt. This condition can produce a closed solution to the optimal scale
of foreign exchange reserves. Defining Pt is identically equal to the marginal substitution rate of
consumption in cases of sudden halt and non-sudden halt, that is:

P ≡ u′(cd
t )

u′(cb
t )

=
(1 − π)

π

δ + π

1 − δ − π
(17)

Substituting utility function u(C) can also be obtained:

(cd
t )

−σ
= p(cb

t )
−σ

(18)

Considering a situation in which the time premium δ is zero, that is, the holding costs of long-term
and short-term foreign debt are the same, the cost of using foreign exchange reserves to cope with
the capital crisis is equal to the cost of servicing short-term foreign debt. There is no additional cost
of holding foreign exchange reserves, and the consumption substitution rate p is identically equal
to 1, which fully subsidizes the income budget and consumption that domestic consumers will lose
because of sudden capital halt. If the time premium δ is positive, then p > 1, which means that domestic
consumption would decrease when the capital stops abruptly.

In order to characterize the optimal scale of foreign exchange reserves and solve it conveniently,
it is defined that under the premise of normal capital flow, the optimal scale of foreign exchange
reserves is a constant proportion of output ρ in the next period, namely:

Rt = ρYb
t+1 (19)

The expressions of Rt−1 = ρYb
t as well as the output and short-term liabilities under the two period

conditions of b and d are replaced by the two-period consumer budget Equations (9) and (10), and the
consumer budget constraints under the two-period conditions are re-expressed. Then, simultaneously
with Equation (18), the ratio of the optimal foreign exchange reserve to the output level is solved,
which obtains the following equation:

ρ = λ + γ − p1/σ − 1
1 + (p1/σ − 1)(1 − δ − π)

(
1 − r − g

1 + g
λ − (δ + π)(λ + γ)

)
(20)
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Then, Equation (20) is the measurement model of the optimal foreign exchange reserve scale
based on utility maximization.

Under the framework of utility maximization analysis, we can use seven macroeconomic variables
to measure the optimal scale of foreign exchange reserves. The optimal scale of foreign exchange
reserves ρ, which are measured by output, are proportional to the probability of sudden capital halt π,
time premium δ, economic growth rate g, and the risk aversion coefficient of consumer σ. Through a
certain mathematical verification, the optimal scale of foreign exchange reserves ρ is also proportional
to the rate of decline in output γ due to sudden capital halt and the ratio of short-term foreign debt to
output λ.

It should be noted that this model does not fully consider the impact of real exchange rate
movements on the scale of foreign exchange reserves. In fact, the fluctuation of the exchange rate is
also one of the important factors affecting the fluctuation of capital flows and foreign exchange reserves.
When the public expects that the exchange rate of a country has started to appreciate, the capital will
flow into the country to gain the income of the foreign exchange, achieve the goal of its appreciation,
and further strengthen the appreciation of the exchange rate. The process of capital inflow is also the
process of the accumulation of foreign exchange reserves. When a country’s exchange rate is expected
to devalue, the international capital, especially hot money, will quickly flow into foreign countries,
assuming the sudden stop and reversal of capital inflow, which not only causes the fluctuation of
the country’s exchange rate, but also strengthens the expected depreciation of the exchange rate of
this country, thereby reducing foreign exchange reserves. In order to facilitate the study, this article
assumes that the exchange rate is the same when constructing the optimal model of foreign exchange
reserves, based on utility maximization. Of course, this does not mean that the optimal scale model of
foreign exchange reserves based on utility maximization fails to consider the effect of exchange rate.
In fact, when choosing the parameters, variables, and data, we will take full account of the impact of
exchange rate fluctuations on foreign exchange reserves.

4. The Simulation and Measurement of the Optimal Scale

So far, on the basis of establishing the measurement model of the optimal scale of foreign exchange
reserves based on utility maximization, the parameters are set in combination with the actual situation
in China, the relevant data of 1994–2017 are selected, and the optimal foreign exchange reserve scale is
calculated by using Formula (20).

4.1. Parameter Setting

4.1.1. The Probability of the Occurrence of the Sudden Arrest of Capital π

The JR model(the model of Jeanne and Rancière (2011))defines the sudden arrest of the capital
inflow as the ratio of the capital and balance of the financial account ‘t’ of a country to the current
output GDP of the country being more than 5% lower than t − 1. That is to say, if kt = KAt/Yt and
kt−1 − kt > 5%, it will be considered that there is a sudden arrest of capital inflow in the t period of
the country. To measure this probability, Jeanne and Rancière calculated the average probability of
the occurrence of capital arrest in 34 middle-income countries in 1975–2003, and the result was 10%.
In view of the situation of the capital arrest in China, this paper first calculates the number of the
occurrence of capital arrest since the development of open economy in China. Since the relative value
of π in the target period, 20 years, is slightly shorter in the calculation of this parameter, we choose the
change trend of the proportion of the difference of Chinese capital and the financial account to the
output in the 30 years between 1988 and 2017.

From Figure 1, we can see that in the 30-year period between 1988 and 2017, there is not a single
year in which the proportion of the balance of capital and financial account to the output is consistent
with the condition of the sudden arrest of capital inflow over the critical value of 5% under the JR
model. This does not mean that the condition is unreasonable, but the situation in China is very special,
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and does not conform to the capital and financial account not being fully open. In fact, when Jeanne
and Rancière (2011) defined the condition for the sudden arrest of the capital inflow, they directly
referred to the related research (Guidotti et al., 2004) [29] of the existing scholars on the impact of
capital arrest. According to Guidotti’s definition of “sudden arrest”, the decline in the balance of the
capital and the financial account is measured by taking the next standard deviation relative to the
mean value as the critical value; then, the critical value of 5% can be understood as the mean value of
the threshold value of the sudden arrest of the capital inflow in global countries.
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Figure 1. The proportion of the balance of the capital and financial account to the output. Data sources:
China State Administration of Foreign Exchange and China National Bureau of Statistics.

However, because the situation is different in different countries, it is difficult to accurately
measure the situation of a single country with the same threshold value. So, we need to recalculate the
threshold value with the same method especially for China. According to the sample of the 30 years
between 1988 and 2017, the mean value of reducing the degree of, kt−1 − kt, the capital inflow ratio, k,
is about 0.14%, and the standard deviation is about 2.24%. In combination with the reality of China,
after fully considering that Chinese capital account are not fully open, there is still more strict control,
the number of international capital imports and exports to China has been continuously increasing in
recent years, and the impact on the economy and finance has become stronger and stronger, we set the
critical value to 2%.

According to the critical value of 2%, in the 30 years between 1988 and 2017, the critical value of
five years has exceeded 2%, and includes 1990, 1997, 1998, 2006, 2012 and 2015 (see the red part of the
Figure 1). They all conform to the condition of the sudden arrest of Chinese capital inflow. Among
them, the sudden arrest of the capital inflow in 1997 and 1998 was mainly caused by the Asian financial
crisis, while the deficit in capital and financial accounts in 2006 was the result of the relaxation of the
domestic capital outflows of countries. Of course, it also includes the reasons in the policy level of
encouraging domestic enterprises to invest in foreign countries, increasing QDII (Qualified Domestic
Institutional Investor), and so on. It is worth noticing that 2012 was the first year with the deficit in the
annual capital and financial account since the 1998 crisis in China. Then, because of the capital flight
caused by the United States (US) increasing the interest rate, the devaluation of the Chinese exchange
rate, and other factors, there is the deficit again in 2015. However, no matter in which case, it will
affect the consumption of the foreign exchange reserves of the government to offset the decline of net
capital inflows. Therefore, considering the increasing frequency of the financial crisis in recent years,
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the increasing intensity of the contagion, the increasing uncertainty, the increasing possibility of large
capital outflows, the further deepening of Chinese financial opening, and the increasing probability of
the sudden arrest of capital inflows, the probability of the sudden arrest of capital inflows in the JR
model is relatively conservative, and the probability of the sudden arrest of capital inflows in China is
identified as π = 0.15 in this paper.

4.1.2. The Calculation of the Economic Growth Rate, g, and the Risk Aversion Coefficient, σ

This paper selects the mean of the annual rate of growth of GDP from 1994 to 2017 and gets the
economic growth rate, g = 9.39% (National Bureau of Statistics http://www.stats.gov.cn/tjsj/).

The risk aversion coefficient, σ, is the only parameter that cannot be directly measured in the seven
parameters. However, we can make reference to the existing research and international experience to
measure it. Previous studies have shown that the risk aversion coefficient of representative consumers
is valued between two and six (Yang Yi, Tao Yongcheng, 2011), and the greater the value, the higher
the degree of risk aversion. The risk aversion coefficient in the JR model is calculated with the data
of the emerging Asian market and set to two. Studies also show that the risk aversion coefficient of
developing countries is generally higher than that of developed countries (Donadelli, Prosperi, 2012).
Since Chinese investors are relatively conservative and the degree of risk aversion is higher, this paper
takes σ = 5 as the risk aversion coefficient to calculate.

4.1.3. The Calculation of Short-Term Risk-Free Interest Rate, r, and Time Premium, δ

About 80% of Chinese external debt balance comes from international commercial loans, while the
bonds of the foreign government account for a small proportion. In terms of currency composition,
the ratio of US dollar debt is about 70%, which means that in the demand of the foreign exchange,
the US dollar is still a relatively general and stable currency. In existing studies, the risk-free interest
rate of short-term foreign debt is usually replaced by the interest rate of short-term US Treasury bonds.
However, as the current short-term foreign debt is mainly composed of international trade credit
financing and interbank credit, compared with the interest rate of US Treasury bonds, the LIBOR
(London Inter-Bank Offer Rate) is more reasonable for calculating the lowest cost of the foreign
debt that is in China’s possession. Here, this paper uses the weighted average r = 0.03 (StockQ
database http://www.stockq.org/economy/libor.php) of the three-month LIBOR, and interest rates
on three-month US Treasury bills within the last 20 years to calculate the interest rate level of holding
short-term foreign debt.

The time premium, δ, represents the interest rate difference between long-term foreign debt
and short-term foreign debt. The holding costs of Chinese long-term foreign debt are consistent
with the US long-term treasury bonds. When the value of π is 0.1, it can be calculated that
the average interest rate on 10-year US Treasury notes for nearly 20 years is 5% (US Treasury
http://www.treasury.gov/resource-center/), so the time premium δ = 0.02.

4.1.4. The Calculation of the Ratio of Short-Term Foreign Debt, λ, and the Rate of Output Loss, γ

According to the definition of the ratio of short-term foreign debt based on the GR model, we
can calculate the ratio of short-term foreign debt to GDP for the 20 years between 1998 and 2017,
and its average value λ = 6.24% (State Administration of Foreign Exchange http://www.safe.gov.
cnzmodel_sarezindex.html). However, this only takes into account the demand of short-term foreign
debts for foreign exchange reserves. In fact, China has medium and long-term foreign debts. It also
has two ways of repayment. One is a one-time repayment at maturity. In this way, we should consider
the maturity of the term within one year as a short-term bill. Another way is the annual amortization
of medium and long-term foreign debts, and the part that is paid annually should also be regarded
as a short-term bill. The two ways of repayment will make a large portion of the long-term foreign
debts short-term, which will form short-term demand for foreign exchange reserves, while the GR
model only considers the ratio of short-term foreign debts and estimates λ = 6.24%, significantly
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underestimating the effect of short-term foreign debts on foreign exchange reserves. Here, according
to the condition of the medium and long-term external debt in China over the years, we assume that
the average year is 10 years, allocate the total amount to the first year, consider the part whose time
limit of the one-time repayment in the long-term foreign debt is within one year, and estimate the ratio
of annual balance to GDP as about 3.5%. Therefore, combining short-term foreign debt and the short
term of the medium and long-term debt, we determine the ratio of short-term foreign debt to be 8%.

The output loss rate, γ, is the loss when the sudden arrest of capital inflow occurs, and the
output deviates from the original growth trajectory. When estimating the output loss rate in this
paper, we will give full consideration to the impact of the sudden arrest of capital inflows and large
amount of international capital outflows on China. On the one hand, from Figure 1, it can be seen that
the sudden arrest of capital inflows in China in the last 30 years has occurred five times. Although
the number is relatively low, in the context of the frequent international financial crisis of recent
years, the probability of the sudden arrest of capital inflow will increase, and it will also accompany a
large amount of international capital outflows at the same time. On the other hand, Chinese exports
will be affected during the international financial crisis. For China, which has long pursued an
export-oriented economic growth model, the financial crisis will inevitably affect the output. Based on
these two considerations, we calculate the average γ of the decreasing amount of the output growth
rate of 34 developing countries after the capital crisis calculated by the JR model as 6.5%, which is
lower than the Chinese reality. Therefore, the output loss rate is set to 8.5% in this paper.

Based on the above analysis, the calculation results of each parameter can be summarized as
follows (Table 1).

From Table 1, we can see that in combination with the reality of China, this paper calculates the
original value of the JR model accordingly, which makes the model more convincing.

Table 1. Original Values and Calculated Values of Related Parameters.

Related Parameters Original Values of JR Model Calculated Values of This Paper

Probability of Capital Sudden Arrest π 0.1 0.15
Economic Growth Rate g 0.066 0.94

Consumer Risk Aversion Coefficient σ 2 5
Short-term Risk-free Interest Rate r 0.05 0.03

Time Premium δ 0.015 0.02
Ratio of Short-term Foreign Debt λ 0.107 0.08

Output Loss Rate γ 0.065 0.085

4.2. Solution of the Optimal Scale

Through the estimation of seven parameters, this paper will conduct the numerical simulation of
the scale of Chinese optimal foreign exchange reserves under the framework of utility maximization,
calculate the optimal scale of foreign exchange reserves, and compare it with the actual foreign
exchange reserves.

First, we calculate the representative consumers’ consumption level in the period that the capital
normally flows and compare it to the consumption marginal substitution rate P in the period of
capital arrest:

P ≡ u′(cd
t )

u′(cb
t )

=
(1 − π)

π

δ + π

1 − δ − π
= 1.1606

Then, using Equation (20), ρ = λ + γ − p1/σ−1
1+(p1/σ−1)(1−δ−π)

(
1 − r−g

1+g λ − (δ + π)(λ + γ)
)

.
It can be calculated ρ = 13.53%.
Finally, take the ratio of ρ as the ratio of the scale of the optimal foreign exchange reserves and the

output, and calculate the optimal scale of the foreign exchange reserves. The results are as follows.
In order to be more intuitive, it can also be illustrated as shown in Figure 2.
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It can be seen from Table 2 and Figure 2, that first of all, from the perspective of the scale of foreign
exchange reserves, due to China’s reform of the foreign exchange system in 2005, and loosening the
restrictions on capital flows, the scale of China’s foreign exchange reserves has also become the world’s
largest foreign exchange reserves after breaking through the $1 trillion mark in 2006 and surpassing
Japan, after which China has entered into a fast rising channel and reached a maximum value of $3
trillion and 840 billion in 2014, adding that the RMB(Renminbi) exchange rate continued to appreciate
after 2005, forming a “double surplus” pattern under current account, capitaland financial account.
Although it declined in 2015 and 2016, it rose again in 2017. At present, the scale of foreign exchange
reserves has remained at around $3 trillion, but it is still operating at a high level.

Table 2. Comparison of Actual Scale of Foreign Exchange Reserves and Optimal Scale (Unit:
100 million dollars).

Year Actual Scale Optimal Scale Excess Scale

1994 516.2 756.63 −240.43
1995 735.97 984.96 −248.99
1996 1050.29 1158.28 −107.99
1997 1398.90 1288.94 109.96
1998 1449.59 1379.33 70.26
1999 1546.75 1465.68 81.07
2000 1655.74 1621.54 34.20
2001 2121.65 1792.48 329.17
2002 2864.07 1967.02 897.05
2003 4032.51 2220.23 1812.28
2004 6099.32 2613.51 3485.81
2005 8188.72 3054.56 5134.16
2006 10,663.44 3671.36 6992.08
2007 15,282.49 4729.63 10,552.86
2008 19,460.30 6118.03 13,342.27
2009 23,991.52 6752.18 17,239.34
2010 28,473.38 7954.37 20,519.01
2011 31,811.48 10,111.34 21,700.14
2012 33,115.89 11,305.52 21,810.37
2013 38,213.15 12,229.31 25,983.84
2014 38,430.18 14,044.65 24,385.53
2015 33,303.62 14,859.77 18,443.85
2016 30,105.17 16,579.63 13,525.54
2017 31,399.49 17,823.86 13,575.63

Secondly, from the perspective of the optimal scale of the foreign exchange reserves, the optimal
scale of China’s foreign exchange reserves has increased synchronously with the actual scale of foreign
exchange reserves. However, its rise is relatively slow, and has does not changed significantly with
the short-term changes in the actual scale of foreign exchange reserves. The optimal scale of foreign
exchange reserves based on financial security has been greatly affected by external shocks; especially
since the US financial crisis in 2008, the growth rate of the optimal scale of China’s foreign exchange
reserves has been accelerating. However, the optimal scale of China’s foreign exchange reserves has
not been reduced because of the decline in the scale of China’s actual foreign exchange reserves in 2015
and 2016. The major developed countries in the West entered the interest rate cycle in 2015; As a result,
the fluctuations in the RMB exchange rate intensified and the signs of RMB depreciation emerged,
leading to a massive outflow of the international capital from China and increasing financial risks.
Therefore, from the perspective of the functional evolution of the foreign exchange reserves, the scale
of foreign exchange reserves based on financial security will increase as the financial risks increase.
The role of the foreign exchange reserves will become more and more obvious in maintaining the
financial security of a country, which is consistent with the theoretical analysis of the previous article.
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Figure 2. The Actual Scale and Optimal Scale of Chinese Foreign Exchange Reserves between 1994 and
2017. Data source: China National Administration of Foreign Exchange.

Finally, from the scale of excess foreign exchange reserves, before 1996, the actual scale of China’s
foreign exchange reserves was absent. After 1996, with the rapid rise in the scale of China’s foreign
exchange reserves, a large amount of excess foreign exchange reserves had been formed and fluctuated
synchronously with the actual scale of foreign exchange reserves. At present, China’s foreign exchange
reserves had obviously surpassed the most optimum output ratio, and thus, it fails to achieve the
maximization of the social welfare utility. In other words, on the premise of the goal of financial
stability and the maximization of the social welfare of the government, China’s actual foreign exchange
reserves have gone beyond the optimal reserve scale since 2001. In 2017, the actual foreign exchange
reserve of China was $3139.9 billion dollars. According to the calculation of this paper, the optimal
foreign exchange reserve is $1782.4 billion dollars, while the excess foreign exchange reserve scale is
$1357.6 billion dollars. Although the scale of Chinese foreign exchange reserves has fallen sharply
since 2014, it still exceeded Chinese demand for foreign exchange reserves.

5. Conclusions and Enlightenment

To sum up, we can draw the following basic conclusions and enlightenment.
(1) With the rapid growth and the gathering of foreign exchange reserves in emerging markets,

especially East Asian countries including China, the distribution of foreign exchange reserves has
become increasingly uneven around the world. At the same time, with the increasing frequency
of financial crises in recent years and more and more strong contagions, the special role of foreign
exchange reserves in preventing financial risks and safeguarding national financial security has been
fully recognized by most countries. The function of foreign exchange reserves has also shifted from
simply meeting the needs of daily transactions to mainly meeting financial security demand. In China,
the risks of foreign exchange reserves mainly lie in two aspects. On the one hand, the vast majority of
China’s foreign exchange reserves are held in the form of foreign government bonds. Such bonds are
relatively low in yields, and will lead to a depreciation of China’s foreign exchange reserve assets due
to the devaluation of the currency of the issuer. This makes China’s foreign exchange reserves face
higher risk and opportunity cost, thus making it trapped in the “double shrinkage” situation. On the
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other hand, a large number of foreign exchange reserves have forced the central bank to passively
increase their supply of money, thus increasing the pressure of inflation and making it difficult for the
central bank to implement monetary policy. Therefore, in this special historical period in which China
holds huge foreign exchange reserves, we should give full play to the role of foreign exchange reserves
in maintaining financial safety.

(2) This paper tries introducing the JR model. From the perspective of financial security,
a theoretical analysis framework based on the maximization of utility is constructed on the basis
of its correction. The framework takes the three-phase model of the external capital impact into the
measurement process of the optimal scale of foreign exchange reserves, and introduces the social
welfare function. Under the limit of the maximum of social welfare, we took a closed solution of
the ratio of the optimal scale of foreign exchange reserves to output. This model is in line with the
actual situation in which China is an open economy and an emerging market. It can integrate the risk
factors of China’s financial instability into the estimation of the opportunity cost and welfare benefits
of holding foreign exchange reserves, and the seven related important parameters can be depicted
with the operation index of the Chinese open economy. Finally, it can also calculate the optimal ratio
of Chinese foreign exchange reserves to GDP.

(3) This paper takes the change trend of the scale of Chinese foreign exchange reserves from
1994 to 2017 as the research object. The stages of the scale changes of Chinese foreign exchange
reserve are divided. The direct reason for the rapid growth of the scale of Chinese foreign exchange
reserves is mainly the inflow of interregional capital, which was caused by the structural plight of
the double surplus of international balance of payments and the long-term appreciation expectation
of the exchange rate. The deeper reason is that under the economic growth mode driven by Chinese
exports, the excess foreign exchange cannot enter a mechanism of real economic growth. Since
2014, the reduction of foreign exchange reserves is mainly due to the economic recovery of the main
developed countries in the West, especially in relation to the US entering the cycle of increasing the
interest rate. In addition, the devaluation of Chinese RMB leads the international capital flow out
from China and the exchange rate fluctuation aggravates, which threatens the financial security of
China. Therefore, under the circumstance of the abnormal flow of international capital, we should
give full play to the role of foreign exchange reserves in maintaining financial safety and preventing
financial risks.

(4) The impact of the sudden arrest of capital inflows on the finance of a country has aroused
wide attention from countries all over the world. Questions regarding how to deal with the impact of
the sudden arrest of capital inflows and how much foreign exchange reserves needed are appropriate.
The study of this paper gives a preliminary answer. Through parameter estimation and numerical
simulation, the average optimal foreign exchange reserves scale of China between 1994 and 2017 was
13.53% of GDP. With this ratio as the standard, the Chinese foreign exchange reserve has shown a
significant surplus since 2001. On the one hand, the holding of excess foreign exchange reserves and
the rapid growth will inevitably cause the rising holding cost of China’s foreign exchange reserves,
thus triggering the waste of resources and idle funds. On the other hand, the rapid growth of foreign
exchange reserves aggravates the pressure of the appreciation of the RMB, which inevitably affects
the international competitiveness of China’s export commodities. This shows that there are excess
foreign exchange reserves in China, but foreign exchange reserves are not a case of the more, the better.
Too much foreign exchange reserves will not only bring risks to China, they will also increase the
holding cost. Therefore, how to manage foreign exchange reserves scientifically is still a difficult
problem to be solved at present.
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Abstract: Forecasting inflation rate is one of the most important topics in finance and economics.
In recent years, China has stepped into a “New Normal” stage of economic development, with a
different state from the fast growth period during the past few decades. Hence, forecasting the
inflation rate of China with a time-varying model may give high accuracy. In this paper, we investigate
the problem of forecasting the inflation rate with a functional coefficient autoregressive (FAR) model,
which allows the coefficient to change over time. We compare the FAR model based on the B-splines
estimation method with the autoregressive moving average (ARMA) model by extensive simulation
studies. In addition, with the monthly CPI data of China, we conduct both in-sample analysis and
out-of-sample forecasting. The forecasting result shows that the FAR model based on the B-splines
estimation method has a better performance than the ARMA model.

Keywords: B-splines; inflation forecast; monthly CPI data; out-of-sample forecast

1. Introduction

The inflation rate is a key index which is closely related to the economic stability and general
well-being of a country. It guides policy-makers to formulate the country’s macroeconomic and
monetary policies. In addition, the households and businesses can make well-informed decisions based
on future prices, and investors can construct long-run portfolios based on inflation rate (Bampinas
and Panagiotidis, 2016 [1]). Due to these reasons, inflation forecasting attracts much interests from
various fields.

The main methods to predict inflation rate include the Phillips curve model, the vector
autoregressive-type (VAR) model, and the univariate linear autoregressive moving average (ARMA)
model. In the past few decades, although the Phillips curve model has been widely adopted,
many research results show that this model cannot provide satisfactory inflation forecasting for
countries like China (Stock and Waston, 1999 [2]; Atkeson and Ohanian, 2001 [3]; Mcnelis and
Mcadam, 2004 [4]; Matheson, 2006 [5]). On the other hand, the VAR-type model depends on some
exogenous factors, for example the real GDP, unemployment, industrial production, manufacturing
production, and capacity utilization. Based on this model, inflation forecasting is highly affected by
the selection of exogenous factors (see Sekine (2001) [6], Ramakrishman and Vamvakidis (2002) [7]
and Ang et al. (2007) [8]). Besides, if the dynamics of the inflation is non-linear, its prediction can be
conducted in the framework of non-linear multivariate models. For instance, the regime-switching
smooth transition vector autoregressive model used in Lekkos et al. (2007) [9] and the non-linear
(asymmetric and polynomial) error correction models used in Milas et al. (2004) [10]. With the
development of time series, univariate linear ARMA models without exogenous factors are widely
adopted (Bos et al., 2001 [11]; Ang et al., 2007 [8]). In particular, Stock and Waston (1999) [2] found that
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the univariate linear ARMA models perform better than the Phillips curve model and the VAR-type
model in forecasting inflation rate.

However, the univariate linear ARMA model implies that the dynamic mechanism of
the underlying process is time-invariant, which is not satisfied by many real time series data
(Tong, 1990 [12]). In fact, many empirical studies showed that the dynamics of the inflation rate
is time-varying (Chen et al., 2016 [13]).

If a linear ARMA model is used to fit a non-linear data generating process (DGP), the order of
the ARMA model is always quite large, resulting in difficult and inaccurate estimation. Therefore,
many non-linear time series models are proposed to fit this type of data, for example the threshold
autoregressive model of Tong (1990) [12], the bilinear model of Granger and Andersen (1978) [14]
and the exponential autoregressive model of Haggan and Ozaki (1981) [15]. These well-known
non-linear models belong to parametric models, meaning that one needs to specify the formulation
in advance, which is difficult and questionable in many real applications. To overcome this hurdle,
some non-parametric time series models are proposed. For example, the non-parametric autoregressive
conditional heteroscedastic model and the non-parametric autoregressive model (see Fan and Yao,
2003 [16]).

Although the non-parametric approach is appealing, its application usually requires an
unrealistically large sample size when more variables are introduced into the model. This problem is
called “curse of dimensionality”. In order to avoid this problem and preserve the appreciable flexibility,
semi-parametric models are proposed by imposing parametric structures to part of the non-parametric
model. Chen and Tsay (1993) [17] proposed the functional-coefficient autoregressive (FAR) model
for time series. Similarly, Hastie and Tibshirani (1993) [18] proposed the varying-coefficient model to
increase the flexibility of ordinary linear regression model and improve the out-of-sample prediction.
Chen and Hong (2012) [19] constructed a test of the smooth transition autoregressive model versus
the FAR model. More recently, Chen et al. (2016) [13] established a functional coefficient moving
average (FMA) model, with the coefficients estimated by using the local linear estimation technique.
Application is made to the monthly CPI data of China. In this paper, we forecast the inflation rate
in China by the FAR model, which belongs to the semi-parametric non-linear time series models.
The FAR model has three main advantages. First, its formulation is analog to the linear ARMA model
and preserve the satisfactory forecasting power. Second, the FAR model is flexible in coefficient
specification and easy to interpret. Third, the semi-parametric formulation avoids the possible model
mis-specification problem.

A key step to use the FAR model is estimating the time-varying coefficient. The main estimation
methods include the kernel estimation method, the local polynomial estimation method, the spline
estimation method and the wavelet method. The first two estimation methods belong to local estimation
methods, while the last two methods belong to the global estimation method. Based on an iteration
algorithm, Chen and Tsay (1993) [17] adopted the arranged local regression estimation and achieved
good fitting results. Cai et al. (2000) [20] proposed the local linear estimators and investigated the
bandwidth selection problem. Chen and Liu (2001) [21] mainly focused on the local polynomial
estimators and associated hypothesis test. Huang and Shen (2004) [22] extend the FAR model to
the general functional coefficient regression model and adopted the polynomial spline estimator to
estimate the coefficient functions. They showed the consistency of the spline estimator and forecasted
the Dutch guilder-US dollar exchange rate based on the estimated model. In this paper, we adopt the
B-spline estimators (belonging to the polynomial spline estimator) to estimate the coefficient functions.
Compared to other polynomial splines, the B-spline method is numerically stable and the calculation
can be obtained recursively, thus significantly reducing the computational burden.

The rest of the paper is organized as follows. Section 2 introduces the FAR model and the
spline-based nonparametric estimation method, and provides some implementation details. Section 3
conducts some simulation studies to compare the performance of the FAR model and the ARMA
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model for fitting data generated from different DGPs. In Section 4, we apply the estimated FAR model
to forecast the inflation rate of China. Finally, in Section 5, we give some conclusions.

2. Functional Coefficient Autoregressive Model

2.1. Model Specification

The FAR(p) model proposed by Chen and Tsay (1993) [17] extends the autoregressive (AR) model
with the form

xt = θ1(Ut)xt−1 + θ2(Ut)xt−2 + · · ·+ θp(Ut)xt−p + εt, t = 1, . . . , T, (1)

where p is a positive integer representing the lag order, {εt}T
t=1 is a sequence of independent and

identically distributed (i.i.d.) random variables with mean 0 and variance σ2, Cov(xs, εt) = 0 for s < t,
and θi(·) i = 1, 2, . . . , p are unknown measurable functions. Here, xt is called the significant variable
and Ut is called the threshold variable which can be an exogenous or endogenous variable. In the time
series setting, Ut is usually set to be the lagged value of xt, i.e., Ut = xt−d with 1 ≤ d ≤ p. Then the
resulting model (denoted as FAR(p, d)) becomes

xt = θ1(xt−d)xt−1 + θ2(xt−d)xt−2 + · · ·+ θp(xt−d)xt−p + εt, t = 1, . . . , T. (2)

Throughout this paper, we impose some conditions on model (1).

Regularity Conditions (RC)

(a) The density function of Ut is nonzero and bounded.
(b) Let Xt = (xt−1, xt−2, . . . , xt−p)

′
, then for any u ∈ R, the eigenvalues of E(XtX

′
t|Ut = u) are

nonzero and bounded.
(c) The density function of εt is positive everywhere.

If RC is satisfied, the FAR(p) model (1) is geometric ergodic (Chen and Tsay, 1993 [17]).

2.2. Model Estimation and Prediction Based on B-Spline

We first discuss the identification of the coefficient functions θi(·), i = 1, . . . , p for model (1).
The coefficient functions are said to be identifiable if ∑

p
j=1 θ

(1)
j (Ut)xt−j ≡ ∑

p
j=1 θ

(2)
j (Ut)xt−j implies

that θ
(1)
j (Ut) = θ

(2)
j (Ut), j = 1, 2, . . . , p. We can prove that the coefficients in model (1) are identifiable

under Condition (b). In fact, if we denote θ(Ut) = (θ1(Ut), . . . , θp(Ut))
′
, then

E

⎡⎣{ p

∑
j=1

θj(Ut)xt−j

}2

| Ut = u

⎤⎦ = θ(Ut)
′
E(XtX

′
t|Ut = u)θ(Ut). (3)

If ∑
p
j=1

(
θ
(1)
j (Ut)− θ

(2)
j (Ut)

)
xt−j ≡ 0, then E

[{
∑

p
j=1

(
θ
(1)
j (Ut)− θ

(2)
j (Ut)

)
xt−j

}2
]

= 0.

From this, we can immediately obtain E
[{

∑
p
j=1

(
θ
(1)
j (Ut)− θ

(2)
j (Ut)

)
xt−j

}2 | Ut = u
]
= 0 for any

u. By applying (3) and Condition (b), we further get that θ
(1)
j (Ut)− θ

(2)
j (Ut) = 0 almost surely for

j = 1, . . . , p.
Since the coefficient functions in model (1) are identifiable, we can now estimate the model. In the

literature, the main estimation methods include the kernel estimation method, the local polynomial
method, the wavelet method and the spline method, see Fan and Yao (2003) [16] for more details.
In particular, as a global smoothing method, the spline method outperforms the kernel estimation
method and the local polynomial method for multi-step-ahead forecasting. Moreover, the spline-based
method is computationally feasible and the estimated model has a parsimonious explicit expression.
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Therefore, we can easily produce multi-step-ahead forecasts by iteratively generating one-step-ahead
forecast based on the previous forecasts. On the contrary, if the functional coefficients are estimated
based on the local polynomial method, then it is computationally intensive to conduct multi-step-ahead
forecasting. Pointed out by Huang and Shen (2004) [22], one needs extra effort to relieve the
computational burden for forecasting based on the local polynomial method.

With the aforementioned advantages, the spline-based estimation method is adopted in this paper
to estimate the FAR model. Among many different types of splines functions, we adopt the polynomial
splines, which are piecewise smooth. This means that the polynomial pieces join together smoothly at
a set of interior knot points. Specifically, a polynomial spline of degree K ≥ 0 on interval [a, b] with
knots a = ξ0 < ξ1 < · · · < ξM+1 = b is a polynomial function of degree K on each of the intervals
[ξi, ξi+1), 0 ≤ i ≤ M − 1 and [ξM, ξM+1], and has K − 1 continuous derivatives on [a, b].

When K = 0, 1, 2, 3, the polynomial splines are called constant spline, linear spline, quadratic
spline and cubic spline, respectively. For a given sequence of knots and degree K, the corresponding
collection of spline functions form a linear function space. Discussed in de Boor (1972) [23], there are
different basis for this space, among which the B-spline basis is most widely used. The B-splines are
numerically more stable than other polynomial splines and can be obtained recursively (see Fan and
Yao, 2003 [16]). Therefore, we use B-spline basis in this paper for its good numerical property.

In the following, we display the calculation of B-splines. Any spline function of degree K with
interior knot sequence {ξi}M

i=1 can be expressed as a linear combination of the corresponding B-spline
basis Bi,K(x), given by

B(x) =
M+K

∑
i=0

βiBi,K(x) , (4)

where B(x) is the spline function and Bi,K(x), i = 0, . . . , M + K are the B-splines. To calculate Bi,K(x),
we first define ξ−K = · · · = ξ0 < ξ1 < · · · < ξM+1 as the new augmented sequence of knots, and
relabel it as η0 = · · · = ηK < ηK+1 < · · · < ηM+K+1. The B-splines basis Bi,j(x) for j = 0, 1, . . . , K,
i = 0, 1, 2, . . . , M + K are as follows:

Bi,0(x) =

{
1, ηi ≤ x ≤ ηi+1,

0, otherwise,
(5)

and
Bi,j+1(x) =

x − ηi
ηi+j+1 − ηi

Bi,j(x) +
ηi+j+2 − x

ηi+j+2 − ηi+1
Bi+1,j(x). (6)

The recursive Formula (6) shows that the B-spline basis relies on the knot sequence and the degree K.
Now, we give an example to demonstrate the calculation process for the B-spline function.

Assume the interval is [0, 1] with the interior knot sequence {0.25, 0.5, 0.75} and K = 3, then the
augmented knots vector is (0, 0, 0, 0, 0.25, 0.5, 0.75, 1). When x = 0.1, the values of Bi,j(x),
i = 0, 1, 2, 3, j = 0, 1, 2, 3 are shown in Table 1.

Table 1. An example of the calculation process of B-spline.

j = 3 B0,3(0.1) B1,3(0.1) B2,3(0.1) B3,3(0.1) B4,3(0.1) B5,3(0.1) B6,3(0.1)

0.216 0.592 0.1813 0.0107 0 0 0

j = 2 B0,2(0.1) B1,2(0.1) B2,2(0.1) B3,2(0.1) B4,2(0.1) B5,2(0.1) B6,2(0.1)

0 0.36 0.56 0.08 0 0 0

j = 1 B0,1(0.1) B1,1(0.1) B2,1(0.1) B3,1(0.1) B4,1(0.1) B5,1(0.1) B6,1(0.1)

0 0 0.6 0.4 0 0 0

j = 0 B0,0(0.1) B1,0(0.1) B2,0(0.1) B3,0(0.1) B4,0(0.1) B5,0(0.1) B6,0(0.1)

0 0 0 1 0 0 0
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The B-spline is then used to approximate the coefficient functions θi(Ut), i = 1, . . . , p. According to
de Boor (1978) [23] and Schumaker (2007) [24], if θi(Ut) is assumed to be smooth, then as the number of
knots tends to infinity, θi(Ut) will be well approximated by a linear combination of the corresponding
K-degree B-spline basis. That is, there exist a vector of constants βi = (βi1, . . . , βip)

′
and spline function

θ�i (Ut), such that

θi(Ut) ≈ θ�i (Ut) =
M+K

∑
j=0

βijBj,K(Ut), i = 1, . . . , p. (7)

Then we approximate model (1) by

xt ≈
p

∑
i=1

(
M+K

∑
j=0

βijBj,K(Ut)

)
xt−i + εt . (8)

Based on (8), the estimation of approximation model (8) is equivalent to the estimation of the
vector of parameters β = (β

′
1, . . . , β

′
p)

′
. We estimate β by the method of ordinary least squares

(OLS), i.e.,

β̂ = argmin
β

T

∑
t=p+1

(
xt −

p

∑
i=1

M+K

∑
j=0

βijBj,K(Ut)xt−i

)2

. (9)

Once β̂ is obtained, the OLS estimate of θi(Ut) is given by

θ̂�i (Ut) =
M+K

∑
j=1

β̂ijBj,K(Ut), for i = 1, . . . , p . (10)

In particular for the FAR(p, d) model (2), the estimated model becomes

xt =
p

∑
i=1

M+K

∑
j=0

β̂ijBj,K(xt−d) + εt . (11)

where εt are residuals. Based on (11), we can construct multi-step-ahead forecasts for xt. Let x̂t(l) be the
minimum mean square error prediction of xt+l , then it can be carried out by iteratively implementing
one-step-ahead prediction as

x̂t+1 =
p

∑
i=1

(
M+K

∑
j=0

β̂ijBj,K(x̂t+1−d)

)
x̂t+1−i ,

...

x̂t+l =
p

∑
i=1

(
M+K

∑
j=0

β̂ijBj,K(x̂t+l−d)

)
x̂t+l−i , (12)

where x̂t+l−d equals xt+l−d if l − d ≤ 0.

2.3. Selection of Threshold Variable and Significant Variables

For ARMA(p, q) model, the impact of the past value xt−i, i = 1, . . . , p on the current value xt is
direct and linear. However, in the real world, the impact may be related to another past value xt−d.
Compared to the ARMA(p, q) model, the FAR(p, d) model (2) is more flexible, where the impact of xt−i
on xt can be related to the threshold variable xt−d. The flexibility of the FAR(p, d) model can alleviate
the model mis-specification problem and reduce forecasting error caused by choosing wrong models.
In addition, the FAR(p, d) model does not involve the selection of exogenous variables. Due to these
advantages, the FAR(p, d) model is widely used in empirical studies. Chen and Tsay (1993) [17] used
the FAR(p, d) model to fit the monthly records of cases of chickenpox in New York City and the Wolf’s
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annual sunspot numbers data set. Harvill and Ray (2005) [25] applied the FAR(p, d) model to forecast
the U.S.GNP and the unemployment rate. Recently, the FAR(p, d) model has been extended and used
in many fields, including survival analysis and risk management. For example, Xie et al. (2014) [26]
proposed the varying-coefficient expectile (VCE) model to estimate the value at risk. In particular,
by using the closing bid prices of the Euro in terms of the U.S. dollar, they applied the VCE model to
fit the expectile of the weekly exchange return.

In this paper, we use the FAR(p, d) model to fit and forecast the inflation rate of China, and in the
following we discuss some issues arising in the implementation of the FAR(p, d) model. In modelling
and estimating the FAR(p, d) model, a key issue is choosing an appropriate threshold variable xt−d
and a set of significant variables {xt−i}p

i=1. This is equivalent to selecting the threshold lag d and the
significant lag p with d ≤ p. In practice, this can be achieved by a two-stage procedure. At the first
stage, the significant lag p can be chosen based on subjective determination or by objective data driven
methods such as information criteria. At the second stage, based on the chosen p, one decides d by
minimizing the information criterion such as AIC (Akaike, 1974 [27]) or BIC (Schwarz, 1978 [28]) when
p is fixed.

2.4. Selection of B-spline Basis Related Quantities

A crucial step in the B-spline estimation is to determine the B-spline basis, which is equivalent
to determining the degree K, the number of knots M and the knots locations. The most commonly
used degrees of the B-splines are 2 and 3, corresponding to the quadratic spline and the cubic spline.
The determination of K can be conducted by the method of information criterion. Essentially, M is
a smoothing parameter. As M increases, the spline function becomes less smooth leading to a more
complicated model, while as M decreases, the spline function become more smooth with worse
model fitting. In practice, M is chosen to balance the smoothness and model fitness. Huang and
Shen (2004) [22] showed that the AIC outperforms other criterions such as the BIC and the modified
cross-validation (Cai et al., 2000 [20]) in choosing M. Therefore in this paper we use the AIC to
determine M.

For a given M, there are two popular ways to arrange the interior knots: a < ξ1 < · · · < ξM < b.
One method gives the equally spaced knots, meaning that the distance between two adjacent knots is
the same. The other one is the quantile knots, meaning that the knots locate at the i/(M + 1) sample
quantiles (i = 1, . . . , M) of the threshold variable. If the distribution of the threshold variable is not flat,
the quantile knots are preferable (Huang and Shen, 2004 [22]).

3. Simulation Study

In this section, we check the fitting performance of the FAR model for different DGPs. Intuitively,
if the underlying DGP follows a constant coefficient process, the linear ARMA will provide a better fit
than the non-linear FAR model. On the other hand, if the underlying DGP follows time-varying
coefficient process, then the FAR model can outperform than the ARMA model. Specifically,
we compare the performance of the FAR and autoregressive (AR) model for different DGPs. The first
case is a constant AR(2) model:

Case I:

{
xt = θ0

1xt−1 + θ0
2xt−2 + εt ,

θ0
1 = 0.4, θ0

2 = 0.5 ,
(13)

with εt
i.i.d.∼ N(0, 1). The second case is the exponential AR model in Haggan and Ozaki (1981) [15] and

Huang and Shen (2004) [22]:
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Case II:

⎧⎪⎪⎨⎪⎪⎩
xt = θ0

1(xt−1)xt−1 + θ0
2(xt−1)xt−2 + εt ,

θ0
1(xt−1) = 0.138 + (0.316 + 0.982xt−1)e−3.89x2

t−1 ,

θ0
2(xt−1) = −0.437 − (0.659 + 1.26xt−1)e−3.89x2

t−1 .

(14)

In each simulation, a series of length T = 100, 400, 1000 and 2000 are drawn and the experiment is
replicated 1000 times. For each case, we fit the generated data by both FAR(2,1) and AR(2) models.
The coefficients of FAR(2,1) model and AR(2) model are estimated by the B-spline method and the
OLS method, respectively. For each run s, the resulting estimates are denoted as θ̂�i,s(xt−d) and θ̂i,s,
respectively, i = 1, 2, s = 1, . . . , 1000. All the simulations are run in R 3.4.3. To estimate the ARMA(p, q)
model, we use the “arima” function built in the “stats” package.

To evaluate the fitting performance of both the FAR(2,1) model and the AR(2) model in the Cases
I&II, we adopt the bias (BIAS) and the root mean square error (RMSE) of the corresponding estimates.
Since the coefficients of the FAR model are functions of the threshold variable, the definitions of BIAS
and RMSE of FAR models are different from those of AR models. Specifically, the BIAS and RMSE for
Case I are defined as

BIASi =

{
1

1000 ∑1000
s=1 (θ̂i,s − θ0

i ) , AR(2) ,
1

1000 ∑1000
s=1 (

1
T−2 ∑T

t=3 θ̂�i,s(xt−1)− θ0
i ) , FAR(2,1) ,

and

RMSEi =

⎧⎨⎩
√

1
1000 ∑1000

s=1 (θ̂i,s − θ0
i )

2 , AR(2) ,√
1

1000 ∑1000
s=1

1
T−2 ∑T

t=3(θ̂
�
i,s(xt−1)− θ0

i )
2 , FAR(2,1) ,

respectively, i = 1, 2. The BIAS and RMSE for case II are defined as

BIASi =

{
1

1000 ∑1000
s=1 (

1
T−2 ∑T

t=3 θ̂i,s − θ0
i (xt−1)) , AR(2) ,

1
1000 ∑1000

s=1 (
1

T−2 ∑T
t=3 θ̂�i,s(xt−1)− θ0

i (xt−1)) , FAR(2,1) ,

and

RMSEi =

⎧⎨⎩
√

1
1000 ∑1000

s=1
1

T−2 ∑T
t=3(θ̂

�
i,s − θ0

i (xt−1))2 , AR(2) ,√
1

1000 ∑1000
s=1

1
T−2 ∑T

t=3(θ̂
�
i,s(xt−1)− θ0

i (xt−1))2 , FAR(2,1) ,

respectively, i = 1, 2. The results of BIAS and RMSE are reported in Tables 2 and 3.

Table 2. BIAS and RMSE of AR and FAR modelds for Case I.

T Index
θ1 θ2

AR(2) FAR(2,1) AR(2) FAR(2,1)

100 BIAS −0.0332 −0.0486 −0.0454 −0.0051
400 BIAS −0.0063 −0.0094 −0.0117 0.0042

1000 BIAS −0.0025 −0.0036 −0.0053 0.0028
2000 BIAS −0.001 −0.0015 −0.0026 0.0015
100 RMSE 0.0971 2.2412 0.1058 1.8270
400 RMSE 0.0449 1.8076 0.0455 1.5866

1000 RMSE 0.0278 1.7246 0.0281 1.5442
2000 RMSE 0.0191 1.6309 0.0194 1.5191
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Table 3. BIAS and RMSE of the two models for case II.

T Index
θ1 θ2

AR(2) FAR(2,1) AR(2) FAR(2,1)

100 BIAS 0.0735 0.0003 0.0050 −0.0001
400 BIAS 0.0628 0.0001 0.0150 −0.0001

1000 BIAS 0.0609 0.0001 0.0177 0
2000 BIAS 0.0622 0.0001 0.0161 0
100 RMSE 1.8801 0.0038 2.8682 0.0060
400 RMSE 3.4010 0.0038 5.4510 0.0057

1000 RMSE 5.2670 0.0053 8.5164 0.0096
2000 RMSE 7.4267 0.0074 11.9953 0.0145

The results in Tables 2 and 3 show that, in terms of bias, when the DGP follows Case I,
the performances for the FAR(2,1) and the AR(2) are similar, while the performance for FAR(2,1) is
better than the AR(2) when the DGP follows Case II. Note that the RMSE for the FAR(2,1) specification
in Case I is relatively large. This fact is reasonable because the squared sum of the difference between
the constant true coefficients and the fitted time-varying coefficients becomes large as the time varies.
Similarly, the RMSE for the AR(2) fitting for Case II are larger than that for the FAR(2,1). In terms of the
RMSE, the difference between the performance of FAR(2,1) and AR(2) in Case II are larger than that in
Case I. This result is due to the complicated time-varying coefficients of Case II. This fact implies that
the FAR model works well when the underlying DGP is a constant coefficient, but the AR model works
poor when the DGP is a time-varying coefficient model. In conclusion, the FAR model can reduce the
risk of model mis-specification and thus can be widely used in empirical study when one has no prior
information on the true model.

4. Empirical Analysis

4.1. Data Preprocessing

In this paper, inflation is measured in terms of the Consumer Price Index (CPI). The growth rate
of CPI can be regarded as a proxy for the inflation rate. In particular, we use the monthly CPI data of
China from Jan. 1995 to December 2017, with a total of 276 observations denoted as {xt}276

t=1. The data is
displayed in Figure 1, showing that the CPI is quite large in the beginning of this period and drops down
slowly. The inflation rate has been relatively stable at a level around 2% since 2012, which indicates that
the development of the economy of China has stepped into the stage of “New Normal”. Intuitively,
the underlying inflation process may change since the beginning of the “New Normal” period.

Figure 1. Monthly CPI data of China from January 1995 to December 2017.
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In practice, we take the logarithm of the raw CPI data, and check the stationarity of the log-CPI
data, at significance level 0.05. The result of the Phillips-Perron unit root test shows that the log-CPI
data is nonstationary (with p-value 0.1494), but the first order difference of the log-CPI is stationary
(with p-value 0). Therefore, the following analysis is based on the first order difference of the log-CPI
denoted as

yt = log(xt)− log(xt−1) . (15)

The plot of yt is shown in Figure 2. Parameter instability is also observed in our analysis of the
data. We build an AR(1) model yt = θyt−1 + εt and estimate the AR coefficient θ on an expanding
window basis and rolling window basis with a 60 window-width. These estimates are plotted in
Figure 3. It can be seen that the estimates of θ are quite variable. In conclusion, a non-linear FAR(p, d)
model with time-varying coefficients is more reasonable and flexible than the linear ARMA model.

Figure 2. The first order difference of the monthly log-CPI.

Figure 3. Estimates of θ. Left: expanding window; right: rolling window.

4.2. In-Sample Fit Analysis

We first use the FAR(p, d) model (2) to fit yt given in (15). Based on the AIC values, we have p = 4.
Then d ≤ p = 4. For a given threshold lag d, the FAR(4, d) model is estimated by the B-splines method.
To construct the B-spline basis, the degree of the B-spline basis, the number and locations of the knots
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need to be determined. We consider different choices of the degree K and the number of interior knots
M, i.e., K = 2, 3 and M = 1, 2, 3, 4, 5. For different values of (d, K, M), the locations of the knots ξi,
i = 1, . . . , M are set to be the i/(M + 1) sample quantiles (i = 1, . . . , M) of xt−d. The B-spline basis can
be calculated according to (5) and (6), and is then used to estimate the FAR(4, d) model by (9). We use
the AIC criterion to determine the value of (d, K, M).

Table 4 reports the AIC values for different combinations of (d, K, M), showing that
(d, K, M) = (2, 2, 1) leads to the smallest value of AIC. Therefore, we use yt−2 as the threshold variable.
K = 2 and M = 1 implies that the computational complexity is not large. The only internal knot
is the median of {yt−2}T

t=3, while the boundary knots are max3≤t≤T{yt−2} and min3≤t≤T{yt−2},
respectively. Thus, the resulting augmented vector of knots is (−0.02608, −0.02608, −0.02608, −0.02608,
−0.0009, 0.0194).

Table 4. AIC values of FAR models with different (d, K, M).

AIC d = 1 d = 2 d = 3 d = 4

K = 2

M = 1 −2002.20 −2008.77 −2006.09 −2001.36
M = 2 −2002.38 −2002.27 −2003.53 −1994.18
M = 3 −2005.80 −1996.11 −1997.89 −1989.72
M = 4 −2002.97 −1989.58 −1991.41 −1993.06
M = 5 −2007.87 −1985.52 −1983.82 −1996.12

K = 3

M = 1 −2006.04 −2003.56 −2003.16 −1994.44
M = 2 −2006.58 −1996.92 −1996.13 −1995.36
M = 3 −2002.43 −1990.42 −1989.67 −1990.75
M = 4 −2006.26 −1987.78 −1985.55 −1985.35
M = 5 −2002.85 −1982.75 −1983.23 −1987.87

The estimated FAR(4,2) model is

ŷt = −0.0003 + θ̂�1 (yt−2)yt−1 + θ̂�2 (yt−2)yt−2 + θ̂�3 (yt−2)yt−3 + θ̂�4 (yt−2)yt−4 , (16)

where the estimated coefficients are θ̂�i (yt−2) = ∑3
j=0 β̂ijBj,2(yt−2), where β̂ij are given in Table 5.

Based on the B-spline estimation results in Table 5, we plot the estimated functional coefficients
of the FAR(4,2) model (16) in Figure 4. The fitted first order differenced monthly log-CPI ŷt can
be recursively obtained by (16). The Ljung-Box test shows that the residuals {ε̂t = yt − ŷt}T

t=5 is
a white noise sequence, indicating that the FAR(4,2) model provides a satisfactory model fitting.
By substituting ŷt into (15), we obtain the fitted CPI x̂t.

We also fit yt by an ARMA(p, q) model, where p, q ≤ 6. The order p and q are determined by the
AIC criterion, which gives p = q = 5. The estimated model is

ŷt =− 0.0008 + 0.6556yt−1 + 0.9923yt−2 − 0.7343yt−3 − 0.6319yt−4 + 0.5494yt−5

− 0.5173εt−1 − 0.1533εt−2 + 0.6032εt−3 + 0.9862εt−4 − 0.5607εt−5 . (17)

where εt−1, . . . , εt−4 are residuals. Also, the residuals of model (17) are white noise, implying a
satisfactory model fitting.

Table 5. B-spline estimation results of the FAR(4,2) model.

β̂ij j = 0 j = 1 j = 2 j = 3

i = 1 1.3807 −0.2424 0.3918 −1.4556
i = 2 0.9471 −0.2776 0.5190 −0.7262
i = 3 0.7882 0.2199 −0.2503 1.4473
i = 4 −1.6952 0.9303 −0.5024 1.1203
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Figure 4. Estimation results of the coefficient functions.

Figures 5 and 6 display ŷt and x̂t given by the estimated FAR(4,2) and ARMA(5,5) models,
respectively. From Figure 6, both the FAR(4,2) and the ARMA(5,5) describe the main characteristic
of data quite well. In particular, they capture the three falling and rising processes of the inflation
since 1995. Intuitively, the fitted ARMA(5,5) is more fluctuated, meaning that the model overestimates
the peak and underestimates the trough, while the fitted FAR(4,2) model is more smoothing,
i.e., the FAR(4,2) model underestimates the peak and overestimates the trough. Thus, it is expected
that the ARMA(5,5) model fit the CPI data better during the fluctuating period, while the FAR(4,2)
model performs better during the stable period. From Figure 6, the inflation rate during 1995 to 2011
fluctuates heavily, and the fitted CPI by using the ARMA(5,5) model is closer to the real CPI than that
given by the FAR(4,2) model. However, for the period from 2012 to 2017, the inflation rate is quite
stable around the level of 2%, and the FAR(4,2) model performs better.

Figure 5. Estimated first order difference of the log-CPI given by the FAR(4,2) model and the
ARMA(5,5) model.
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Figure 6. Estimated CPI given by the FAR(4,2) model and the ARMA(5,5) model.

We compare the fitting performance of the FAR(4,2) model and the ARMA(5,5) model for xt by
using mean absolute errors (MAE) and RMSE defined as

MAE =
1
T

T

∑
i=1

|xt − x̂t|, (18)

and

RMSE =

√
∑T

i=1(xt − x̂t)2

T
. (19)

The definitions of MAE and RMSE for yt are similar and thus are omitted. Furthermore,
to compare predictive accuracy, we employ the Diebold and Mariano test (denoted as DM test hereafter)
proposed in Diebold and Mariano (1995) [29], based on the corresponding MAE and RMSE. We only
introduce the DM test based on the MAE for simplicity. Define the forecasting error of xt as et = xt − x̂t

and the loss function L(et) = |et|. Based on L(et), the forecasting loss difference between ARMA and
FAR is dt = L(eA

t )− L(eF
t ). Here, the null hypothesis is that the ARMA model has equal predictive

accuracy as the FAR model, which is equivalent to E(dt) = 0. Let d̄ = 1
T ∑T

t=1 dt, then the DM statistic
is given by

DM =
d̄
σ̂d̄

,

where σ̂d̄ is a consistent estimate of the standard deviation of d̄. The alternative can be set as the forecast
of FAR is more accurate than that of ARMA. The procedure proceeds as follows. First, we calculate DM
test statistic and the two-sided p-value based on the limiting standard normal distribution. Then if the
value of the test statistic is positive (negative), the one-sided p-value is just one half of the two-sided
p-value (one minus one half of the two-sided p-value). Similarly, if the alternative is that the forecast
of ARMA is more accurate than that of FAR, and the value of the test statistic is positive (negative),
the one-sided p-value is one minus a half of the two-sided p-value (one half of the two-sided p-value).

In addition, we divide the in-sample forecasts into two halves: the first half ranges from January
1995 to September 2006 and the second half ranges from October 2006 to December 2017. The two-sided
testing results are given in Table 6. We first discuss the forecast of yt. With the full sample, the MAE and
RMSE of ARMA(5,5) model are almost the same as those of FAR(4,2) model for fitting yt. The scenario
is similar for the first period data and the second period data. This fact is in line with the DM test
results, which shows that in most cases, the fitting accuracies of the two models are similar under the
5% significance level.
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Then we consider the results for xt. For the full sample, the MAE of ARMA(5,5) is 15.8% smaller
than those of FAR(4,2) model for fitting xt. This improvement increases to 58.19% with the first period
data, which can be also verified by the larger absolute values of the DM statistic. The DM test result
implies that the ARMA(5,5) model provides better fitting accuracies than the FAR(4,2) model. However,
for the more stable second period data, the MAE of ARMA(5,5) is three times of that of FAR(4,2) model.
This superiority can be also verified by the DM test. Therefore, the FAR(4,2) model has better fitting
accuracy for more stable data. Similar conclusions can be obtained based on RMSE.

Combining the previous analysis, it is expected that the FAR model will provide more accurate
prediction for xt when China are stepping into the “New Normal” stage.

Table 6. Comparion of MAE and RMSE in ARMA(5,5) and FAR(4,2) model.

ŷt x̂t

FAR ARMA DM Test p-Value FAR ARMA DM Test p-Value

Full sample MAE 0.0039 0.0041 −1.2065 0.2287 3.0783 2.5918 −2.6366 0.0083
RMSE 0.0052 0.0055 −1.9427 0.0531 3.9805 2.9115 −6.0828 0.0000

First half MAE 0.0041 0.0041 −0.3154 0.7527 5.1302 2.1452 −38.4356 0.0000
RMSE 0.0055 0.0052 −1.4703 0.1427 5.4395 2.5039 −27.1525 0.0000

Second half MAE 0.0042 0.0039 −1.4839 0.1402 1.0337 3.0451 11.3261 0.0000
RMSE 0.0056 0.0051 −1.6909 0.0932 1.4738 3.2722 10.6661 0.0000

“Full sample” means the loss function and the DM test are calculated based on the full sample period ranging
from June 1995 to December 2017. “First half” and “Second half” means the results are calculated by using
the first half samples and the second half samples, respectively. The calculated DM statistic (in bold) and the
corresponding two-sided p-value are reported.

4.3. Out of Sample Forecast

From the in-sample analysis, the predictive performance of each model is not the same for periods
before and in the stage of “New Normal”. Compared to the in-sample fitting, the out-of-sample
forecasting of a model is more important, since precise forecasts of the inflation rate are crucial
for economic agents (e.g., investors, consumers) as well as for economic policy decision makers.
In particular, we are interested in the inflation rate for the period of “New Normal”. Thus, we divide
the whole sample into two parts: the first part covers data from January 1995 to October 2013, and the
second part covers data from November 2013 to December 2017. We use the rolling window method to
obtain the future CPI value. That is, when the forecast proceeds, the estimation window rolls forward
by adding one new data and dropping the most distant data. In this way, the size of the estimation
window remains the same. The one-step-ahead forecast is implemented based on the estimated
FAR(4,2) model (16) and the ARMA(5,5) model (17). To get an h-step-ahead forecast (h > 1), we can
iteratively implement one-step-ahead forecast h times as given in (12). In the following, we consider
different values of forecast horizons h ∈ {1, 3, 6, 9, 12, 15, 18, 21, 24}. The forecasting results are shown
in Figure 7.

The figure shows that the forecasts based on the FAR(4,2) model are more smoothing, while the
forecasts based on the ARMA(5,5) model are more fluctuated. Since the true CPI data in the forecasting
period are stable, the FAR(4,2) model provide more accurate forecasts. It is also shown that as h
increases, the forecasts for both models become more fluctuated and less accurate.

To evaluate the forecasting accuracy, we use the forecasting MAE and RMSE defined as

MAEh =
1
N

N

∑
t=1

|xt − x̂h
t | , (20)

285



Sustainability 2018, 10, 1691

and

RMSEh =

√
∑N

t=1(xt − x̂h
t )

2

N
, (21)

respectively, where xt is the true CPI, and x̂h
t is the h-step-ahead forecast of CPI, N is the total

number of forecasts. We also conduct the DM test for comparison. In Table 7, we report the MAE,
the RMSE, the DM statistic and the p-value with alternative hypothesis that the two models have
different predictive accuracies. The forecast horizon is fixed at h ∈ {1, 3, 6, 9, 12, 15, 18, 21}. It can
be observed that at short horizon levels (i.e., h ∈ {1, 3}), the MAE and RMSE of the two models
are comparable. When the horizon level becomes large (i.e., h ∈ {6, 9, 12, 15, 18, 21}), the MAE and
RMSE of FAR(4,2) model are lower than those of ARMA(5,5) model. Moreover, as the horizon level
h increases, the improvement of FAR(4,2) model becomes larger. This phenomenon is also detected
by the DM test. Specifically, at 5% significance level, the FAR(4,2) model outperforms the ARMA(5,5)
model for h ∈ {6, 9, 12, 15, 18, 21}, while the predictive accuracies of the two models are similar for
h ∈ {1, 3}. This fact implies that the FAR model is better for moderate and long-term inflation rate
forecasting and is comparable to ARMA model for short-term inflation rate forecasting.

Figure 7. Multi-step-ahead forecasts of the monthly CPI data given by the FAR model and the ARMA
model (black line: true CPI; blue line: ARMA; red line: FAR).

Table 7. MAE and RMSE of multi-step-ahead forecasts.

h 1 3 6 9 12 15 18 21

MAE

ARMA(5,5) 0.3057 0.6052 1.1990 1.4782 2.1926 2.5480 3.3967 4.2165
FAR(4,2) 0.2969 0.5278 0.6196 0.7560 0.9500 1.1295 1.3590 1.5832
DM test 0.3244 1.3658 4.9881 2.9283 4.9559 4.8971 3.8484 2.7157
p-value 0.7470 0.1782 0.0000 0.0052 0.0000 0.0000 0.0003 0.0091

MSE

ARMA(5,5) 0.4246 0.7447 1.4027 1.7951 2.5945 3.2504 4.2081 5.2963
FAR(4,2) 0.4102 0.6656 0.8286 0.8883 1.2054 1.3406 1.6212 1.8738
DM test 0.6118 1.2482 3.4193 3.4778 5.3781 5.4008 2.7253 2.2040
p-value 0.5435 0.2179 0.0013 0.0011 0.0000 0.0000 0.0089 0.0323

The calculated DM statistic (in bold) and the corresponding two-sided p-value are reported.
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5. Conclusions

The inflation rate is a critical quantity for both policy-makers and economic researchers. Hence,
forecasting the inflation rate has long attracted the interests from various fields. In this paper, we apply
the FAR model to forecast the inflation rate after the economy of China stepping into a new stage of
“New Normal”. The FAR model belongs to the semi-parametric non-linear time series model, which has
three main advantages. First, compared to the traditional linear time series model, this model can
describe the non-linear dynamics of the underlying process, which is common for many real time
series data. Second, compared to the fully parametric non-linear time series model for example the
threshold autoregressive model, the FAR model is more flexible and avoids the problem of model
mis-specification. Third, the FAR model attains a satisfactory forecasting power, particularly for data
without much fluctuations. The last advantage matches the characteristic of the inflation rate of China
during the “New Normal” period. To estimate the functional coefficients of the FAR model, we adopt
the B-spline method, which is numerically stable and can be obtained recursively. Thus, this estimation
method largely reduces the computational burden and can be applied to handle huge amount of data.

Code for this illustration was written in R (R Development Core Team, 2010) and is available
upon request from the authors.
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Abstract: This study develops a systematic framework for assessing a country’s financial vulnerability
using a predictive classification model of random forests. We introduce a new indicator that quantifies
the potential loss in bank assets and measures a country’s overall vulnerability by aggregating these
indicators across the banking sector. We also visualize the degree of vulnerability by creating
a Financial Hazard Map that highlights countries and regions with underlying risks in their
banking sectors.
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1. Introduction

The severe economic consequences of the global financial crisis of 2008–2009 highlighted the
importance of crisis prevention and sparked a renewed interest in early warning systems (EWSs).
An EWS aims to detect potential vulnerabilities in a financial system that could trigger a system-wide
crisis. A reliable EWS provides useful guidance for policy-makers to activate macro-prudential policy
in an effective and timely manner. The International Monetary Fund (IMF) [1] and the Committee
on the Global Financial System [2] provide a comprehensive discussion of the operational aspects of
the macro-prudential policy. After Frankel and Rose [3] and Kaminsky et al.’s [4] early contributions,
researchers have made considerable efforts to develop a consistently useful EWS for various types
of crises.

Kaminsky et al. [4] proposed the popular signaling approach, which Alessi and Detken [5] recently
used. This approach seeks to identify the threshold values for individual indicators that signal crises,
and thus trigger an early warning when the pre-defined threshold for the pre-selected indicator
is breached. A popular indicator common in these studies is the credit-to-GDP (Gross Domestic
Product) ratio, which is a key indicator signaling credit booms. However, this signaling approach has
a shortcoming given that, as a univariate approach, the decision would rely on only a single factor,
which can send a misleading signal.

Another conventional approach from the EWS literature is estimating the multivariate probit
and logistic regressions, which relate the probability of a crisis to a set of explanatory variables, such
as current account balance, real exchange rates, credit growth, and fiscal balance [6–10]. Despite its
popularity, the conventional approach has certain limitations. For one, researchers must pre-select
explanatory variables from a wide range of economic indicators based on some prior information. For
another, the logistic regression does not readily allow for non-linear or threshold effects of explanatory
variables. More generally, linear regressions often perform poorly in terms of prediction performance
relative to newer machine learning models [11]. Linear regressions may work well for small datasets
but they are not readily scalable to larger datasets.

Ghosh and Ghosh [12] and Frankel and Wei [13] employed a decision tree method that uses
a sequence of splitting rules to segment the space of explanatory variables. Hastie et al. [11] and
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James et al. [14] provide details of tree methods, including decision trees and random forests. At
each node of a tree, the sample is split into two sub-branches according to the threshold value of an
explanatory variable. For classification trees, either the Gini index or the cross entropy is used to
evaluate the quality of a split. A smaller value of these indices indicates that the node is purer, and thus
contains more observations from a single class. The process is repeated until a stopping criterion is
reached, such as the minimum number of observations at each node. Each terminal node at the bottom
of the tree provides a class prediction for a given observation. Whereas linear logistic regressions
models require a handcrafted selection of explanatory variables to obtain reasonable early warning
performance, the decision tree systematically learns important variables, performs better in early
warning, and allows for non-linear effects. Although a decision tree is simple and provides explanatory
and intuitive decision rules, it suffers from high variance (i.e., a small change in the data can cause a
large change in the financial tree), so is likely to suffer over-fitting problems. This is largely owing to
the fact that the values of the thresholds depend heavily on the values of the training observations.

With an increased opportunity to gain access to larger datasets, exploring the significant scope
for economic modeling and analysis for a more flexible approach has become popular with data
scientists [15,16]. In this study, we take advantage of the advancements in predictive modeling
techniques of machine learning to build an EWS, and develop a systematic framework to assess and
visualize a country’s financial vulnerability. The main contributions of our study are three-fold. First,
our study differs from previous ones in that we used a novel machine-learning technique known as
random forests to construct an EWS to predict bank failures (random forests EWS). Random forests are
a variant of decision trees that significantly improve prediction accuracy by combining a large number
of trees using random input selection [17]. Second, we introduce a new indicator that quantifies the
expected potential loss in bank assets computed using the prediction of the random forests EWS.
To assess a country’s overall financial vulnerability, we aggregate individual banks’ expected potential
asset losses across the domestic banking sector. Finally, we visualize the degree of a country’s financial
vulnerability by creating a Financial Hazard Map that highlights countries and regions with significant
risks in their underlying banking sectors. Our work is similar to that of Tanaka et al. [18], but differs
by a few points. Our paper provides a financial analysis of the finance sector, whereas the interest of
Tanaka et al. focused on the industrial sector. Furthermore, we propose a novel indicator to assess the
overall financial vulnerability of each country.

We chose random forests (RF) for three reasons. First, RF can significantly improve prediction
accuracy by building a large number of decision trees on bootstrapped training samples—a technique
known as ensemble learning. Random forests also circumvent the over-fitting problem by adding
randomness to the tree building process, and thus reducing correlations among trees; hence, it performs
well with out-of-sample data. Second, random forests can better handle a large dataset as multiple
trees can be trained in parallel efficiently with a very simple hyper-parameter setting. The model can
be built by merely setting the number of trees. Finally, RF provide the importance measurement, which
can be used for certain levels of causality inference. Whereas various application areas use random
forests, including computer vision and bioinformatics, its application to economics remains limited.
Tanaka et al. [19] used random forests to predict bank failure in OECD member countries.

Another important feature of our study is the use of bank-level financial statements to predict
bank failure using the random forests EWS built from a large dataset of more than 15,000 banks globally.
As previous studies typically used macroeconomic indicators to predict currency and financial crises,
the recent literature indicates that the state of bank financial statements can explain differences in
performance across banks during financial crises [20,21]. Moreover, previous studies often defined
a crisis as an event in which the values of preselected indicators exceed predetermined thresholds.
Consequently, the prediction performance significantly depends on the choice of threshold. We define
the event of a bank failure as the change in a bank’s status from active to inactive (i.e., bankrupt,
in liquidation, or dissolved) based on the information provided by the Bureau Van Dijk Bankscope.
By doing so, we wanted to minimize arbitrariness, and thus reduce the possible bias in prediction.
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The remainder of the paper proceeds as follows. Section 2 describes the methodology and data of
building the random forests EWS. Section 3 introduces a new indicator that quantifies the expected
potential losses in bank assets. We present the assessment of a country’s financial vulnerability and
visualize it by creating a Financial Hazard Map. Section 4 provides our conclusions.

2. Materials and Methods

In this study, we considered the task of building an EWS as a classification problem to identify
a bank’s status (i.e., active or inactive) based on the underlying financial conditions. Drawing on
insights from the extensive literature on corporate bankruptcy predictions, we used information about
individual banks’ financial statements as predictors to build models. Altman [22] provides an early
contribution to the literature. In contrast to existing studies that are more concerned with identifying
the key predictors of bankruptcy, we prioritized improving the prediction accuracy. To this end, we
used random forests that tend to perform better in terms of prediction accuracy than conventional
methods, such as logistic regressions, which have been widely used in previous studies.

2.1. Major Features of Random Forests

Random forests are a variant of decision trees, which overcome the over-fitting problem by
building multiple trees and combing the results of these trees [17], effectively forming forests. Each
tree in a random forest is built using randomly selected data samples and/or randomly selected input
variables from the original data to split each node. After generating a large number of trees, the model
votes for the most popular class. A single-tree classifier tends to have only marginally better accuracy
than a random choice of class. However, by combining a large number of trees using random input
selection, random forests can produce a powerful model.

Breiman et al. [17] constructed such trees using the Gini index criterion, which measures the best
split criterion based on the impurity of each node. The algorithm aims to select the optimal splitting
variable and the corresponding threshold value by making each node as pure as possible. Suppose Mn

is the number of pieces of information reaching node n and Mi
n is the number of data points belonging

to class Ci, the Gini index, GIn, of node n is obtained using Equation (1):

GIn = 1 −
K

∑
i=1

(
pi

n

)2
, where pi

n =
Mi

n
Mn

(1)

A smaller Gini index value for node n represents greater purity, which implies that the node
contains more observations from a single class. Hence, a decreasing Gini index is an important criterion
when splitting a node.

In comparison to single-tree modeling, random forests have several desirable features [17,23].
First, random forests perform better in terms of classification accuracy by building a large number
of trees instead of only a single tree. Each tree is built using randomly selected data samples and
randomly selected input variables from the original data to split each node. After generating a large
number of trees, they vote for the most popular class. A single-tree classifier tends to have only
marginally better accuracy than a random choice of class. However, by combining a large number of
trees using random input selection, random forests can improve accuracy. Second, random forests
provide better generalization abilities and are robust to over-fitting. Hence, RF may have better
out-of-sample accuracy when using a random selection of input variables to split each node and
combining the results of multiple trees yields error rates that compare favorably to alternative methods
and are more robust with respect to noise. Third, random forests can better handle large datasets as
multiple trees can be efficiently trained in parallel. Finally, random forests provide a measure for the
relative contribution of each variable to generate a prediction. These variable importance measures
help identify the variables that are important for distinguishing between active and inactive banks,
and thus for predicting bank failure.
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2.2. Data

We sourced our data for bank financial statement indicators from Bankscope. The advantage of
using this data source is that it provides a broad coverage of banks with standardized data formats
across countries. We used 48 indicators derived from the Summary Analytics category classified into
four groups: profitability ratio, capitalization, loan quality, and funding (Appendix B). Our sample
included 23,455 commercial banks, saving banks, and cooperatives incorporated in 198 countries and
regions. The training set included annual observations of the latest available financial statements for
each bank up to 2014. We defined a bank failure event as the change in a bank’s status from active to
inactive (i.e., bankrupt, in liquidation, or dissolved) as reported by Bankscope. We assumed that the
latest available financial statements for active banks had sound financial status and inactive banks had
unsound financial status. We then systematically identified patterns distinguishing the differences by
random forests.

As there were fewer inactive banks (7294 banks), we selected the largest 7294 active banks in
terms of total assets to match the number of inactive banks. We also selected the smallest 7294 active
banks to build a more flexible model to prevent a bias toward larger banks. To avoid model bias
created by an imbalanced training set, we evened out the sample sizes of active and inactive banks by
doubling the sample size of inactive banks by duplicating each observation. In addition, we eliminated
variables if more than 50% of its values were missing (7294 × 2 biggest and smallest active banks +
7294 inactive banks). Thus, we eliminated 6 variables and used 42 variables for experiments. We used
the random forests and caret packages in the R software package to train and evaluate our models.
Figure 1 illustrates the model building process for the random forests EWS. Appendix C reports the
classification accuracy of the random forests EWS.

Figure 1. Model building process of random forests early warning system (EWS).

3. Results

3.1. Variable Importance Measures

A useful property of random forests is that it provides variable importance measures that help
identify the most important variables for distinguishing between active and inactive banks. Hence,
RF should provide some clues to the underlying causes of bank failures. For classification trees, we
obtained the variable importance measures from each variable’s contribution to the reduction in the
Gini index. The Gini index is a common measure of the degree of inequality in income distribution.
The smaller the value of the index, the more equal the society.
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In our random forests algorithm, the Gini index is the measure for the purity of each node.
A smaller value of the Gini index represents a purer node, which implies that the node contains more
observations from a single class. The goal of the algorithm was to make each node as pure as possible
by selecting the optimal splitting variable and the corresponding threshold value. Therefore, we
calculated variable importance by summing the total reduction in the Gini index by splits over a given
variable, averaged over all bagged trees.

Figure 2 illustrates the variable importance measures as the mean decrease in the Gini index
for each variable. Considering this model, we identified the following indicators as the top four
predictors: interest expense/average interest-bearing liabilities, interest income on loan/average gross
loans, interest expense on customer deposits/average customer deposits, and interest income/average
earning assets. The importance measure for the first indicator was by far the largest. These top four
indicators fall into the profitability ratio category. In contrast, the importance measures for the other
categories of indicators, that is, capitalization, loan quality, and liquidity are much smaller. The results
indicate that bank profitability has the most important impact on the probability of bank failure.

Figure 2. Variable importance measures of random forests.

We show the experimental result of a single decision tree in Figure 3 for comparison. Though a
single tree selects similar criteria to distinguish between active and inactive banks, it does not perform
as well as random forests. This is due to the fact that the random forests model produces a more
flexible model as it produces multiple trees to analyze different patterns in the data, whereas a single
tree only produces one set of rules for a classification decision.
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Figure 3. Plot of a tree model.

3.2. New Indicator for the Expected Potential Asset Loss

We introduce a new indicator to assess the degree of financial vulnerability using the prediction
of the random forests EWS. We used the 2014 financial statement data to predict the probability of
bank failure. We define the expected potential asset loss of a bank as follows:

EPALi,j = Pi,j × Total Assetsi,j, (2)

where EPALi,j denotes the expected potential loss in bank i in country j, Pi,j denotes the probability of
failure for bank i in country j given by the random forests EWS prediction, and Total Assetsi,j denotes
the value of total assets of bank i in country j. To measure a country’s overall financial vulnerability,
we aggregate the value of EPALi,j across the domestic banking sector. Given that we used consolidated
financial statement data, all the expected potential loss of multinational banks was counted as losses
in the country where the headquarters of these banks were located. We acknowledge that this is
the limitation of our work and consider overcoming this limitation as our future task. Hence, the
country-level expected potential loss in the domestic banking sector denoted by EPALj is given by:

EPALj = ∑i EPALi,j. (3)

To gauge the impact of the expected potential asset loss on the domestic banking sector and
economic activities, we calculated the share of EPALj in the total assets of the domestic banking sector
and in nominal GDP. Table 1 summarizes the results.

The left column of the table ranks 50 countries in terms of their share in banking sector assets.
The ranking indicates that Suriname, Grenada, Denmark, Gabo, and Guatemala are the five most
vulnerable countries in the sense that the impact of the expected potential loss on the domestic banking
sector can be relatively large. Thus, these countries have a relatively high risk of a system-wide
banking crisis.

The right column of the table ranks countries in terms of the share in nominal GDP. The ranking
indicates that the Palestinian Territories, Luxembourg, Cyprus, Denmark, and France are the five
most vulnerable countries in the sense that the impact of the expected potential asset loss on domestic
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economic activities could be relatively large. This is particularly the case if the assets of banks with
high probability of failure consist primarily of domestic loans and investments.

Table 1. Top 50 countries in terms of the shares of expected potential asset loss based on 2014
financial statements.

Share of Expected Potential Asset Loss in Domestic Banking Sector Share of Expected Potential Asset Loss in Nominal GDP

SURINAME 37.92% PALESTINIAN TERRITORIES 137.53%
GRENADA 31.00% LUXEMBOURG 135.54%
DENMARK 28.14% CYPRUS 100.92%

GABON 28.06% DENMARK 81.80%
GUATEMALA 27.33% FRANCE 71.26%
VENEZUELA 25.65% VENEZUELA 67.12%

SENEGAL 25.30% PORTUGAL 58.03%
NEPAL 24.41% LEBANON 56.36%

UZBEKISTAN 24.41% JORDAN 56.25%
KYRGYZSTAN 24.31% BAHRAIN 52.90%
CAMEROON 24.04% SPAIN 50.81%

LESOTHO 23.54% MAURITIUS 50.56%
EL SALVADOR 23.25% UNITED KINGDOM 41.92%

DOMINICA 23.00% SWITZERLAND 39.83%
ROMANIA 22.44% AUSTRIA 38.16%
THAILAND 21.48% HONG KONG 37.43%
HUNGARY 20.99% GERMANY 37.28%

MONTENEGRO 20.74% NETHERLANDS 36.94%
ETHIOPIA 20.51% BAHAMAS 34.16%

ARGENTINA 20.38% SAINT KITTS AND NEVIS 32.75%
LIBERIA 19.95% THAILAND 31.86%
TUNISIA 19.81% BELGIUM 31.19%

LIECHTENSTEIN 19.72% FINLAND 30.61%
BOSNIA AND HERZEGOVINA 19.66% SAN MARINO 30.59%

COTE D'IVOIRE 19.01% NEW ZEALAND 28.96%
PARAGUAY 18.75% PANAMA 28.10%

SERBIA 18.50% GRENADA 27.02%
MADAGASCAR 18.22% ITALY 25.76%

BOLIVIA 18.17% GREECE 23.50%
PORTUGAL 18.17% MOROCCO 21.80%

REPUBLIC OF KOREA 18.09% AUSTRALIA 21.56%
SAINT KITTS AND NEVIS 17.99% CHILE 20.94%

HONDURAS 17.96% IRELAND 20.55%
BELIZE 17.81% NEPAL 19.99%
PERU 17.30% CROATIA 19.43%

AUSTRIA 17.30% ICELAND 18.82%
JORDAN 17.27% CAPE VERDE 18.66%

MAURITIUS 17.13% GUATEMALA 17.61%
UKRAINE 17.05% REPUBLIC OF KOREA 17.19%

CAPE VERDE 17.03% EL SALVADOR 17.05%
TURKMENISTAN 16.96% ANTIGUA AND BARBUDA 17.03%
NEW ZEALAND 16.70% SWEDEN 16.97%

MALI 16.15% CANADA 16.74%
CROATIA 15.97% HUNGARY 16.69%

CHILE 15.60% DOMINICA 16.46%
BRUNEI DARUSSALAM 15.33% HONDURAS 16.04%

ARMENIA 15.30% BARBADOS 15.89%
DOMINICAN REPUBLIC 15.04% SURINAME 15.52%

BAHRAIN 14.89% VIETNAM 15.34%
ECUADOR 14.84% TUNISIA 15.23%

Interestingly, many Organisation for Economic Co-operation and Development (OECD) countries,
including European countries, at the top of the list. This may indicate that these countries have not
recovered fully from the major financial crises, notably, the global financial crisis of 2008–2009 and the
European debt crisis of 2010–2013, or new financial risks may be looming. Given the relatively large
size of their domestic banking sectors, these countries can be the epicenter of cross-border financial
spillovers by withdrawing overseas loans and investments in the face of financial difficulties.

In Figure 4, we create a scatter plot of the vulnerability measures reported in Table 1.
The combination of higher values of these measures in a particular country implies greater financial
vulnerability. The figure clearly indicates that Denmark and Venezuela stand out in terms of both
measures, signaling significant risks. The bold horizontal and vertical lines indicate the medians
of these measures; the shadows indicate the first quartiles. The medians of the share of EPALj in
the banking sector assets and nominal GDP are 11.60% and 7.85%, respectively. The level of these
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medians indicates the overall vulnerability of the global banking sector, with a significant increase in
signaling financial risks. Notably, our vulnerability measure raises a red flag for potential trouble, but
it does not identify the causes or the likely outcomes of the trouble. However, we believe that these
measures are useful for spotting vulnerabilities, and thus encouraging regulators and investors to take
preemptive actions.

 

Figure 4. Scatter plot of country vulnerabilities.

In Appendix A, we summarize the predicted bank failures for each country for 2014. The table
shows the number of banks and the sum of assets held by the banks for each category of predicted
probability of failures with a 10-percentage-point interval.

3.3. Financial Hazard Map

Finally, we visualized the degree of a country’s financial vulnerability by creating a Financial
Hazard Map. Corresponding to each definition of vulnerability in Table 1, we present two types of
maps. Figure 5 shows the share of EPALj in the assets of domestic banking sectors. The areas that are
darker red indicate a higher degree of vulnerability in terms of the impact of the expected potential
asset loss on the domestic banking sector. Figure 6 shows the share of EPALj in nominal GDP. Darker
red areas indicate a higher degree of vulnerability in terms of the impact of the expected potential
asset loss on domestic economic activities.

The Financial Hazard Map highlights countries and regions with significant vulnerability in their
underlying banking sector. The darker red areas correspond to the top 50 countries listed in Table 1.
The map provides a clear and understandable assessment of financial vulnerability in particular
countries and regions. It also shows the geographical distribution of financial risk and the danger of
potential contagion for neighbors of high vulnerability areas.
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4. Conclusions

We developed a systematic framework for assessing and visualizing a country’s financial
vulnerability. We employed a novel machine-learning approach known as random forests to construct
an EWS to predict bank failures and introduced a new indicator that quantifies the expected potential
loss in bank assets computed based on the random forests EWS prediction. We assessed the financial
vulnerability of each country by aggregating individual banks’ indicators across the banking sector.
To gauge the impact of expected potential asset loss, we calculated the shares in the banking sector
assets and nominal GDP. We identified countries and regions with high vulnerability in terms of these
shares. Furthermore, we visualized the degree of a country’s financial vulnerability by creating a
Financial Hazard Map. We demonstrated the usefulness of the Financial Hazard Map in spotting
vulnerable countries and regions and understanding the geographical distribution of risk.

We hope that the Financial Hazard Map will prove useful for both policy-makers and private
investors in detecting potential risk, and thereby prompting precautionary actions. Our framework
of assessing financial vulnerability is simple, and therefore readily applicable to other types of risk
analysis. A future task may be to develop a dynamic framework that allows for an assessment of
contagion risks between banks and countries potentially in trouble, taking account of country-specific
macroeconomic and institutional factors.
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Appendix B

List of variables used to build the random forests EWS.

List of incorporated bank-level variables

• Interest Income on Loans/Average Gross Loans
• Interest Expense on Customer Deposits/Average Customer Deposits
• Interest Income/Average Earning Assets
• Interest Expense/Average Interest-bearing Liabilities
• Net Interest Income/Average Earning Assets
• Net Int. Increase Less Loan Impairment Charges/Average Earning Assets
• Net Interest Increase Less Preferred Stock Dividend/Average Earning Assets
• Non-Interest Income/Gross Revenues
• Non-Interest Expense/Gross Revenues
• Non-Interest Expense/Average Assets
• Pre-impairment Operating Profit/Average Equity
• Pre-impairment Operating Profit/Average Total Assets
• Loans and securities impairment charges/Pre-impairment Operating Profit
• Operating Profit/Average Equity
• Operating Profit/Average Total Assets
• Taxes/Pre-tax Profit
• Pre-Impairment Operating Profit/Risk Weighted Assets
• Operating Profit/Risk Weighted Assets
• Net Income/Average Total Equity
• Net Income/Average Total Assets
• Fitch Comprehensive Income/Average Total Equity
• Fitch Comprehensive Income/Average Total Assets
• Net Income/Risk Weighted Assets
• Fitch Comprehensive Income/Risk Weighted Assets
• Tangible Common Equity/Tangible Assets
• Tier 1 Regulatory Capital Ratio
• Total Regulatory Capital Ratio
• Equity/Total Assets
• Cash Dividends Paid and Declared/Net Income
• Cash Dividend Paid and Declared/Fitch Comprehensive Income
• Net Income–Cash Dividends/Total Equity
• Growth of Total Assets
• Growth of Gross Loans
• Impaired Loans (NPLs)/Gross Loans
• Reserves for Impaired Loans/Gross loans
• Reserves for Impaired Loans/Impaired Loans
• Impaired Loans less Reserves for Impaired Loans/Equity
• Loan Impairment Charges/Average Gross Loans
• Net Charge-offs/Average Gross Loans
• Impaired Loans + Foreclosed Assets/Gross Loans + Foreclosed Assets
• Loans/Customer Deposits
• Customer Deposits/Total Funding excluding Derivatives
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List of eliminated bank-level variables (variables with missing values more than 50% of observations)

• Net Income/Average Total Assets + Average Managed Securitized Assets
• Fitch Core Capital/Weighted Risks
• Fitch Eligible Capital/Weighted Risks
• Core Tier 1 Regulatory Capital Ratio
• Cash Dividends and Share Repurchase/Net Income
• Interbank Assets/Interbank Liabilities

Appendix C

Evaluating classification accuracy
To evaluate the classification accuracy of the random forests EWS, we used K-fold cross-validation,

which is a standard resampling technique used for estimating model performance. The basic idea
involves using parts of the sample data to fit the model (training set) and the remaining part to estimate
the prediction error of the model (validation set). First, we randomly split the observations into K
folds of roughly equal size. Then, we treated one of the K folds as a validation set and fit the model
on the remaining K–1 folds. We calculated the prediction error of the observations in the validation
set. We repeated the process K times to obtain K different estimates of the prediction error. The K-fold
cross-validation estimate of the prediction error is the average of these values. Since the typical choice
of K is either 5 or 10, we used a 10-fold cross-validation. Using the same setup, we compared the
performance of the random forests EWS with that of conventional EWSs based on a logistic regression
and a decision tree. The random forests model produced an accuracy rate of 93.64%, whereas the
logistic regression and decision tree produced accuracy rates of 65.73% and 73.75%, respectively. The
result clearly indicates that random forests can build more reliable EWSs than conventional methods.

We also conducted a historical back test to evaluate the classification accuracy. More specifically,
we predicted the bank status (active or inactive) in 2013 and 2014 based on banks’ financial statements
in 2013, excluding those that became inactive before 2013. We evaluated performance in terms of
accuracy by comparing the predicted bank status with the actual status in 2013 and 2014. The random
forests model produced an accuracy rate of 85.27%, whereas the logistic regression and decision tree
produce accuracy rates of 53.44% and 56.43%, respectively. Once again, the result clearly indicates that
the random forest EWS outperforms the conventional EWSs.
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Abstract: Major steel-making companies in Korea have recently been trying to advance into
international markets for better profitability and new market shares. Even with strategic partnerships
with local organizations, the Korean steel companies are facing and incurring significant risks which
impact their ability to achieve a sustainable profit. The objective of this research is to determine
an optimum combination of financial models, specifically Project (PF) and Mezzanine Financing
(MF) with an option (convertible bond and bond with warrant). The results of the proposed model
can lower interest rates of financing, thereby increasing the profitability of the project investors.
To analyze the MF method’s effectiveness and proper use, the following three steps are applied:
(1) Monte-Carlo Simulations (MCS) using Excel and @Risk software are performed for the Net Present
Value (NPV) of the project and its volatility; (2) the Black-Scholes model (BSM) is applied to evaluate
MF based on project value; and (3) interest rate of MF is calculated from its option value and is
reapplied back to the NPV calculation of the project to determine the effects of MF. Assuming a 50%
debt/equity ratio, these simulations were performed on five cases (50% senior debt, 0% MF for a base
case then increasing MF and decreasing senior debt by 10% four times). Through this process, using
the 10%, MF lowered the borrowing size by 20% and using MF continued to lower the borrowing
size up to 40% borrowing when using 40% MF. Based on this result, the researchers support the use
of MF to optimize Korean steel international financial models. The resultant data will serve as an
effective method to increase net cash flow in overseas steel-plant project investments. This research
was performed for a steel plant located in Iran as a case-study, but this optimized financing method
using MF with an option product can be applied sustainably not only for overseas investment of steel
plants but also any other business, such as oil & gas, power generation, and transportation industries.

Keywords: Project Financing; Mezzanine Financing; option value; Monte Carlo Simulations;
probabilistic cash flow; optimizing financial model; risks mitigation; investment profitability

1. Introduction

The Korean steel industry as a whole has been recently trying to secure new overseas markets.
The companies choosing to look overseas for work are taking on significant risks in this venture
due to the uncertainty of international investments, much larger than that of domestic investments.
Many of them have suffered major losses from poor investments caused by entering international
markets hastily. To mitigate these risks, companies prefer to organize a consortium consisting of local
companies rather than make a direct, sole overseas investment. When several companies as investment

Sustainability 2018, 10, 1498; doi:10.3390/su10051498 www.mdpi.com/journal/sustainability307
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sponsors (or developers) establish a Special Purpose Company (SPC), the required capital for resultant
project(s) must be financed through Project Financing (PF). However, PF has higher interest rates
than Corporate Financing (CF) because PF is a type of credit loan without recourse to the sponsors,
whereas CF is financed by a company’s own assets with collateral securities, typically used on domestic
projects. For sponsors to be successful internationally, a method is needed to lower project interest
rates, ensuring sustainable profits. Moreover, as major collateral securities for the investment sponsors
for PF, offtake-agreements (as purchasing agreements so-called long-term forward contracts with the
recourse buyers) have not been arranged historically for the steel production industry. Instead, the
trade of the production steel resources has been done at steel spot markets as a commodity like LME
(London Metal Exchange). Therefore, PF has not been fully utilized in the steel industry and has big
risks when used in investments abroad. For these reasons, the authors will consider the feasibility of
sponsors using MF, which is a type of PF that could provide a comparatively lower interest rate.

This study investigates the feasibility of using option-based MF to supplement the high interest
rates of PF. To set this discussion, the paper begins with an overview of previous literature on project
capital procurement methods followed by a description of the basic concepts and characteristics of PF
and MF. The possibility of improving the profitability through combination of PF and MF is analyzed
by conducting an MCS of the profitability. These findings are validated through a case study [1,2].

2. Literature Review

A literature review for previous studies was carried out to understand how PF is implemented
to improve profitability of the sponsors. Milton Haris and Artur Raviv [3] proposed the capital
structure theories based on agency costs, asymmetric information, product/input market interactions,
and cooperate control consideration. They tried to prove the capital structures based on the
mathematical models and showed the relationship between leverage and exogenous factors like
profitability and characteristics of the product market. However, as they applied the traditional CF for
financing modeling, the increase in the project’s profitability was not found.

Alternatively, Sandalkhan Bakatjan [4] proposed an interest scheme in the Build/Operate/Transfer
(BOT) for infrastructure projects that were rapidly growing. They presented a simplified model to
determine the optimum equity level for the decision makers and sponsors at the beginning of the
evaluation stage of BOT hydro-electric power plants. Similar to the study of this paper, they tried to
make a ‘combination’ between a financial model and a linear programming model to incorporate the
objective of maximizing the benefit from the equity. Through research, they found different equity
levels for optimal capital structure in BOT projects which supports the project sponsors to ensure the
required equity level. Although they proposed a meaningful idea to merge a financing model and a
programming model, they could not evaluate and prove the increase in profitability.

Finally, James A. Milers and John R. Ezzell [5] found that for financial management to make
properly informed decisions concerning maximizing capital budgeting, a correct determination is
required for a project’s levered cash flows. However, although many good solutions based on existing
CF or PF have been suggested in the paper, a new concept such as the combination of PF and MF has
not been suggested. Therefore, they could not propose lower interest rates as long as the rate was
fixed according to the model of CF or PF, and also could not expect high profitability in comparison to
present financing methods.

Contrary to the previous studies by others, in this paper, the result of the MF study shows that it
is the optimal capital structure when considering different factors, which directly affects sustainable
profitability based on the low interest rate when compared to PF depending on the type of capital used
by the company. In addition, either method can be used to evaluate the firm value because the result
is the same when evaluating the firm value through capital costs, which are the Weighted Average
Cost of Capital (WACC) and Adjusted Present Value (APV). A review of studies related to PF now
follows [5].
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Even though many studies have been done for PF and CF respectively, no proper alternative
types of financing have been suggested. Therefore, this paper could change the fundamental idea for
historical financing methodologies.

3. Definition for Financing Terminologies

As the publication of this paper is not a financial one, the readership of this paper may be of
varying financial competency. To ensure the reader has a basic understanding of the terminology used,
below is a basic definition of the fundamental financing terms used in this paper.

3.1. Classification of Financing

Financing is needed to start a business and ramp it up to profitability. There are several sources
to consider when looking for start-up financing. First one needs to consider how much and at what
time money is needed. The financial needs of a business will vary according to the type and size of the
business. For example, processing businesses are usually capital intensive, requiring large amounts of
capital. Retail businesses usually require less capital [6].

Debt and equity are the two major sources of financing. Government grants to finance certain
aspects of a business may be an option. Also, incentives may be available in certain communities to
encourage activities in particular industries. These are described below.

3.1.1. Equity Financing

Equity financing is the exchanging of a portion of the business ownership for a financial
investment. Said ownership stake resulting from an equity investment allows the investor to share in
the company’s profits. Equity involves a permanent investment in a company and is not repaid by
the company at a later date. The investment is also properly defined in a formally created business
entity. An equity stake in a company can be in the form of membership units, as in the case of a limited
liability company, or in the form of common or preferred stock as in a corporation. Companies may
establish different classes of stock to control voting rights among shareholders. Similarly, companies
may use different types of preferred stock. For example, common stockholders can vote while preferred
stockholders generally cannot. Common stockholders are last in line for the company’s assets in case
of default or bankruptcy. Preferred stockholders receive a predetermined dividend before common
stockholders. Equity financing incudes personal savings, friends and relatives, venture capital, angel
investors, governmental grants, equity offerings, public offerings and warrants [7].

3.1.2. Debt Financing

Debt financing involves borrowing funds from creditors with the stipulation of repaying the
borrowed funds plus interest at a specified future time. For the creditors (those lending the funds to the
business), the reward for providing the debt financing is the interest on the amount lent to the borrower.
Debt financing may be secured or unsecured. Secured debt has collateral (a valuable asset which the
lender can attach to satisfy the loan in case of default by the borrower). Conversely, unsecured debt
does not have collateral and places the lender in a less secure position relative to repayment in case of
default. Debt financing (loans) may be short term or long term in their repayment schedules. Generally,
short-term debt is used to finance current activities, such as operations, while long-term debt is used to
finance assets such as buildings and equipment. Debt financing includes friends and relatives, banks
and other commercial lenders, commercial finance companies, governmental programs and bonds [7].

There are two types of loans for debt financing, senior and junior loans. Senior loan is debt that
takes priority over other unsecured loans and has greater seniority in the issuer’s capital structure
than subordinated debt, as shown in Figure 1. In the event the issuer goes bankrupt, senior debt
theoretically must be repaid before other creditors receive any payment. Senior debt is often secured
by collateral on which the lender has put in place a first lien. Usually, this covers all the assets of a
corporation and is often used for revolving credit lines. On the other hand, in the event of insolvency,
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junior debt is prioritized lower than other classes of debt. The most common kind of junior debt is
an unsecured loan, which has no collateral. Another kind of junior debt is a secured loan in which
another loan has priority on the collateral; a second mortgage is an example of a secured junior debt.
This class of debt carries higher risk but also pays higher interest than other classes [7]. Figure 1 shows
the classification of debt financing:

Figure 1. Classification of debt financing [7].

3.1.3. Option

One of the benefits of MF is that the lender can provide the appropriate option (call or put option),
thereby allowing the sponsor to borrow at a lower interest rate than PF or CF. An option is a financing
derivative that allows you to exercise your rights, which is trading underlying assets at a specified
price. In contrast to futures and forward trading, the option is based on whether the option owner
exercises the right to choose. That is, the option is not the obligation, but the right to trade. There
are two types of options by the property of trading, one is a call option that allows you to buy an
underlying asset at a set price according to the nature of the rights option, and another is a put option
that can be sold at a fixed price. Also, the option can be classified as per the time of exercise. One is
the American option, which allows you to exercise your rights at any time prior to the maturity of
options, and another is the European option, which allows you to exercise your rights only at the time
of maturity [7].

3.1.4. Lease

A lease is a method of obtaining the use of assets for the business without using debt or equity
financing. It is a legal agreement between two parties that specifies the terms and conditions for the
rental use of a tangible resource such as a building and equipment. Lease payments are often due
annually. The agreement is usually between the company and a leasing or financing organization and
not directly between the company and the organization providing the assets. When the lease ends, the
asset is either returned to the owner, the lease renewed, or the asset is purchased [7].

3.2. Financing Methods

3.2.1. Corporate Financing and Project Financing

In organizations where CF is practiced, the objective is to maximize the wealth of the shareholders.
CF mainly deals with the sources of funds and how the optimum capital structure is achieved.
For example, a hypothetical company, ABC Ltd., acquires 50% of their funds from creditors with
an assurance to give back 15% within 5 years. The remaining amount is sourced from their equity
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shareholders. In this example, ABC Ltd. will pay a dividend cost of 10% on the profit. The 15%
payback and 10% profit sharing are their cost of capital which they want to reduce by any means. This
is done by optimizing the debt-equity ratio (50:50 in the current example) to reduce the cost of capital.
At the same time, if they can reduce their total cost of capital (debt and equity included), they are able
to keep better profits or think of re-investing the profit into the business. CF allows for flexibility to
discover an optimum solution.

In cases where finance is required for a large industrial or renewable energy project, PF is used.
In PF, the full required financing is not invested upfront. With PF, the financial institution finances the
project based on projected cash flow versus the balance sheet upfront. The institution will invest in the
project if the cash flow is beneficial to the financial institution. For example, X project contacts a bank
or a financial institution to request 10% of the required financing, outlying the projected future cash
flow. The bank or financial institution has complete discretion on whether or not to invest in X project.
If the choice is to invest, there is usually a number of equity investors who invest as sponsors. The
loans given are typically non-recourse (secured) loans, given against project property. The loans are
paid completely from the project cash flow. If the parties default to pay back the loan, then the project
properties are seized. To conduct the process properly, an SPC entity is created for the entire project.

Both CF and PF are commonly used on steel mill projects. As a means of comparison and
description, Table 1 shows the basic elements of each. PF is a financing method that collates project
assets and has the main repayment source through future cash-flows. SPC manages the project, and
the recourse is limited when there is a problem to repay borrowings. Figure 2 depicts a standard
organization of PF.

Figure 2. Stakeholders Relationships and Contracts Arrangement for Project Financing (PF) [8].

Table 1. Comparison between PF and CF.

Item Project Financing Corporate Financing

Loan Structure

Special Purpose Company Sponsor

Mortgage Project Asset and Cash Flow Mortgage Provision of Sponsor
Accounting Off Balance Sheet Reflection on Business Statements of Sponsor

Borrowing Period Long-Term Short-Term
Responsibility No/Limited Recourse Full Recourse
Interest Rate (Relatively)High Low (Credit rating of Sponsor, Mortgage)

311



Sustainability 2018, 10, 1498

3.2.2. Benefits of Project Financing

PF has been expanded into various industries, and related research has been conducted. Salman [9]
summarized the reasons to use PF and explained it in relation to the optimal capital structure.
Afterwards, John Teresa [10] conducted a PF optimization study to conduct a comparison with CF, and
Benjamin [11] focused on its economic advantages. These studies indicate that PF has many advantages
in that it lowers the project risk, uncertainty, and agency costs while also resolving overdrafts. Enzo
Scannella [12] found advantages of PF as a new financial model, especially in the energy industry [13].

3.2.3. Disadvantages of PF

In spite of these advantages, PF is quite complex and costly to assemble. The cost of capital
arranged through this route is high in comparison to capital arranged through conventional routes.
The complexity of PF deals is due to the need to structure a set of contracts that must be negotiated
by all of the parties to the project. This also leads to higher transaction costs on account of the legal
expenses involved in designing the project structure, dealing with project-related tax and legal issues,
and the preparation of necessary project ownership, loan documentation, and other contracts [13]. MF
can potentially mitigate PF’s disadvantages due to its ability to lower the interest, which is described
in greater detail below.

3.2.4. Mezzanine Financing

MF refers to derivatives in the middle stage between stocks and bonds. MF can be flexibly funded
because it can combine equities and debt components to respond appropriately to a given situation.
It provides incentives to investors to finance unsecured funds because securing senior debt is not
appropriate when business risk is high, or the credit rate of the lender is low. Investors receive lower
interest rates than regular bonds but have a higher return on investment than general bonds because
they have stable interest income as well as performance-based options. If a company is liquidated due
to bankruptcy, it is subordinated to senior debt, which is borrowed money that a company must repay
first if it goes out of business. This debt is more senior to equity, so the expected profit and risk are
intermediate between equity and debt [14–17].

MF is an offshoot of traditional financial instruments that combine the characteristics of stocks
and bonds to pursue both profitability and stability. In addition to fixed interest rates, investors can
exercise additional rights as these provide a high risk and high return and in the worst case, the
investor can obtain a fixed interest income. MF can be classified into two categories: option portion
and priority portion. These are shown in Table 2. The convertible bond (CB) and bond with warrant
(BW) are optional products with additional options by agreement. An option is a product that has the
right to buy or sell an underlying asset at a specific time or within a set period of time. In the position
of an issuer who raises funds, they have the advantage of lowering the capital cost through options and
relatively financing. In addition, debts are debited at the time of the initial issuance, but the property
changes to Equity is applied at the time the option is exercised, thus improving the financial state
of the enterprise. On the other hand, investors who lend money have an opportunity to earn stable,
high profits at the same time, so there is merit as an investment product. Table 2 shows the types and
characteristics of MF [18,19].

As stated, due to the consortium of companies developed for overseas steel projects, PF is the
required financing model. However, this model has high interest rates, and a method is needed to
mitigate these interest rates and improve a project’s profitability. The author proposes utilizing an
option-based MF for this purpose, and its use is defended in the sections below. As such, the features
of PF and MF are discussed in the following section.
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Table 2. Types and Characteristics of Mezzanine.

Item Characteristic

Convertible bond Additional options are provided by the general bond product agreement.
At the time of conversion, the function of the bond is terminated.

Bond with warrant Additional options are provided by the general bond product agreement.
Maintains the function of bonds even when issuing warrants.

Junior loan Reimbursed after the repayment of senior loans

Preferred stock Unlike ordinary shareholders, there are no voting rights and preferred
dividends

4. Research Methods

For initiating a project, the project owner needs to raise funds though PF or CF. However, as
mentioned above, PF needs a high interest rate in return for low risks in the case of project failure,
while CF entails a significantly high level of liability to the owner in the case of failure. In order to
find a better way in which the owner can obtain lower interest rates while keeping a low level of
failure impact, MF is reconsidered. This study investigates the feasibility of using option-based MF to
supplement and mitigate the high interest rates of PF. This process includes the following research
methodologies: (1) literature review; (2) Monte-Carlo simulation modeling; (3) a case study.

4.1. Literature Review

A literature review was conducted on the basics in project capital procurement methods and the
three financing methods within this paper: CF, PF, and MF. Much of these findings are discussed in
the introduction section as background for the problem. The literature used for this research includes
previous discussions on methods to test project profitability and how to convert cash-flow findings
into option pricing.

4.2. Monte-Carlo Simulation Modelling

From literature findings, the authors have developed a three-step process to calculate the optimal
ratio of MF, shown below in Figure 3 and is as follows: (1) calculate project cash-flow and volatility
through two @Risk Monte-Carlo analyses; (2) determine the adjusted interest rate of MF with
consideration of the option value, calculated by inserting results from step 1 into the BSM formula;
and (3) apply the adjusted interest rate from step 2 to the Net Present Value (NPV) calculations to
determine the effects of MF on the project with a final output of the optimal MF ratio.

4.3. Implementation of Case Study

The project chosen for the case study is an Iranian Public Knowledge Project (PKP) integrated
steel mill project with an annual production capacity of 1.5 million tons that utilizes FINEX and
CEM (Continuous Endless Milling). FINEX is an iron making technology developed by Siemens
VAI and POSCO. Molten iron is produced directly using iron ore fines and non-coking coal rather
than traditional blast furnace methods through sintering and reduction with coke. Elimination
of preliminary processing is claimed to make the plant for FINEX less expensive to build than a
blast furnace facility of the same scale. Additionally, a 10–15% reduction in production costs is
expected/claimed through cheaper raw materials, reduction of facility cost, pollutant exhaustion,
maintenance staff and production time. The process is claimed to produce less pollutants such as
SOx, NOx, and carbon dioxide than traditional methods. This process is essentially a combination of
FINMET’s Fluidized Bed and COREX’s Melter Gasifier, hence its name “FINEX”. Both methods are
unique to the domestic company P and is to be constructed in the Chabahar economic zone on the
coast of Oman, southern Iran. The total investment (CAPEX) is about 1.8 billion USD.
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Figure 3. Framework of Net Present Value (NPV) Simulation Model.

The main conditions are as shown in Table 3, and the production capacity, the investment cost,
construction period, and production products are obtained from the official announcement data when
the Memorandum of Understanding (MOU) was concluded. Tax, market risk, beta are assumed with
the reference paper. The risk-free rate uses the last 4-year average of 10-year US Treasury yields, and
the consequences of a change in the country risk premium are simulated through a sensitivity analysis
after applying the same numerical value as that of Brazil, Indonesia, and India, since the country risk
of premium of Iran is not defined [20–22].

Table 3. Iran Public Knowledge Project (PKP) conditions.

Category Data

Capacity 1.5 MT/Year
Investment Cost 1.8 Billion USD

Construction Period 3 years
Tax 30%

Product HR Coil
Risk-Free Rate 2.48%
Market Risk 10%

Beta 1.5
Country Risk 3.4%

Concerning the financing structure for this project, the total investment cost of 2 billion USD is
raised with 50% equity and 50% debt. The joint venture between Iran PKP and domestic company P
will invest 1 billion USD in equity, and the SPC will raise the remaining 1 billion USD from the lender.
Debt at this time is procured as a general senior debt, and the interest rate is later defined according to
the weighting.

5. Literature Review Findings

The conventional engineering economic analysis with discounted cash-flow (DCF), which
typically yields IRR (internal rate of Return) and payback period has been traditionally used as
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an industry practice to assess the profitability of overseas investment projects, at least for major Korean
steel companies. However, in this study, the authors suggested to use a more advanced methodology
such as Mezzanine Financing with Call or Put option values in order to reinforce the profitability of
the investors by lowering the interest rate of financing.

Along with a better understanding of the problem, the literature review shed light on how
to calculate and compare different options. Kim, Yong-gu calculated the volatility from the project
profitability using the outputs to calculate the option value based on the measured volatility [23].
Because this study has the same goals, it also uses this methodology. The basic structure is to calculate
the option value of the MF based on the volatility of the Project profitability, reflect this in the interest
rate, and borrow at this low interest rate [24]. Lee, Cheuk Wing studied the feasibility of applying a
hybrid bond, which is a type of MF for Renewable Energy, but analyzed it in terms of only reducing
risk, not in deriving the economic value [18]. This paper applies the option value to the MF reviewed
by Lee, Cheuk Wing [18] based on the volatility of the project profitability used by Kim, Yong-gu [24]
and Jung, Young Ki [25] to calculate the interest rate of PF. These results are used to find the optimal
ratio of the MF while re-calculating the capital procurement cost and project profitability.

Next, the authors needed a way to convert the NPV volatility into an adjusted interest rate.
The total value of the option mezzanine products, which is the subject of this study on MF, can be
divided into the value as a general bond and as the value of an option. In other words, when compared
to junior loans, which is a priority order mezzanine product under the same conditions, the interest
value can lower only the remaining interest profit after subtracting the option value from the total
value that needs to be obtained.

This paper attempts to evaluate the value of CB among option MF and assumes that the CB is a
European call option product that can be converted only at maturity, with the option value measured
using BSM. An option can be regarded as a means to avoid the volatility of the underlying assets, and
studies have been conducted to evaluate the value of the options as trading becomes more active in
the market.

Black and Scholes were awarded the Nobel Prize by presenting a systematic option pricing model
for the first time, and their model is widely used although it is based on unrealistic assumptions. BSM
is a European option that allows investors to borrow under risk-free rate and the full capital market,
and the execution is allowable only on the maturity day and assumes no basic dividend. The pricing
model of the European call option presented under this assumption can be expressed as Equations (1)
and (2) [20,24,26].

C = S × N(d1)– K × e−R f ×T × N(d2) (1)

d1 =
ln
(

S
K

)
+
(

R f +
1
2 σ2

)
× T

σ
√

T
, d2 = d1 − σ

√
T (2)

where,

- C: Call premium
- S: Current stock price
- N: Cumulative standard normal distribution
- K: Option striking price
- R: Risk-free interest rate
- T: Time until option exercise
- e: Exponential term
- ln: Natural log

6. Simulation Modeling for Optimizing MF

As shown in sub-sections below, the project NPV Simulation process is divided into three stages.
The first step is developing a cash-flow model through two MCS to obtain the volatility of the NPV.
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The option value of the MF and adjusted interest rate are then calculated using the Black-Scholes
equations and the results from the first step. Since the option value varies depending on the portion
of the MF borrowing, this work should be repeated for each borrowing weight section. In the final
step, the project NPV is simulated according to the ratio of the senior debt and MF, and the optimal
Mezzanine interest ratio is obtained. The profitability of the project is expressed as NPV, discounting
the future cash flow (inflow and outflow) as the present value. The project NPV Simulation Modeling
is described in detail below [22].

6.1. STEP 1a: Calculate Cash-Flow Modeling (1st Monte Carlo Simulation)

The first MCS is run with the @Risk Program to create a cash-flow diagram and calculate the
project NPV. This step begins by developing a project cash-flow model in Excel. Considering that the
cash inflow and outflow are the same as analyzing with the existing DCF (Discounted Cash-Flow)
method, a valuation method used to estimate the attractiveness of an investment opportunity (the free
cash flow needed during the construction period and operation period) is derived. DCF analyses use
future free cash flow projections and discounts them with a required annual rate to arrive at present
value estimates. A distribution model of the input data based on the past historical data is obtained for
the simulation. In addition, if there is a correlation between the input variables, it is necessary to set the
correlation to reduce unrealistic cases and improve the reliability of the results. A correlation function
(formula) can be defined in the @Risk program, and it has a function to reflect the execution of the
simulation (simulation). Therefore, the correlation of related variables should be defined to improve
the reliability of the result. Once the probability distribution of the input variables and the correlation
are defined, the simulation is ready to be run. To obtain reliable results, the number of repetitions
should be high, generally 10,000 times. When the simulation is run, the program will output the results
in a short time and will display these as a probability distribution graph for project NPV as shown
in Figure 4a [27]. The advantage of the MCS using @Risk software is to easily perform a sensitivity
analysis, which represents the relative impact and consequently, the sensitivity of input parameters to
the project NPV on a so-called “Tornado-chart”, as illustrated in Figure 4b.

(a) 

Figure 4. Cont.
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(b) 

Figure 4. Screenshots of Mote Carlo simulations for cash-flow modeling. (a) Probability Distribution of
Project NPV; (b) Sensitivity chart (so-called Tornado-chart).

6.2. STEP 1b: Project NPV Volatility (2nd Monte Carlo Simulation)

Since the NPV is calculated as the basis of the volatility analysis, the volatility for basic assets
that can be used to evaluate the option value is obtained through an analysis. MCS is run once more
to obtain the volatility of the NPV. The MCS is the process to standardize the normal distribution of
the mean and the standard deviation of the NPV obtained previously using an Excel Macro. First,
10,000 random numbers (mean variance) with a mean of 0 and a standard deviation of 1 are generated
through a Gaussian distribution in Excel. By multiplying the random variables by the standard
deviation of the NPV and adding the mean, the NPV can be a standardized normal distribution. The
NPV volatility is obtained by obtaining the log method of 10,000 generated results, and the standard
deviation of the log method. This is called the Wiener Process as defined by Black-Scholes and must be
satisfied to utilize the BSM [20,24].

6.3. STEP 2: Adjustment of MF Interest Rate Reflecting the Option Value

As mentioned earlier, CB periodically receives interest, and at the time of conversion at a certain
point, the status as a general bond ends and holds stock. Therefore, the total value of the CBs can
be divided into bond value and convertible value. In other words, the value as a general bond held
until the conversion right is exercised is the expected profit due to the interest rate, and the total
value can be obtained by adding the value of the conversion right obtained using the BSM. When
compared to the junior loan, which is a priority order mezzanine product under the same condition,
the interest value can be reduced because it needs to obtain only the remaining interest profit, which is
the subtracted option value from the total value. The first step is to calculate the option value of the
CB by substituting the NPV and the NPV volatility of the project into the BSM, and the second step is
to deduct it from the value of the junior loan to obtain the adjusted interest rate. Since the option value
varies depending on the size of issuance of the CB, the previous two steps must be repeated for each
size, as shown in Figure 5 [28].

The option value (C) is calculated according to the value (S), the conversion price (K), the maturity
(T), and the volatility (σ) of the underlying asset after defining BSM formula in Excel. Since the
underlying asset is the NPV of the project, the calculated NPV value can be substituted. However,
since the effect on the NPV varies depending on the loan, the NPV value calculated by multiplying the
total NPV by the portion of the loan is used as the value of the underlying asset. Since the CB receives
the principal of the loan at maturity or exercises the conversion right, the exercise price is the loan
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itself. Since the maturity (T) of the CB is the same as the maturity of the bonds at issue, it is necessary
to include the maturity of the bond, which is set to 10 years as the general loan period. Finally, the
volatility is calculated by substituting values derived from the two MCS of the previous section.

Figure 5. Option value calculation and Mezzanine Financing (MF) interest rate adjustment process.

For companies issuing CB, the investment profitability can be expected to increase as much as
the interest rate paid annually is decreased. The interest rate for each CB should be assessed per
issue, as the convertible value varies according to the −issuing CB volume with its lender’s different
expectations and its portion amongst the total loan as well. In addition, since CB is a substitute for
senior debt while keeping the same debt rate, not a substitute for existing equity, the interest rate of the
senior debt should also be changed. To conduct a comparison, the reference interest rate is required.
The authors used data from Bond Capital, which has analyzed and studied MF since the early 2000s.

The expected return rate of the senior debt and MF is defined to consist of 50% Equity and 50%
Debt based on the above data in the following manner, as shown in Figure 6.

(1) Interest rate based on senior debt: 12% (maximum loan portion: 50%)
(2) Interest rate variation due to a 10% decrease in borrowing weight: −0.5%
(3) Interest rate based on MF: 13% (minimum borrowing portion: 10%)
(4) Interest rate variation due to a 10% increase in borrowing weight: +1.0%.

Figure 6. Expected return rate by means of capital procurement [29].

6.4. STEP 3: Deriving Mezzanine Optimum Utilization Ratio

Based on the adjusted interest rate of the MF calculated in the previous section and the interest
rate of the senior debt, the change in the NPV is simulated according to the ratio of borrowing for
both capitals. The optimal capital structure for which the value of WACC is minimum and NPV is
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maximum is also calculated. The simulation is conducted by changing the ratio of the MF to the base
case for which equity is 50% and the debts are 50%, with senior debts only. A total of four cases are
compared where the Equity is fixed at 50% and senior debt is replaced by MF in increments of 10%,
from 10 to 40%. The case of no senior debt is excluded in this study because the MF itself has a senior
position and the basic interest rate is lowered, so there is no meaning in a comparison. Based on the
simulation model set up here, the next chapter simulates the NPV according to the utilization ratio of
the MF applied to the overseas steel project, which company P in Korea is promoting together with
PKP of Iran, taking into account the optimal ratio of MF.

7. MF Case Study Project with Monte-Carlo Simulation

As stated in Section 4.3, the project chosen for the project case study was an Iranian PKP integrated
steel mill project. The above steps are executed for the project case study obtained data below.

7.1. STEP 1a: Project NPV Calculation (1st Monte Carlo Simulation)

For the same probabilistic analysis as the DCF, a deterministic analytical method, the cash-flow
model needs to be implemented in Excel. The net cash flow needs to be found during the construction
period and the operation period considering the cash inflow and cash outflow. Unlike the DCF method,
it is necessary to set the distribution of the input variables into the simulation. Using the distribution
fitting function in the @Risk program with the data from the last four years (2013–2016), as shown in
Table 4, a distribution model is obtained for each variable.

Table 4. Distribution of Input Variables for Economic Analysis of Project.

Item 2013 2014 2015 2016 Source

Ore Iron ($/Ton) 158.5 131.3 102.1 114.3
Steel dataCoking Coal ($/Ton) 136.4 97.1 54.9 57.5

Price ($/Ton) 750.8 676.7 585.0 582.5

US Treasury Bond Rates (10 years, %) 3.03 2.17 2.27 2.44 Bank of Korea—Economic
Statistics SystemWon/Dollar exchange rate 1095.04 1053.22 1131.49 1160.5

The distribution model is obtained using monthly data over four years, and the figure is produced
with a total of 48 data values for each factor. Once the distribution model of the input variables
is obtained from historical data, a Cash-flow model using it as a boundary condition needs to be
implemented. The revenue is comprised of revenue from product sales, intermediate goods, and
by-product sales. Expenses are comprised of selling and administrative expenses and maintenance
expenses based on cost of materials, labor, expenses, and others. The ratio of each item is adjusted to
the present situation by referring to the paper that examined the existing PKP. The income statement
is made based on the annual income and expenses, thereby the tax and after-tax profit can be
sequentially obtained. Based on this, the cash outflow, inflow, and free cash flow are obtained
during the construction period and the operation period. The sum of discounted free cash flow is
calculated reflecting the present value, that is the Project’s NPV using the DCF method. Now that
one representative project NPV has been obtained using the DCF method, the @Risk Program is now
used to reflect the correlation of the input variables to implement the MCS. The product price and
raw materials consisting of iron ore and coking coal showed a positive correlation of 0.9 using the
correlation function of Excel. @Risk’s Define Correlations function can be used to define the correlation
between the above variables, and a value of 0.9 is entered. To obtain reliable results, a simulation is
performed by selecting 10,000 cycles, which is the maximum number of simulation cycles that can be
selected in the program [15].

The average NPV of the PKP project financial model was 583 million USD and the standard
deviation was 270 million USD. The second MCS is run based on these values to determine the
volatility of the NPV.
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7.2. STEP 1b: Project NPV Volatility (2nd Monte Carlo Simulation)

The mean and standard deviations of the project NPV that are the basis of the volatility analysis
are obtained, and the volatility that satisfies the Black-Scholes’ Wiener process [7] can be obtained. The
results of the MCS using the Excel macro shows that the volatility of the NPV is 87.06%. An option
product is traded as a risk hedge against such volatility. Generally, the greater the volatility, the
greater the option value. Based on the volatility of the NPV and NPV calculated above, the value
of option-based MF is calculated, and based on this value, the process of adjusting the appropriate
interest rate reflecting MF is shown.

7.3. STEP 2: Adjustment of MF Interest Rate Reflecting the Option Value

A standard interest rate should exist to calculate the appropriate interest rate by reflecting the
option value to the interest rate of the option MF. Based on the data of the bond capital as defined above,
the following amendment to the SPC is applied in accordance with the cost of equity procurement
in the project. The interest rate for senior debt, which was recalculated based on the equity fund
procurement cost of the PKP project, is 2.8–6.7%, and the interest rate of the MF is 7–14%. Based on
the data, the standard interest rate to be applied to the actual simulation should be defined by the
borrowing weight. Iran has the highest risk rate of 6.7% when the debt ratio of senior debt is 50%
because of the country risk premium (3.4%), which is higher than that of developed countries. The
interest rate of the MF rate is defined as 7.2% when the ratio of borrowing is at least 10%, and it is
defined according to the ratio of borrowing by the following criteria.

(1) Interest rate based on senior debt: 6.7% (maximum loan portion, 50%)
(2) Interest rate variation due to a 10% decrease in borrowing weight: −0.5%
(3) Interest rate based on MF: 7.2% (minimum borrowing portion, 10%)
(4) Interest rate variation with a 10% increase in borrowing portion: +1%
(5) Interest rate variation according to the increase and decrease in the borrowing ratio of the MF is

a factor that can influence the result in the future as the basis to derive the optimal utilization
ratio, and the simulation is performed by changing it in the sensitivity analysis and will compare
the results.

Since all data required to calculate the option value of the MF is calculated, the option value is
calculated according to the following process, and the interest rate is adjusted by reflecting this value.
Figure 7 shows the process of the mezzanine option value and the interest rate adjustment.

Convertible Value of CB 
Warrant Value of BW 

Figure 7. Mezzanine option value calculation and interest rate adjustment process.

Amongst the MF options, only the value of CB is evaluated, and the option value is calculated
using the BSM as setting a European call option with a 10-year maturity product that is converted only
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upon maturity. Based on the calculated option value, the interest rate should be adjusted according to
the interest rate based on the MF defined in the previous section. The base case is where the ratio of
equity and debt is 50%, the WACC for capital procurement is 9.29%, and the target rate (hurdle rate) is
12.69, which is the sum of the WACC and country risk premium 3.4%.

In the case of an international investment, the hurdle rate is the discount rate, and the NPV
calculated based on the base case of the Iranian PKP Project is 580 million USD. A total of 4 cases are
compared while the Equity remains fixed at 50% and senior debt is replaced by 10% MF increments
from 10 to 40%. The option value for Case 1 can be calculated, where the loan amount of the MF
is 10% and the loan period is 10 years out of the total investment cost of 2 billion USD. Among the
total investment of 2 billion USD, 10% of the borrowing portion is worth 208.7 million USD, and the
interest rate when borrowing from a subordinated loan (junior loan) is 7.23%, and the present value of
the revenue expected by the mezzanine lender is 30.22 million USD. The total NPV of the project is
580 million USD, and the portion of the MF is 10%. Therefore, the NPV of the CB is 58 million USD.
The volatility of the NPV is 87.06%, on applying this to the BSM, the conversion value of the CB is
obtained as 42.3 million USD. Therefore, the lender needs to earn only 259.9 million USD, which is
the profit from 302.2 million USD obtained from the subordinated loan (junior loan) minus the value
of 42.3 million USD which is the value of conversion right, and the interest rate at that time is 4.95%.
Based on the calculated interest rate, the WACC is lowered from 9.29 to 9.03% of the original base case,
and the discount rate decreases from 12.69 to 12.43%.

When the figure is converted to the present value with the condition of no cash-flow change
in the Iran PKP project’s financing model, if NPV is recalculated reflecting 12.43% as the modified
discount rate, the value is 620 million USD, which is 40 million higher compared to 580 million initially.
The simulation is executed for cases 2, 3, 4, in the same manner as in case 1, and the obtained figures
are as shown in Table 5.

Table 5. Iran PKP Project NPV Simulation result.

Category Base Case 1 Case 2 Case 3 Case 4

Capital
Structure

Equity 50 50 50 50 50

Debt
Senior 50 40 30 20 10

Mezzanine 0 10 20 30 40

IRR (%) 17 17 17 17 17
WACC (%) 9.29 9.03 8.98 9.13 9.50

Discount Rate (%) 12.69 12.43 12.38 12.53 12.90
NPV (USD) 583 622 629 606 551

7.4. STEP 3: Deriving Mezzanine Optimum Utilization Ratio

According to the results of the case study, the maximum project NPV was obtained by minimum
WACC of the capital cost and the minimum discount rate when the CB (senior debt) was 20% of the
total investment. As can be seen, the WACC was reduced as the senior debt is replaced by MF up to
a 20% MF. However, when the MF reached 30% and 40%, the WACC increased. The reason for this
result is that MF is more dependent on the interest rate than senior debt, and the interest rate rises as
the amount of the loan increases. If the borrowing amount is large, borrowing with senior debt can be
more advantageous even if an option value is considered.

In summary, the WACC decreased from the base case (consisting only of senior debt) at 10% and
20% MF but then increased at 30% and 40% MF as shown in Figure 8a (the red-circle indicates the
optimal low-interest point). As illustrated on Figure 8b there is an inverse relationship between WACC
and NPV; i.e., when the WACC decreases, the NPV increases (the red-circle indicates the highest
NPV point).
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(a) 

(b) 

Figure 8. Result of Simulations Sensitivity. (a) Weighted Average Cost of Capital (WACC) versus PF
and MF portions; (b) NPV versus PF and MF portions.

8. Sensitivity Analysis for the Case Study Project

Although not discussed in the NPV simulation discussion, a sensitivity analysis was conducted
on the project to understand the three factors that have the greatest impact on the results of the
simulation. These were determined to be the NPV’s volatility, interest rate increase and decrease with
MF, and country risk premium. These variables are discussed in greater detail below.

8.1. NPV Volatility

First, the results of the simulation change are analyzed according to the NPV volatility. The NPV
volatility is one of the values that represents both the project cash inflow and cash outflow, and it is a
key factor that determines the option value of the MF through the BSM. The greater the volatility of
the project NPV, the more likely it is that the project becomes larger or smaller than the average value,
which means the option value of the MF is higher. The NPV volatility is simulated by dividing it into
five categories by changing the volatility calculated from the Iranian PKP Project (87.06%) to 30%, 60%,
120% and 150%, as shown in Figure 9.

As the volatility of the NPV increases, the option value of the MF increases, resulting in a decrease
in the capital cost and an increase in the NPV. In addition, as the value of the MF increases, the optimal
utilization ratio also increases, moving to the right side of the graph. On the other hand, as the NPV
variability becomes smaller, the value of the option becomes smaller, so the value of the utilization
becomes lower, and the optimum utilization ratio becomes smaller.
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Figure 9. Simulation result according to the NPV Volatility.

8.2. Increase/Decrease in the Interest Rate by the MF Borrowing Size

The second sensitivity analysis simulates how the Project NPV changes according to the
increase/decrease in the interest rate by the amount of MF borrowed. The increase in interest rate with
the MF was divided into five categories, and a simulation was performed with 0%, 0.5%, 1.5% and 2%
based on the 1% used in the project.

The smaller the increase in the interest rate per CB, the greater the increase in ratio utilization of the
maximum NPV, therefore the graph moves to the right. In an unrealistic case, the NPV is maximized in
Case 4 due to the option value if the interest rate is the same. In the case of an interest rate increase of
0.5%, the NPV for Cases 2 and 3 is almost the same, and the NPV improves significantly compared to
that of 1%. In contrast, if the increase in interest rate is large, the cost of capital procurement increases,
so the value of the MF utilization becomes smaller, and the optimal utilization point moves to the left
in the graph as shown in Figure 10.

Figure 10. Simulation result according to increase/decrease in the interest rate by the MF
borrowing size.
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8.3. Country Risk Premium

Finally, the changes in the results are simulated according to the country risk. A simulation was
conducted with two cases where the low country risk premium is 1% and 2%, and the high-country
risk premium is 4% and 5% based on Iran’s country risk premium (3.4%).

As a result of simulating the change in NPV according to the country risk premium, the change
in NPV is shown to change in the base case, unlike in the previous two cases. Since the country risk
premium is different from the cases when the project is executed in Iran and USA, respectively, the
discount rate is also different. Therefore, the project NPV changes. The results of the simulation show
that a smaller country risk premium results in a better overall NPV and higher MF value. This is
because as the NPV increases, the option value increases for the same loan amount. As the country
risk premium increases, the NPV is lowered overall, and the value of the MF is also lowered.

The sensitivity analysis result for above three factors (i.e., (1) NPV volatility; (2) MF interest rate;
and (3) county risk premium) shows that the overall effect of NPV improvement and the adjustment
of optimal ratio accordingly, as the factors change. However, overall the use of MF improves the NPV,
and the optimal ratio is found to exist as shown in Figure 11.

 

Figure 11. Simulation result according to country risk premium.

9. Conclusions

As the domestic steel industry is saturated within the domestic market, Korean steel companies
have been actively trying to advance overseas to secure new markets and improve profitability.
To minimize risk, the Korean companies often strategically contract with local companies. This results
in the necessity of project financing (PF) whose interest rate is higher than the traditional corporate
financing (CF) used domestically increasing capital procurement, decreasing profit. As such, this
paper sought to lower the interest rate, maximizing profit. Based on literature findings, the mezzanine
financing (MF) method can procure funds with lower interest rate, and was investigated within this
paper for its efficiency.

To investigate said efficiency, this paper used multiple Monte Carlo Simulations to achieve NPV
and project volatility values, the Black-Scholes model to convert these values into adjusted interest
rates, and inputting the findings into four cases (base case with 50% PF and cases 1–4 decreasing PF
and increasing MF at intervals of 10%). In performing these steps on a case study Iran PKP project,
it was found that the project NPV is maximum (WACC of capital cost and discount rates minimum)
when the MF (using the option of a convertible bond) was 20% of total investment cost. However,
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when MF was increased to 30% and 40%, the NPV decreased (WACC of capital cost and discount rates
increased).

These results can be expected to vary depending on the conditions under which the Iranian PKP
project is based and the results obtained under a specific environment. To investigate the impacts
said environment can have, a sensitivity analysis was performed with the following having the most
significant impact on NPV: volatility, increase/decrease in the interest rate by the MF borrowing size,
and country risk premium. The results of the sensitivity analysis for these three factors show that
the NPV improvement effect and optimal utilization ratio changed depending on the variation of the
factors for utilizing MF. However, it is clear that usage of MF is beneficial for improving MF and the
existance of an optimal point. Therefore, it can be concluded that the proper use of MF can improve
project profitability by considering various conditions rather than financing only senior debt to carry
out the project, which could affect a number of sponsors and stakeholders to initiate more projects
easily in the future. Though this paper was used for a Korean steel company’s international investment
cases, the overall results can be applicable with some relevant local adjustments for other types of
international investment mega-projects in which a special purpose company (comprised of multiple
investors and corporations) needs to be created.

In the course of this study, the results were calculated with a widely used program based on
proven theory and data, but there are some limitations. First, the data from the last four years is similar
to that used in a deterministic method to calculate the volatility of the NPV. However, considering
that the project period is 15 years, this is a short period for a probabilistic analysis. Therefore, the
accuracy and reliability of the probabilistic analysis can increase based on sufficiently long data. In the
NPV simulation, the ratio of borrowing by MF is divided by 10%, and the total of four cases are
analyzed. Therefore, the optimum utilization ratio is also calculated in units of 10%. However, since
the optimal point needs to be found through a more accurate and continuous analysis in order to apply
it to real projects, the ratio of the MF should be divided into smaller increments, for example, 5, 3, or
1%. In addition, applying MF was only examined from an economic perspective, without including
the additional time needed to increase the number of contractors and the complex characteristics of
the MF. The sensitivity analysis methodology introduced in this case study can be applied to cover a
wider range of various “what-if scenarios”.

The actual project is based on a very limited amount of time, and sometimes it is necessary to
maintain the timeline, even if the cost is higher, so the funding plan should be thoroughly reviewed
in advance. If funds are raised without planning, money will likely be borrowed at a higher interest
rate. Finally, the convertible bond was analyzed as being issued at the beginning of the business with a
fixed 10-year maturity. However, the application to an actual project is higher if the time of issuance
and maturity are considered to vary.
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CB Convertible Bond
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CF Corporate Financing
DCF Discounted Cash Flow
MCS Monte-Carlo Simulation
MF Mezzanine Financing
NPV Net Present Value
PF Project Financing
PKP Public Knowledge Project
SPC Special Purpose Company
WACC Weighted Average Cost of Capital
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Abstract: Sustainable food production and food security are always challenging issues in China.
This paper constructs a multi-element two-level constant-elasticity-of-substitution (CES) model to
assess technological progress in, and its contribution to, japonica rice production in China. The results
show that the speed of technological progress in the production of japonica rice on average was
0.44% per annum in 1985–2013, and technological progress has contributed significantly to the
growth of japonica rice production in China. Robustness checks show that the results appear to be
sensitive to which sub-sample is used. Labour and some other inputs are found to be significant but
negative, especially during the middle sampling period of 1994–2006 and in eastern and western
regions. This has important policy implications on the impact of rural-to-urban migration and
farmers’ human development.

Keywords: China’s food policy; sustainable food security system; japonica rice production; two-level
CES function; technological progress

1. Introduction

In recent decades rapid population growth and urbanization have made food security one of the
most important global issues. According to Alexandratos and Bruinsma [1] and the United Nations
(UN) [2], the world population is predicted to grow from 6.9 billion in 2010 to 8.6 billion in 2030,
9.8 billion in 2050 and 11.2 billion in 2100, while food demand is predicted to increase by 50% by
2030 and 70% by 2050. The main challenge facing the agricultural sector is how to sustain the global
food production system to ensure food security and meet the projected increase in food demand,
given rising resource constraints for agricultural production, yields slowing down and climate change
(see Popp et al. [3,4]). Ultimately, global food production capacity will be constrained by the amount
of farmland and water resources available and suitable for crop production and by biophysical
limits on crop growth (Van Ittersuma et al. [5]). For instance, Popp et al. [4] maintain that there are
growing opportunities and demands for the use of biomass to provide additional renewables, energy
for heat, power and fuel, pharmaceuticals and green chemical feedstock. Burchi and De Muro [6]
propose a capability-based analysis of food security by highlighting the importance of factors such
as participation in household decision making and empowerment, and distinguishing between the
capability to be food secure and functioning of food security. Studies have shown that average
farm yields have reached 75–90% of the yield potential ceiling (Cassman et al. [7]; Grassini et al. [8]),
and it becomes very difficult to further raise yields and have significant breakthroughs in the
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genetic improvement of photosynthesis or drought tolerance (Fischer and Edmeades [9]; Hall and
Richards [10]).

In China, sustainable food production and food security have always been listed as a top policy
priority. It is widely believed that food security is related to national stability, independence and social
stability. Hence, achieving food security and safety and maintaining the stability of domestic food
production have been the major focus of Chinese agricultural policy (See Peng et al. [11]; Gautam and
Yu [12]). Feeding one fifth of the world’s population with rising incomes from less than a tenth of its
arable land and freshwater is posing significant challenges to Chinese policy makers, while China’s
domestic food production and food security status will have large effects on the global food stability
and security. This issue becomes even more prominent when considering recent rapid urbanization
and industrialization, decline in arable farmland, a rapidly ageing urban population and other resource
constraints in China. Several studies have shown that rice and maize yields appear to have plateaued
or become stagnant in China and other major grain production areas (Brisson et al. [13]); Cassman et
al. [7]); Van Wart et al. [14]), and farmland in China declined by about 11% between 1978 and 2006
(Fleming [15]). Some suggest that China should import more land-intensive food to reduce pressure
on its already strained land and water resources, and others express fear over the fact that China’s
long-term dependency on foreign exports will fuel food-price increase and worsen the food insecurity
status in many resource-poor countries (Wang et al. [16]; Liang et al. [17]; Ghose [18]). All these
factors cast doubt on the possibility of continuing to rely on the traditional way of farming, such as
increasing inputs of labour and expanding cultivated land and irrigation. Many advocate the need for
“sustainable intensification” of agricultural production focusing on increasing production efficiency
while minimizing economic and environmental costs (Godfray et al. [19]; Garnett et al. [20]). Thus, it
has become increasingly important to link agricultural production efficiency and productivity with the
sustainability of agriculture and the food security system, especially in the case of China.

Rice is one of the most important food staples in China, accounting for about 20% of the total
crop area harvested (Chen et al. [21]) and about 65% of total staples consumption (Peng et al. [11]).
Rice can be categorized into two main types, indica and japonica. With the rapid rise in incomes and
private wealth as well as a higher standard of living in China, rice consumers have become increasingly
concerned about the quality of the rice they consume. As compared to indica and other rice varieties,
japonica rice is mostly preferred and considered as premium quality rice in China, and demand for
japonica rice has been rising rapidly in recent years. However, continuous expansion of japonica rice
production has been constrained by declining arable land, labor and capital as well as other natural
resources, and it will increasingly become difficult to continue relying on resource inputs to expand
production. This implies that, in order for China to maintain its sustainable farming system and ensure
the stability and security of the food supply, technological progress will be the major driving force for
increasing agricultural productivity and promoting agriculture development. It is therefore essential to
ask the question of to what extent China’s japonica rice production growth is due to technical efficiency
and technological progress. According to the European Union (EU) [22], total factor productivity
(TFP) is the main indicator to measure changes in productivity and TFP growth is defined as the ratio
between the change in production volumes over a considered period and the corresponding change
in inputs (or factors) used to produce them, and hence measures the growth in productivity over a
given time span. An increase in TFP reflects a gain in output quantity which is not originating from an
increase in input use.

The purpose of this paper is to adopt an improved multi-element two-level
constant-elasticity-of-substitution (CES) production function to measure the technical efficiency
and technological progress and its contribution to japonica rice production using cross-provincial
panel data from China from 1985 to 2013. In particular, we intend to assess the rate of scientific
and technological progress and to measure its contribution rate in japonica rice production in
China by using panel data at provincial level. We will also shed light on the impact of the relevant
agricultural policies on technological progress and contribution rate across the regions, and draw
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policy implications for how to sustain japonica rice production in China. This paper is among the
first to assess the contribution of science and technological advances to japonica rice production in
China using an improved multi-factor two-level CES production function and provincial panel data
across China. This study has important implications for China’s long-term agricultural policy and
development strategy.

The rest of the paper is structured as follows: Section 2 provides a brief literature review. Section 3
discusses the analytical framework and data sets employed in this study. In Section 4 we analyze the
estimation results. Finally, Section 5 concludes.

2. Literature Review

Numerous studies empirically examine the effects of science and technological progress on
agricultural production, and many advocate that the sustainable intensification of agricultural
production focusing on technological progress and increasing production efficiency is the key to
ensuring the sustainability of agriculture and food security (Tilman [23]; Godfray et al. [19]; Garnett et
al. [20]; EU [20]). Shankar and Thirtle [24] estimate a damage-control specification and a conventional
Cobb–Douglas production function to assess pesticide productivity and transgenic cotton technology
in South Africa, and find evidence that the main potential contribution of the new technology is
to enable farmers to realise lost productivity resulting from under-use. Popp et al. [3] provide a
thorough review of pesticide-related productivity. Crost et al. [25] estimate a production function
using a fixed-effects model to control for selection bias, and report that efficient farmers in India adopt
Bt cotton at a higher rate than their less-efficient peers. Neumann et al. [26] explore the yield gap
of global grain production by combining an econometric approach with spatial analysis, and report
that the rapid increase in global food supplies over the past 50 years was mainly due to enhanced
agricultural intensification and introduction of new technologies. Most recently, Ma et al. [27] estimate
a standard production model and a damage-control model to assess the effects of Bt cotton use on
productivity in Pakistan, and report that the yield-enhancing inputs (fertiliser and labour) have a
strong effect on cotton productivity and all Bt variables reduce yield losses alongside insecticide use.
In addition, Binswanger-Mkhize and Savastano [28] report that rapid urbanization and population
growth have put farming systems under stress in Sub-Saharan African countries during the past two
decades, and fallow areas have disappeared, but cropping intensities remain very low. They also find
that the use of organic and chemical fertilizers is too low to maintain soil fertility and the process of
intensification across these countries appears to have been weak. There has been little evidence of
Boserupian agricultural intensification with respect to cropping intensity, area farmed, or irrigation.
Sheahan and Barrett [29] also report that, although the use of inorganic fertilizer and agro-chemicals
remains relatively low on average in Sub-Saharan Africa, the use rates are actually quite high in
some countries and regions within countries, which may relate to the fact that input use is no higher
on cash-crop plots than on those cultivated mainly with staple cereals. Villano et al. [30] employ a
stochastic production frontier framework to examine the impact of modern rice technologies on farm
productivity while disentangling technology gaps from managerial gaps in the Philippines, and find
that the adoption of certified seeds has a significant and positive impact on productivity, efficiency and
net income in rice farming. On the other hand, using a new micro-level dataset from four African
countries, McCullough [31] finds that individuals participating in agriculture tend to devote fewer
hours to agriculture, on average, than individuals participating in other sectors, and the returns to
an hour of labor supplied outside of agriculture are about 1.4 times as high as returns to an hour of
agricultural labor on average in these countries.

Recently, there have also been some country studies of several Asian countries that find similar
results. Gautam and Yu [12] study comparatively agricultural TFP growth in China and India, and
report that this is mainly propelled by technological advances in these two countries but efficiency has
been stagnant or has even deteriorated. They conclude that, faced with similar challenges of limited
resources and growing demand, improving productivity will be the only way to meet long-term food
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security in China and India. Using a front line demonstration on potatoes in India, Mishra et al. [32]
report that technological progress and the adoption of improved agricultural technologies are essential
to reverse the trend of wide extension gaps for potato output. Iliyasu et al. [33] employ the Malmquist
productivity index method to analyze the efficiency of technological change in Malaysia, and find that
technological change and efficiency changes are important contributors to TFP growth in aquaculture
production. Gao and Song [34] use DEA, Moran’s I and the Theil index to measure technical efficiency
in China’s food production using provincial panel data spanning from 1978 to 2012, and find that
the improvement of efficiency in grain production is mainly driven by the rising contribution rate
of agricultural science and technology. They further confirm that since 2000, technological progress
has gradually replaced the physical inputs of human capital and resources in driving China’s food
production growth (Gao and Song [34]). Similar findings are also reported in several recent studies.
For instance, Liu et al. [35] use the logarithmic mean weight divisive method (LMDI) to explore the
factors that have dominant impacts on grain production using data from 347 counties in China’s
Huang-Huai-Hai region, and conclude that technological progress, cultivated land balance, and the
optimization of the regional planting structure should be enhanced to sustain the growth trend of
grain production in this region. Yang et al. [36] apply the Malmquist–DEA model to study China’s
TFP growth in grain production, and report that there was a continuing decline in the TFP index at an
annual rate of 0.7% even during the so called “seven consecutive years harvest period”, which is largely
due to the significant drop in the average annual index of technological progress. Using provincial
panel data in 1985–2010 from China with an improved CES production function, Jiang et al. [37] report
that the contribution made by science and technology to grain production accounts for about 52% of
China’s grain production increase during the period in 1985–2010, a rate closer to that in the developed
countries. Liu et al. [38] report similar findings using data from Hebei province. EU [22] reports that
productivity in the EU has increased over time, with a growth rate surpassed by 1% per year between
1995 and 2005, and around 0.8% between 2005 and 2015.

There are a few studies focusing on technical efficiency in rice production, especially japonica
rice production in China given its importance in sustaining the country’s food security. These studies
(for instance, Chen et al. [39]; Lin et al. [40]; Xu et al. [41]) mostly focus more on the development trends,
seed-breeding skills and technical aspects of rice production, and a few on the technical efficiency and
contribution of scientific and technological progress in rice production (Tian et al. [42]; Liu et al. [43]).
For instance, Chen et al. [39] provide a comprehensive review of the breeding research progress for
China’s super high-yield japonica rice, and conclude that cultivating and promoting super high-yield
hybrid rice is still considered to be one of the most effective strategies for improving rice yield in
northern China. Lin et al. [40] compare the yield and main quality traits of japonica rice with that
of other rice varieties including hybrid japonica rice, and find that japonica rice has some obvious
advantages in terms of yield and quality. Using Solow’s growth model, Tian et al. [42] estimate the
contribution of technological progress to China’s rice production and report that technological progress
contributed over 20% to China’s rice production growth during the period in 1978–2008. Liu et al. [43]
confirm that technological progress plays a much more important role than China’s climate policy
and other factors in driving rice production. This paper will be among the first few to assess the
contribution of science and technological advances to japonica rice production in China using an
improved multi-factor two-level CES production function and provincial panel data.

3. Model Specification and Data Sources

3.1. Model Specification

The process of japonica rice production involves the adoption of different levels of farming
technology, equipment and inputs. In order to appropriately measure technological change and its
contribution to japonica rice production, we consider three-factor inputs including capital goods,
labor and others such as fertilizer, seeds etc., and develop an improved two-level nested CES
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production function a la Sato [44] and Henningsen and Henningsen [45] in this study. Recently,
León-Ledesma et al. [46] investigate if a simultaneous identification of the capital–labor substitution
elasticity and the direction of technical change is feasible, and find that jointly modeling the production
function and first-order conditions is superior to single-equation approaches. In order to reduce the
complexity of measuring for excessive variables, all the variables in this study are measured per unit
of land. Let Zit be the first level production function value of japonica rice production in province i in
year t, and Yit denotes the yield of japonica rice produced by three inputs production in province i in
year t. The two-level CES function is then specified as follows,

Zit = [ωKit
−θ1 + (1 − ω)Lit

−θ1 ]
1

θ1 , (1)

Yit = Aert[ψZit
−θ + (1 − ψ)Fit

−θ ]
− m

θ . (2)

where Kit denotes the input of capital equipment and mechanical power in japonica rice production in
province i in year t; Lit is the input of labor in province i in year t; Fit denotes the input of fertilizer, seed
and other material inputs in province i in year t; ω and ψ denote the distribution parameter related to
input i; θ and θ1 is the substitution between inputs; γ is the efficiency parameter representing the speed
of annual technical progress of japonica rice production; and A denotes comprehensive benefit index,
including the impact on the yield of japonica rice due to the improvement of the input quality and the
management level. Mechanical elements mainly include machinery and livestock, and labor elements
included self-casting workers and employees, indicating the amount of labor in the production per
unit of planting acreage. Hence, Aeγt denotes the multiple of output increase due to the improvement
of technology level, and m denotes the scale factor, indicating non-constant return when m �= 1.

As Yit is a CES function in Zit and Zit in turn is a CES function of K and L, following Sato [44] we
call Yit a two-level CES function in K and L. Now we take the natural log of Equation (2) and use the
second-order Taylor series expansions at θ = 0 to obtain:

ln Yit = ln A + γt + ψm ln Zit + (1 − ψ)m ln Fit − 1
2

θmψ(1 − ψ)

(
ln

Zit
Fit

)2
. (3)

Similarly, for Equation (1) we have the Taylor expanded form as follows,

ln Zit = ω ln Kit + (1 − ω) ln Lit − 1
2

θ1ω(1 − ω)

(
ln

Kit
Lit

)2
. (4)

Combining Equations (3) and (4), we obtain Equation (5),

ln Yit = ln A + γt + mωψ ln Kit + m(1 − ω)(1 − ψ) ln Lit + m(1 − ψ) ln Fit

− 1
2 mθ1ω(1 − ω)ψ

(
ln Kit

Lit

)2 − 1
2 mθψ(1 − ψ)

(
ln Kit

Fit

)2 . (5)

We use aj as the composite parameter to represent the different combinations of distribution and
substitution parameters and add an error term to Equation (5). We then have the two-level or nested
CES production function for japonica rice specified as follows,

ln Yit = α0 + α1t + α2 ln Kit + α3 ln Lit + α4 ln Fit + α5

(
ln

Kit
Lit

)2
+ α6

(
ln

Kit
Fit

)2
+ εit, (6)
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From Equation (6) we have 7 parameters, aj (j = 0,1, . . . 6), for 7 primitives, A, m, γ, θ, θ1ψ, ω,
from Equation (5). The contribution rate of technical progress to the yield growth of japonica rice can
be calculated based on the following equation,

Rit =
γit
yit

× 100% =
γit√

Yit
Yib

− 1
× 100%. (7)

In formula (7), Rit is the contribution rate of technological progress in province i at year t;
γit denotes the speed of technology progress in province i at year t; yit denotes the average growth
rate of japonica rice yield in province i at year t; Yit denotes the japonica rice yield during the reporting
period from province i; and Yib represents the japonica rice yield during the based period from
province i.

3.2. Data Description

All data used in this study were obtained from China’s National Bureau of Statistics: Statistics on
Agricultural Costs and Returns, various issues; Sixty Year Agricultural Statistics; Statistical Yearbook
of China, various issues; Yearbook of Agricultural Statistics, various issues; as well as several official
government websites. All datasets were collected over the period from 1985 to 2013. There are
several reasons for choosing this sample period and, among others, data availability is one of the most
important considerations. This period also witnesses the rapid growth of japonica rice production in
China. This study focuses on 12 provinces in China, including Heilongjiang, Jilin, Liaoning, Hebei,
Jiangsu, Zhejiang, Anhui, Shandong, Henan, Hubei, Yunnan, Ningxia, and so on. These regions are not
only the major farming areas for China’s grain production, but also for japonica rice production, with
the latter accounting for more than 60% of China’s total japonica rice production. In order to reduce the
unnecessary complexity of the measurement issue, all the input and output variables in this study are
measured in terms of per unit of farming land. Finally, we take 2000 as the base year for those variables
proxied with the form of index numbers. Table 1 presents the key descriptive statistics of our sample.
To ensure all the series are stationary, we have conducted the panel unit root test by applying the
Levin–Lin–Chu (LLC) test and the Fisher–augmented Dickey–Fuller (ADF) test. The results (available
upon request from the authors) confirm that all the series are stationary.

Table 1. Descriptive statistical information.

Variable Average Maximum Value Minimum Value Standard Deviation Observations

ln(Yit) 6.114 6.425 5.606 0.169 348
ln(Kit) 3.045 5.465 −0.117 1.228 348
ln(Lit) 2.638 3.740 1.284 0.509 348
ln(Fit) 3.285 4.697 2.209 0.487 348

ln2(Kit/Lit) 2.833 17.266 2.12 × 10−6 3.350 348
ln2(Kit/Fit) 2.180 19.661 9.37 × 10−6 2.959 348

Note: The unit of machinery, livestock and other mechanical power cost (C) is (yuan/mu); the unit of the amount of
labor (L) is (one working day/mu); the unit of seeds, fertilizer and other material cost (F) is (yuan/mu); the unit of
Japonica rice yield (G) is (kg/mu).

4. Empirical Results and Analysis

To investigate technological change and its contribution to japonica rice production, we estimate a
range of panel data models for different sub-sample periods and regions from 1985 to 2013. The models
are estimated with panel least square (PLS), mixed effects (ME), fixed effects (FE) with both province
and year, and random effects (RE). Using a panel FE model is advantageous because FE can control
for unobserved time invariant region-specific effects. We also estimate random effects to capture the
influence of unobserved factors that may produce heterogeneity across the countries. We conduct the
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F-test (Wald test) and the Hausman test to determine the significance and choice of the models. Table 2
reports the estimation results of the random effect, fixed effect and mixed effect model.

Table 2. Estimation results of the constant-elasticity-of-substitution (CES) production function for
japonica rice.

Coefficient RE FE ME

a0
5.740 *** 5.829 *** 5.079 ***
(50.815) (49.381) (68.708)

a1
0.004 ** 0.004 0.003 **
(2.055) (1.622) (2.076)

a2
0.061 *** 0.061 *** 0.108 ***
(4.522) (4.374) (7.737)

a3
−0.011 *** −0.031 *** −0.117 ***

(−3.73) (−9.830) (−6.052)

a4
0.048 ** 0.040 * 0.109 ***
(2.373) (1.944) (5.297)

a5
−0.002 *** −0.003 *** −0.004 ***
(−7.010) (−9.860) (−5.897)

a6
0.0004 * 0.002 0.008
(1.971) (0.359) (1.303)

Observations 348 348 348
Adjusted R2 0.591 0.780 0.571

F 84.470 *** 73.316 *** 77.931 ***

Note: RE refers to random effect, FE to fixed effect and ME to mixed effect. ***, **, * indicate the level of significance
at the 1%, 5% and 10%, respectively.

As it can be seen in Table 2, the coefficients of capital equipment and mechanical power, fertilizer
and the squared ratio of capital and fertilizer are all positive and significant, with the exception of the
squared capital fertilizer ratio in fixed-effect and mixed-effects estimations. The result suggests that
a 1% increase in mechanical power input will lead to a 0.061% increase in japonica yield, while with
a 1% increase in fertilizer input the japonica yield rises by 0.048%. It is interesting to note that the
labor input coefficient is negative and significant at the 1% level in all the estimations, implying that
an increase in labor input will reduce the yield of japonica rice. This finding seems contrary to our
causal observation. One possible explanation is that the production of japonica rice in China is mostly
managed by small-scale family farming units. Due to its scarce arable land and the abundance of
manpower, farming in China has always been very labor-intensive. Hence, it is not surprising to note
the declining labor productivity in the production of japonica rice. Another possible explanation is
that, as small-scale family farmers are more risk averse, they tend to be reluctant to adopt quality seeds
and new agricultural technologies in the production of japonica rice. Although intensive farming
practices can generate relatively high yield, over-reliance on increasing inputs of labor in farming can
be counter-productive. The finding is consistent with Mishra et al. [32] and Liu et al. [43]. This, together
with the low estimate of the capital terms coefficient, seems to reaffirm Solow’s [47] conclusion that
accumulation of capital and an increase in the labor participation rate had a relatively minor effect on
growth, and cannot explain all the growth of japonica rice in the past few decades. It also suggests that
traditional farming practices with a sole reliance on increasing inputs of capital and labor will not be
sustainable in the long term, and emphasis should be given to continuous improvement in seed quality,
farmer skill, technological progress and the adoption of technologies for sustainable farming systems.

Using the estimates in Table 2, we will be able to identify the primitives in the multiple element
two-level CES function and determine technological progress in the production of japonica rice. Table 3
reports the results. The results show that the speed of technological progress in the production of
japonica rice on average is 0.44% per annum in the sample period in 1985–2013. According to Chinese
statistics, the average yield of japonica rice per unit of farming land in the 12 provinces concerned was
297.91 kg in 1985, and rose to 436.76 kg in 2013, with an average annual growth rate of about 1.33%.
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This study finds that technical progress has contributed significantly to the growth of japonica rice
production in China, with a rate accounting for 33.13% from 1985 to 2013.

Table 3. Identified distribution and substitution parameters and technical progress in China’s japonica
rice production.

Primitive Parameters A γ ω θ1 ψ θ m

Values 312.19 0.004 1.22 −0.30 0.51 −0.03 0.10

Contribution rate of technological progress Rit: 33.13%

Note: γit refers to the technical progress speed; Rit refer to the contribution rate of technical progress.

4.1. The Dynamics of Japonica Rice Output and Technological Progress

Since the late 1970s, China’s agricultural sector and farming system have undergone a series of
reforms, aiming at improving the efficiency of resources allocation and promoting agricultural and
rural production technology productivity. To assess the dynamic impacts of various reform measures
and policy changes on the growth of japonica rice production, we divide the whole sample period into
three: the first period covers 1985 to 1993 to catch the effects of the primary reform in agriculture during
the early reform era; the second period spans from 1994 to 2006 to reflect the impact of implementing
the new policy measures on current agricultural and rural economic development on 5 November
1993; and the third sub-sample period ranges from 2007 to 2013 to allow for the effects of adopting
various fiscal subsidies measures in the agricultural sector since 2006. We re-estimate the models using
the new sub-sample data to measure the technological progress and its contribution rate over the
different sub-sample periods. Table 4 reports the estimation results.

Table 4. Estimation results for different sub-sample periods.

Coefficient
RE RE FE

1985–1993 1994–2006 2007–2013

a0
4.917 *** 5.199 *** 5.946 ***
(5.567) (4.254) (19.787)

a1
0.007 *** 0.002 *** 0.013 ***
(6.262) (8.345) (2.977)

a2
0.263 *** 0.101 *** 0.055 **
(7.983) (4.587) (2.145)

a3
0.080 * 0.071 ** −0.038 ***
(1.700) (2.409) (−3.470)

a4
0.057 *** 0.124 *** −0.044 ***
(4.196) (3.477) (−3.934)

a5
0.035 *** 0.008 *** −0.007 ***
(2.737) (6.341) (−3.945)

a6
0.012 *** −0.031 *** −0.008 **
(5.032) (−3.451) (−2.811)

Obs. 108 156 84
R2 0.424 0.442 0.890

Adjusted R2 0.389 0.420 0.862
F 12.366 *** 19.677 *** 31.383 ***

Fixed effect F test 18.993 *** 19.795 *** 12.161 ***
Hausman test 0.000 4.238 20.902 ***

Note: ***, ** and * indicate the level of significance at the 1%, 5% and 10%, respectively.

It can be seen from Table 4 that all the coefficients are statistically significant over the three
sub-periods. The estimated coefficient of capital equipment and mechanical power has a positive
sign for all the sub-sample periods while all of the rest of the variables have positive signs only for
the first two sub-periods except the capital–fertilizer ratio. By contrast with the results for the whole
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sample period, the coefficients of labour and fertilizer inputs as well as the squared capital-labour
and capital-fertilizer ratios become negative during the third stage of development from 2007 to 2013.
The findings reaffirm that over-reliance on increasing physical inputs in japonica rice production
cannot be sustained in the long term, and can be counter-productive.

Using the estimates in Table 4, we then identify the primitives in the multiple element two-level
CES function and determine technological progress in the production of japonica rice during each
of the sub-sample periods. We report the results in Table 5. As can be seen in Table 5, the speed of
technological progress in the production of japonica rice varies across the sub-periods, with a V-shape
over time. The period 2007–2013 witnessed the fastest progress in technology in China’s japonica
rice production, followed by the 1985–1993 period, while the period 1994–2006 was the worst when
China experienced negative growth in technology. The finding is consistent with that in Zhang [48]
for the national economy. There are several reasons to explain this pattern of technological progress.
First, China’s agricultural reform started in the late 1970s. The initial success of China’s agricultural
reform was remarkable and led to a rapid increase in agricultural productivity and growth through
the early 1990s, a result of which has been the rapid progress in technology in China’s japonica rice
production during the period in 1985–1993. Second, with the increasing demand for quality and
variety of agricultural products and rapid urbanization in the 1990s, the Chinese agricultural sector
experienced a sharp decline in both arable farmland and rural labour force. The popularity among
and interest of farmers in adopting new rice farming technology was also affected, a result of which
has been the decrease both in rice output and technological progress in japonica rice production in the
period 1994–2006. Finally, since the early 2000s, China has implemented its New Blueprint for Rural
Reform and Development, including a series of new agricultural policies and favourable measures,
to build a new countryside. These policies and measures have stimulated farmers to adopt new
agricultural technologies and improve efficiency, and also reduced the costs of using quality rice seeds
and production. This led to the rapid expansion of rice output and technological progress in japonica
rice production in the period 2007–2013.

Table 5. Identified distribution and substitution parameters and technical progress.

Primitive Parameters Period A γ ω θ1 ψ θ m

Values

1985–1993 137.43 0.007 0.76 −0.97 0.84 −0.40 −0.4

1994–2006 181.87 −0.003 0.59 −0.49 0.58 0.87 0.29

2007–2013 385.20 0.013 3.00 −0.12 −1.00 0.40 −0.02

Contribution rate of technological progress Rit

1985–1993 34.31%

1994–2006 26.9%

2007–2013 147.16%

4.2. Technological Progress Across the Regions

Given the diverse natural and socio-economic environment across China, it is believed that
region-specific factors would also play an important role in japonica rice production. To further
assess the region-specific impacts on the technological progress and japonica rice production nexus,
we divide the 12 sample major rice-production provinces into three regions, i.e., the eastern, central and
western regions. The eastern region includes the provinces of Liaoning, Hebei, Jiangsu, Zhejiang,
and Shandong; the central includes Heilongjiang, Jilin, Anhui, Henan, and Hubei; and the western
region includes Yunnan and Ningxia. It is worth noting that after re-grouping our sample, the panel
dataset has been transformed into one with a long-time series and short cross-sectional data, i.e., panel
data with large T and small N. The typical complications of TSCS panel data are heteroskedasticity
and autocorrelation. The conventional way to deal with heteroskedasticity and correlated errors
is to use the feasible generalized least squares (FGLS) technique, but FGLS has been found to be
less efficient and tends to underestimate standard errors (Beck and Katz [49]). In this study we use
the panel-corrected standard error (PCSE) to address panel heteroskedasticity and include a lagged
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dependent variable in the model to address serial correlation. Table 6 reports the estimation results
for the three sub-regions. We further identify the primitives in the multiple element two-level CES
function and determine the technical progress in the production of japonica rice for each sub-region.
We report the results in Table 7.

Table 6. Estimation results at the regional level.

Coefficient Eastern Region Central Region Western Region

a0
5.881 *** 5.538 *** 7.066 ***
(34.290) (4.164) (24.480)

a1
0.007 0.003 ** 0.0003 *

(1.762) (2.270) (1.871)

a2
0.051 * 0.097 *** 0.017 ***
(1.953) (5.12) (3.417)

a3
−0.079 * 0.008 ** −0.249 ***
(−1.67) (2.051) (−4.31)

a4
0.086 ** 0.049 * −0.015 **
(2.05) (1.920) (−2.237)

a5
−0.014 *** −0.005 * −0.028 ***

(−3.35) (−1.830) (−3.630)

a6
−0.009 * 0.002 ** 0.021 **
(−1.806) (2.234) (2.320)

Observations 145 145 58
R2 0.926 0.924 0.936

wald 112.562 119.951 107.915
rho 0.385 0.358 0.249

Note: Eastern including Liaoning, Hebei, Jiangsu, Zhejiang, Shandong; Central including Heilongjiang, Jilin,
Anhui, Henan, Hubei; Western including Yunnan, Ningxia. ***, **, * represents the significant level of 1%, 5% and
10%respectively.

As can be seen in Table 7 and also from Table 6, the eastern region has the fastest growth of
technological progress in japonica rice production during the whole sample period from 1985 to
2013, with an average growth rate of 0.7% for technological progress and 43.75% for the technological
contribution. This is followed by the central region, where the rate of technological progress and the
contribution rate are 0.3% and 24%, respectively. The western region has the lowest technical progress
rate and contribution rate with the former being 0.03% and the latter 3.37%, respectively. There are
several possible reasons for these regional differences in technological progress and contribution rate.
Among others, the well-established social and economic environment and favourable natural farming
conditions in the eastern region, and to some extent also in the central region, are the major factors
explaining why these regions have higher technological progress and contribution rates. By contrast,
the economy of the western region is poorly developed largely due to its backward infrastructure and
poor natural endowments. It is financially difficult for the farmers in the western region to adopt new
agricultural technologies and use quality rice seeds and production, a result of which has been the
lowest technological progress in japonica rice production.

Table 7. Identified distribution and substitution parameters and technical progress at regional level.

Primitive Parameters Region A γ ω θ1 ψ θ m

Values

Eastern 359.14 0.7% −1.67 0.15 −0.50 −0.4 0.06

Central 255.57 0.3% 0.93 1.5 0.68 −0.12 0.16

Western 1181.41 0.03% −0.09 2.80 0.89 2.3 −0.25

Contribution rate of technological progress Rit

Eastern 43.75%

Central 24%

Western 3.37%
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The results in Table 6 show that the input of capital equipment and mechanical power has a
positive impact on japonica yields in the central region, and has a negative impact in other regions,
but the effect of labour, the capital–labor ratio and the capital–fertilizer ratio all are negative in the
eastern region, and labour, fertilizer and the capital–labour ratio in the western region are also negative.
This can be explained by the decline in arable farmland and rising rural surplus labour due to rapid
urbanization and industrialization, as well as inappropriate use of chemical fertilizers in farming.
Accompanying the process of rapid urbanization and industrialization has been massive work-related
rural-to-urban migration in China over the past few decades. As a result, there has been a shortage
of capable farm labour in rural areas and farm work has to be undertaken by those left-behind,
mostly the elderly, women and children. They will have to increase the time spent on farm work
with low efficiency. One study reports that elderly people in rural households with rural-to-urban
migrants tend to work 100–200 more hours per year on farm work than those households without
migrants (Chang et al. [50]). On the other hand, those left behind in rural areas normally have low
education, and lack modern farming techniques and knowledge. Driven by the desire for higher yields,
it has become a common practice for farmers to overuse chemical fertilizers in farming. However,
over-fertilization or the use of imbalanced fertilization does not always increase crop output and
contribute to high rice yield. Instead, over-fertilization may deteriorate the soil conditions and cause a
series of economic and environmental problems (Ju et al. [51]). This has clearly been an issue among
policy makers. In contrast, our results show that the estimated coefficient of fertilizer for the central
region is positive, which seems to suggest that over-fertilization does not exist in farming in the central
region. The central region is China’s main grain production base where farmers are well trained in
how to utilize chemical fertilizer in farming. That explains the positive coefficient of fertilizer in the
regression for japonica rice production.

5. Concluding Remarks

Sustainable food production and food security have been China’s top policy priority. Due to
recent rapid urbanization and industrialization, decline in arable farmland, a rapidly ageing urban
population and other resource constraints in Chinese agriculture, technological progress will have
to be the major driving force for increasing agricultural productivity and promoting agricultural
development. In this study, we have constructed an improved multi-element two-level CES production
model to assess the rate of technological progress and its contribution rate in japonica rice production
in China by using cross-provincial panel data from China from 1985 to 2013. The results from the
whole sample estimations show that the labor input coefficient is statistically significant but negative,
suggesting that increases in labor input will reduce the yield of japonica rice. Furthermore, the results
from the sub-sample estimations further show that the coefficients of labor and fertilizer inputs as well
as the squared capital–labour and capital–fertilizer ratios become negative only during the third stage
of development from 2007. The sub-regional studies further confirm that the coefficients of labour,
capital–labor ratio and capital–fertilizer ratio all are negative in the eastern region, and the coefficients
of labour, fertilizer and capital–labour ratio in the western region are also negative. Finally, the results
show that the speed of technological progress in the production of japonica rice on average was 0.44%
per annum in the sample period in 1985–2013, and technological progress has contributed significantly
to the growth of japonica rice production in China, with a rate accounting for 33.13% from 1985 to 2013.
The dynamics of the speed of technological progress in the production of japonica rice show a V-shape
over time, with the period in 2007–2013 being the fastest and the period in 1994–2006 the worst. It is
found that the eastern region had the fastest growth of technology progress in japonica rice production
during the whole sample period, followed by the central region. The western region had the lowest
technical progress and contribution rates.

The empirical findings have several policy implications. First, due to rapid urbanization and
industrialization there has been massive work-related rural-to-urban migration in China over the past
several decades. The production of japonica rice in China is mostly managed by small-scale family
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farming units, and by those left-behind in rural areas, mostly the elderly, women and children, who are
incapable of farm labour and have to devote increasing labour hours to farming. Hence it is not
surprising to note declining labor productivity in the production of japonica rice with low efficiency.
Another possible explanation is that as small-scale family farmers are more risk averse, they tend to
be reluctant to adopt quality seeds and new agricultural technologies in the production of japonica
rice. Then, although intensive farming practices can generate relatively high yields, an over-reliance
on increasing input of labor in farming can be counter-productive. The over-fertilization or the use
of imbalanced fertilization does not always increase crop output and contribute to high rice yields.
Instead, over-fertilization may deteriorate the soil conditions and cause a series of economic and
environmental problems. This, together with the low estimate of the capital terms coefficient, seems to
reaffirm Solow’s conclusion that an accumulation of capital and an increase in the labor participation
rate had a relatively minor effect on growth, and cannot explain all the growth of japonica rice in the
past few decades. It also suggests that traditional farming practices with a sole reliance on increasing
inputs of capital and labor will not be sustainable in the long term, and an emphasis should be placed
on continuous improvement in seed quality, farmer skill, technological progress and the adoption of
technologies for sustainable farming systems.
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Abstract: This paper analyses the relationships between the traditional bank risk profile indicators
and a new measure of banks’ probability of default that considers the Basel regulatory framework.
First, based on the SYstemic Model of Bank Originated Losses (SYMBOL), we calculated the individual
probabilities of default (PD) of a representative sample of Spanish credit institutions during the
period of 2008–2016. Then, panel data regressions were estimated to explore the influence of the risk
indicators on the PD. Our findings on the Spanish banking system could be important to regulatory
and supervisory authorities. First, the PD based on the SYMBOL model could be used to analyse bank
risk from a regulatory approach. Second, the results might be useful for designing new regulations
focused on the key factors that affect the banks’ probability of default. Third, our findings reveal that
the emphasis on regulation and supervision should differ by type of entity.

Keywords: probability of default; bank risk; banking regulation; SYMBOL; financial stability

1. Introduction

The review of the international financial regulatory framework has set two objectives for financial
stability: first, to reduce the probability of the bankruptcy of financial institutions by increasing
solvency; and, second, to reduce public costs in the event of a bank crash and improve the framework
for resolution. Regulatory reform in the European Union (EU) has been conducted by introducing
the policies agreed upon by the G-20 using three directives that are the pillars of the banking union:
(1) Directive IV (Directive 2013/36/EU of the European Parliament and of the Council of 26 June 2013
on access to the activity of credit institutions and the prudential supervision of credit institutions
and investment firms, amending Directive 2002/87/EC and repealing Directives 2006/48/EC and
2006/49/EC) and Capital Requirements Regulation (CRD IV and CRR, 2013), which incorporates the
third Basel agreement on micro-prudential regulation [1] (Basel III), significantly increasing the capital
and liquidity requirements of financial institutions to manage unexpected losses; (2) the Directive
on Banking Resolution and Recovery (Directive 2014/59/EU of the European Parliament and of the
Council of 15 May 2014 establishing a framework for the recovery and resolution of credit institutions
and investment firms), which establishes a set of rules and resolution tools, such as the sale of the
company or shares of the entity subject to resolution, the creation of a bridge entity, the separation
of productive assets from impaired assets or underperforming assets of an entity, and the rescue of
shareholders and creditors in difficulty; and (3) a directive on deposit guarantee schemes (Directive
2014/49/EU of the European Parliament and of the Council of 16 April 2014 on deposit guarantee
schemes) to preserve retail deposits at all times.

The importance of analysing the effects that regulatory standards have on financial stability
requires the development of models and risk measures that can be adjusted to the actual regulatory
framework and can provide a basis for stress tests or quantitative impact studies. The European
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Union has recently started to use the SYMBOL model to assess the effectiveness of bank regulation
and to measure the quantitative impact of a series of legislative proposals promoted by the European
Commission [2,3]. SYMBOL is a model of micro-simulation based on the Basel risk assessment
framework that estimates the distribution of bank losses originating in the system beginning with
the balance and regulatory capital of individual banks. The methodological basis of the model
was developed by the Commission’s Joint Research Centre (JRC), the Directorate General Internal
Market and Services and banking regulation experts (the original methodology was developed by
De Lisa et al. [4], but, in this paper, the abbreviation SYMBOL was not employed).

While the SYMBOL model has been used to quantify systemic losses, it also provides a proxy for
a bank’s default probability as a tail risk [5] that reflects bank capital strength and asset quality [4].
The probability of default of a bank is estimated as the probability that its obligor’s loss exceeds
actual capital, given by the sum of its minimum capital requirement plus the bank’s excess capital.
In the Basel framework, each bank must satisfy a capital requirement that provides a buffer against
unexpected losses at a specific level of statistical confidence, set by regulators at 99.9% [6]. From the
regulatory perspective, the probability that banks default can be seen as the probability that banks’
losses fall in the tail of their loss distribution. This “tail risk” is equal to 0.1% whenever banks set their
amount of capital at a level equal to their regulatory minimum or lower if they hold capital in excess
of the regulatory minimum. This risk occurs with a low probability, but it generates serious losses that
endanger financial stability.

However, the recent development of this model indicates that there is currently no empirical
evidence relating to the measurement of the likelihood of default to the indicators traditionally used
for bank risk assessment. Our work extends the previous research on the determinants of bank risk,
analysing the relationships between the risk indicators proposed by the European Banking Authority
(EBA) [7] and the individual default probabilities of Spanish credit institutions during the period of
2008–2016, based on a new measure supported by banking regulation. We aim to determine whether
these two sets of measures provide the same information of whether they are supplementary for bank
risk analysis. After the last restructuring of the Spanish banking system, the regulation and supervision
of bank risk have become crucial. In this sense, the analysis of new proxies from a regulatory approach
could be decisive to avoid the financial instability. Indeed, this instability is a key obstacle to long-term
investments which are required to achieve the sustainability in the financial system.

Our study is structured as follows. Section 2 presents a review of the literature. Section 3 describes
the data and methodology employed. Section 4 presents and discusses the results. Finally, Section 5
concludes the study.

2. Related Literature

The literature on measuring the credit risk of banks and calculating the probability of default (PD)
has been a focus in the use of accounting and market information. Studies that have used accounting
information have basically applied two proxies for bank risk: NPL ratio and Z-score. The NPL ratio
(non-performing loans (impaired loans) to total gross loans) or changes in the ratio have been used as a
measurement of the strength of a bank [8–15] since they reflect the quality of a loan portfolio. A higher
value of this ratio indicates a greater probability that the bank will default. Similarly, the Z-score
has been widely used to measure bank risk [16–20]. Z-scores equal the return on assets plus the
capital-to-asset ratio divided by the standard deviation of asset returns. A higher Z-score indicates
that a bank is farther from default [21].

At the same time, research using market information as a complement to accounting indicators
has been based on Merton’s [22] approach to modelling the risk of credit defaults. Some studies have
used credit risk spread CDs [23–31] or credit ratings [32–34].

More recently, De Lisa et al. [4] introduced a methodology for the estimation of the probability of
the default of a bank based on the framework of capital requirements for credit risk from the Basel
agreements. Based on public balance sheet data and the regulatory capital of the entities, the probability
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of the default of a bank (PD Bank) is defined as the probability that unexpected losses associated with
the portfolio’s debtors (implied obligor probability of default, IOPD) exceed bank capital (given by the
sum of regulatory capital requirements and any excess capital).

The methodology developed by De Lisa et al. [4] is the basis of the SYMBOL model. It has been
used to evaluate the implications of new Basel III definitions (Risk weighted assets and computable
resources), recent European banking regulation (CRD IV, CRR, Bank Recovery and Resolution Directive
and Deposit Guarantee Schemes Directive), stress scenarios and quantitative valuations [2,3,35–39].

From a regulatory point of view, bank risk has traditionally been evaluated using indicators
associated with different risk categories, such as capital adequacy, asset quality, liquidity and business
model and management. EBA [7] proposed a series of indicators to determine bank risk profiles as the
basis for contributions to deposit guarantee schemes. It also established the expected relationships
(negative/positive) between indicators and bank risk.

This paper contributes to the existing literature by analysing the relationships between the
traditionally used risk indicators and the new measure of a bank’s PD based on the SYMBOL model.

3. Data and Methodological Aspects

3.1. Sample

Our sample consisted of Spanish credit institutions that have available information for all the
analysed variables during the period of 2008–2016. Data were obtained from the banks’ public
documents (audited annual reports and information of prudential relevance). We used consolidated
data since some risk indicators are not available on a solo basis. According to EBA (2015) guidelines,
for each member institution, the values of risk indicators should be calculated on a solo basis. However,
the value of risk indicators should be calculated at a consolidated level, at which the member state
exercises the option given in Article 13(1) of DGSD to allow the central body and all credit institutions
permanently affiliated with the central body, as referred to in Article 10(1) of Regulation (EU) 575/2013,
to be subject as a whole to the risk weight determined for the central body and its affiliated institutions
on a consolidated basis. Where a member institution has received a waiver from meeting capital
and/or liquidity requirements on a solo basis pursuant to Articles 7, 8 or 21 of Regulation (EU)
575/2013, the corresponding capital/liquidity indicators should be calculated at the consolidated or
semi-consolidated level. The entities are classified into two groups: commercial banks and credit
cooperatives. Savings banks are included in the first group because, after the restructuring process that
occurred in the Spanish financial sector during the last financial crisis, the majority of these entities
were transformed into commercial banks. There are notable differences between these two types of
institutions regarding not only their objectives but also their sizes. The total assets of commercial banks
are more than 30 times greater than the total assets of credit unions (Table 1).

After eliminating extreme values considered outliers, we finally had an unbalanced panel with
359 observations related to 70 entities during the period of 2008–2016. The panel represented 87.85%
of the total assets in the Spanish banking system. Table 1 presents the number of observations that
constitute the sample, organised by year and type of entity, as well as their representativeness.

Table 1. Number of observations and representativeness of the sample.

2008 2009 2010 2011 2012 2013 2014 2015 2016

Number of commercial Banks 43 46 30 30 18 20 19 20 20
Number of cooperative credit unions 11 12 12 14 13 13 11 14 13
Total credit institutions 54 58 42 44 31 33 30 34 33
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Table 1. Cont.

2008 2009 2010 2011 2012 2013 2014 2015 2016

Total assets in commercial banks (billions of euros)

Population 3537.0 3637.6 3691.9 3793.9 3754.2 3358.6 3476.0 3555.5 3492.3
Sample 2848.8 3002.1 3304.5 3406.6 2850.9 3028.9 3174.8 3347.0 3305.1
Representativeness of the sample (%) 80.5 82.5 89.5 89.8 75.9 90.2 91.3 94.1 94.6

Total assets in cooperative credit unions (billions of euros)

Population 71.4 77.5 91.5 107.0 113.1 114.3 103.1 110.4 110.5
Sample 69.3 75.8 86.9 100.9 106.7 108.5 99.3 110.4 108.5
Representativeness of the sample (%) 97.1 97.9 95.0 94.3 94.4 94.9 96.4 100.0 98.2

Total assets in credit institutions (billions of euros)

Population 3608.4 3715.1 3783.5 3901.0 3867.3 3472.9 3579.0 3665.9 3602.8
Sample 2918.1 3078.0 3391.5 3507.5 2957.7 3137.4 3274.1 3457.4 3413.6
Representativeness of the sample (%) 80.9 82.9 89.6 89.9 76.5 90.3 91.5 94.3 94.8

3.2. Dependent Variable: Probability of Default (PD)

SYMBOL simulates the distribution of losses in a banking system (usually a country) by aggregating
individual banks’ losses. Individual banks’ losses are generated via Monte Carlo simulation using the
Basel FIRB loss distribution function [40]. Simulated losses are based on an estimation of the average
default probability of the portfolio of assets of any individual bank. Default of a bank is determined by
the size of simulated losses and the regulatory capital available to absorb unexpected shocks. Banks
are expected to cover their expected losses with provisions. Unexpected losses, in contrast, relate to
potentially large losses that occur rather seldom. According to this concept, capital would be needed
only for absorbing unexpected loss. The model thus assumes that [3]: (1) the Basel III regulatory model
for credit risk is correct; (2) banks report risks accurately that are in agreement with this model; and
(3) all risks in the bank can be represented as a single portfolio of credit risks (this representation does not
indicate that other risks are not considered—simply that they can be “mapped” in credit risk terms and
modelled using the same framework). The model is processed in four methodological steps [4,38,41,42].
The first, second and third stages are necessary to estimate the banks’ individual probability of default
(PD bank), and the last stage determines the aggregate loss distribution of the system as a whole. Below,
we describe the methodological considerations to estimate a bank’s PD.

3.2.1. Estimation of the Implied Obligor Probability of Default of the Portfolio of Each Individual Bank

The main parameter of the model is the average implied obligor probability of default of a bank
(IOPDi). This variable is obtained from the Basel IRB formula to establish the minimum capital
requirements for credit risk (FIRB approach). For each exposure l of bank i, the IRB formula establishes
capital requirement CRi,l to cover the unexpected losses in the time horizon of one year for a 99.9%
confidence level, as follows:

CRi, l(PDi, l) =

[
LGD·N

(√
1

1−R(PDi, l)
·N−1(PDi, l) +

√
R(PDi, l)

1−R(PDi, l)
·N−1(0.999)

)
− PDi, l ·LGD

]
·M(PDi, l) (1)

where PDi,l is the default probability of exposure l; and R is the correlation among the exposures in the
portfolio, defined as:

R(PDi, l) = 0.12·1 − e−50·PDi, l

1 − e−50 + 0.24·
(

1 − 1 − e−50·PDi, l

1 − e−50

)
− 0.04·

(
1 − s − 5

45

)
where obligor size s is equal to 50; LGD is the loss given default (considered to be 45% in the FIRB
approach); and M(PDi,l) is an adjustment term, defined as:
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M(PDi, l) =
(1 + (M − 2.5)·bi,l)·1.06

1 − 1.5·bi,l

where M is the time to maturity (considered to be 2.5 years in the FIRB approach), and b is the maturity
adjustment, computed as bi,l = (0.11856 − 0.05478· ln(PDi,l))

2.
The minimum capital requirement of the bank (MCRi) is equal to the sum of the capital

requirements of all the exposures:
MCRi = ∑

l
CRi,l ·Ai,l (2)

where Ai,l is the amount of exposure l.
Because there is no available public information about the different banking exposures, the model

considers only one debtor that is equivalent to the total portfolio, and it estimates IOPDi by solving
the following equation:

CR(IOPDi)·∑
l

Ai,l = MCRi (3)

where CR(IOPDi) is the minimum capital requirement based on the Basel regulation (equal to 8% of
the risk-weighted assets), and ∑l Ai,l is the total assets of the bank.

3.2.2. Simulation of Correlated Losses for the Banks in the System

Given the estimated IOPD, the SYMBOL model uses Monte Carlo simulation to generate the
bank loss distribution, using the same IRB formula and imposing a correlation structure among banks
(with a correlation coefficient set to ρ = 50%). SYMBOL is often run imposing an equal correlation
factor of 50% among all banks. A discussion and a sensitivity check of this assumption can be found in
De Lisa et al. [4] and Benczur et al. [37]. This correlation exists as a consequence of the banks’ common
exposure, either to the same borrower or, more generally, to a particular common influence of the
business cycle. In each simulation run j, losses for bank i are simulated as:

Li,j = LGD·N
[√

1
1 − R(IOPDi)

·N−1(IOPDi) +

√
R(IOPDi)

1 − R(IOPDi)
·N−1(αi, j

)]
(4)

where N is the normal distribution function, and N−1(αn,i) are correlated normal random shocks.
IOPDi is the implied obligor probability of default estimated for each bank in Step 1, and LGD is the
loss given default, set as in the Basel regulation equal to 45%.

3.2.3. Determination of the Failure Event and Estimation of PD Bank

In the SYMBOL model, a bank i is considered in default when simulated losses (Lij) exceed the
sum of the expected losses (ELi) and the total actual capital (Ki) given by the sum of its minimum
capital requirement plus the bank’s excess capital:

Li,j − ELi − Ki > 0 → Bank i defaults (5)

The probability of the default of a bank (PD bank) is calculated as the number of times that the
bank defaults over the total number of simulations (100,000).

3.3. Independent Variables: Risk Profile Indicators

As independent variables, we use the core risk indicators established by the EBA in 2015 [7]
(Table 2). They include the following: (i) concerning capital, the leverage ratio (C1) and the capital
coverage ratio, calculated as actual own funds divided by required own funds (C3) and the CET1 ratio
(C4); (ii) concerning liquidity and funding, the LCR (L1), the NSFR (L2) and the liquidity ratio (L3);
(iii) concerning asset quality, the non-performing loans (NPL) ratio (AQ1); and (iv) concerning business
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model and management, the risk-weighted asset to total assets ratio (G1) and the ROA (G2). Because
we do not have information for some of the liquidity indicators proposed, we use the loans-to-deposits
(LTD) ratio and the stable funding/stable assets (ST/SA) ratio as a proxy for the LCR and the NSFR,
respectively. EBA [7] stated that competent authorities may exclude a core indicator upon justification
that it is unavailable because of the legal characteristics or supervisory regimes of some institutions.
In these cases, the most appropriate proxy should be used for the removed indicator.

Table 2. Core indicators of likelihood of failure.

Category Indicator Description Notation
Expected Sign on

Bank Risk

Capital

Leverage ratio Tier 1 capital/Total assets C1 Negative

Capital coverage ratio

Actual common equity Tier 1
ratio/Required common equity Tier 1
ratio or actual own funds/Required
own fund

C2/C3 Negative

Common equity Tier 1
(CET1) ratio

Common equity Tier 1
capital/Risk-weighted assets C4 Negative

Liquidity and
Funding

Liquidity coverage ratio
(LCR)

LCR ratio as defined in Regulation
(EU) No. 575/2013 once it becomes
fully operational

L1 Negative

Net stable funding ratio
(NSFR)

NSFR ratio as defined in Regulation
(EU) No. 575/2013 once it becomes
fully operational

L2 Negative

Liquidity ratio Liquid assets/Total assets L3 Negative

Asset Quality Non-performing loans
(NPL) ratio

Non-performing loans/Total loans
and debt instruments AQ1 Positive

Business model
and management

Risk-weighted assets to
total assets ratio
(RWA/TA)

Risk-weighted assets/Total assets G1 Positive

Return on assets (ROA) Net income/Total assets G2 Positive/Negative

Source: EBA (2015).

The choice of explanatory variables is driven by availability considerations and multicollinearity
issues. Correlation analyses and collinearity diagnostics were performed to assess the extent of
multicollinearity among independent variables. These problems were detected using the correlation
matrix and the variance inflation factor (VIF). As a result, the initially considered CET1 ratio (C4) and
RWA/TA ratio (G1) were finally excluded.

3.4. Methodology

The panel data regression technique is the most appropriate method when the sample comprises
cross-sectional and time-series data. The main benefit of using panel data is that they overcome the
unobservable, constant and heterogeneous characteristics of each bank in the sample [43]. In panel data
models, the stochastic part (εit) consists of two components: ui and eit The unobserved heterogeneity
(ui) represents the bank-specific error term, capturing all the variation at the bank level that is not
controlled for by the independent variables in the model. The idiosyncratic error (eit) captures all
peculiarities, apart from the effects that are already controlled for in the model, that affect the dependent
variable for each bank at each point in time [44]. The Hausman test indicates in all cases that fixed
effects models are preferred. These models assume that ui is correlated with the variables. Our baseline
equation is the following:

PDit = α + β1 × C1i,t + β2 × C3i,t + β3 × L1i,t + β4 × L2i,t
+β5 × L3i,t + β6 × AQ1i,t + β7 × G2i,t + εi,t

(6)
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where PDit represents the probability of default of the bank i in year t; the notations of the explanatory
variables are described in Table 2; the subscripts i and t represent banks and years, respectively; α is
the constant term; βk are the coefficient estimates; and εit is the disturbance.

4. Results

4.1. Relationship between EBA Bank Risk Indicators and PD

First, we report the results of the econometric models for the entire sample of credit institutions
(Table 3). The Hausman test shows that the best model is a fixed effects (within) one. This model
recognises the existence of individual differences at the level of banks (unobserved heterogeneity ui)
that are not controlled for by the explanatory variables so that the PD of each bank depends on
individual factors that cannot be observed.

Table 3. Relationships between risk indicators and PD for Spanish banks.

(1) (2) (3)

C1
−0.01920 *** −0.01834 *** −0.01904 ***

(0.00315) (0.00332) (0.00329)

C3
−0.00049 *** −0.00050 *** −0.00044 ***

(0.00006) (0.00006) (0.00006)

L1
−0.00026 * −0.00024 * −0.00021
(0.00013) (0.00013) (0.00014)

L2
−0.00029 −0.00030 −0.00017
(0.00020) (0.00020) (0.00021)

L3
−0.00081 ** −0.00080 ** −0.00086 **

(0.00038) (0.00038) (0.00038)

AQ1
−0.00713*** −0.00732 *** −0.00419 ***

(0.00113) (0.00116) (0.00149)

G2
0.00423 0.00456 0.00196

(0.00460) (0.00462) (0.00513)

Constant
0.52557 *** 0.40203 *** 0.48428 ***
(0.02951) (0.15251) (0.03537)

Size - 0.00737 -
(0.00892)

Year dummies - - Yes

GDP - - −0.00300 *
(0.00175)

Inflation - - 0.00916 ***
(0.00259)

Risk Premium - - −0.00009 **
(0.00004)

Number of obs. 359 359 359

F(df ) 45.50 (7, 282) 39.85 (8, 281) 23.00 (15, 274)

Prob > F 0.0000 0.0000 0.0000

R2 (within) 0.5304 0.5315 0.5573

Hausman 27.01 (7) 29.16 (8) 29.42 (12)

Notes: This table reports the results of the fixed effects (within) regressions for the entire sample (70 financial
institutions). Model (1) includes only the main indicators. The Model (2) includes the variable size of the entity.
Model (3) includes macroeconomic variables and time dummies. The standard errors are reported in parentheses.
R2 is the proportion of variation in the dependent variable explained by the model. The Hausman test compares the
fixed versus random effects, asymptotically distributed as χ2 under the hypothesis that the individual effects are
uncorrelated with the other regressors in the model, with degrees of freedom in parentheses. *, **, and *** indicate
statistical significance at the 10%, 5% and 1% levels, respectively.
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The results of the baseline Model (1) show significant coefficients for the capital adequacy ratios,
indicating the relevant impact of these variables on the banks’ probability of default. The C1 and C3
ratios have significantly negative impacts on PD such that an increase in the capitalisation of banks
increases the ability to absorb sudden losses and, therefore, to reduce the probability of default. Our
findings support previous research, such as Čihák and Schaeck [45], Baselga-Pascual et al. [15] and
Leung et al. [46].

Regarding the influence of liquidity indicators on bank risk, the literature has not produced
conclusive findings. Ahmand and Arrif [11] found evidence for both a positive and a negative
relationship between liquidity indicators and credit risk, depending on the analysed country. For some
countries, the authors suggested that banks with more liquid assets tend to have higher credit risk.
They believed that this contrasting result might be due to short-term assets or loans that banks own
to hold more liquid assets to defend against rapidly changing interest rate markets. Corroborating
this belief, Khan et al. [20] found that banks with lower fund liquidity risk tend to take more risks.
In other countries, Ahmand and Arrif [11] found that liquidity is negatively related to credit risk.
Veloz and Benou de Gomez [10] and Baselga-Pascual et al. [15] supported the premise that banks with
higher levels of liquidity are less likely to experience an increase in the default rate. Our research also
supports this last premise: the liquidity indicators (L1 and L3) appear to be statistically significant,
such that the higher the liquidity is, the lower the probability of default of the commercial banks is.

The asset quality of banks also influences our measure of PD. There is a general consensus
in the literature that an increase in the percentage of non-performing loans (NPLs) can reduce the
quality of the banking sector’s assets and increase the probability of default (e.g., [13,15,47–49]).
However, following the financial crisis, higher capital requirements can generate the opposite effect,
encouraging banks to increase risk taking, although this increase in risk taking is offset by the beneficial
impact of increased loss absorbing arising from higher capital requirements, leading to more stable
banks [18,50–52]. Our findings agree with this last argument. An increase in the delinquency rate is
offset by a reinforcement of capital, and this higher buffer of capital will lead to lower unexpected
losses and therefore lower PD. Finally, the remaining variable related to profitability does not prove to
be significant.

In Model (2), we introduced the logarithm of the total assets as a proxy for the size of the bank,
but it does not have any impact on PD. This result supports the “one-size-fits-all” financial regulation
for the Spanish banking system.

In Model (3), we control for the macroeconomic variables and we find a relevant impact of GDP
growth, inflation and risk premium on the probability of default of Spanish banks. These results
indicate that the traditional bank risk indicators are not the only determinants of the new measure
of PD from a regulatory approach. Therefore, the PD based on the SYMBOL model should be used
jointly with the traditional indicators for a more complete analysis of the bank risk.

4.2. Differences between Commercial Banks and Credit Cooperatives

We contrast the existence of significant differences between groups of entities (commercial banks
and credit cooperatives) using analysis of variance (ANOVA). Table 4 shows the descriptive statistics
(mean and standard deviation) and the results for the Welch test (Because the majority of variables do
not meet the assumption of homoscedasticity, we employ Welch’s test, which is more robust if this
assumption fails. Levene’s test is employed to contrast the homogeneity of variances).

The results show notable differences in the risk profiles of commercial banks and credit
cooperatives. There are significant differences in the level of solvency by type of entity. The mean
probability of default for commercial banks is higher than the mean PD for credit cooperatives.
Furthermore, credit cooperatives have higher mean values of capital adequacy (C1 and C3) and
liquidity indicators (L1, L2, and L3). From this initial outline, we can deduce the existence of different
risk profiles among Spanish banks. It seems that credit cooperatives have contributed to financial
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stability to a greater extent than commercial banks, perhaps because the cooperative business model of
credit cooperatives in Spain is more conservative about taking risks.

Table 4. Summary statistics for commercial banks and credit cooperatives.

Commercial Banks Cooperative Credit Unions Total Welch’s Test

PD
0.211 0.177 0.201

12.805 ***(0.083) (0.083) (0.085)

C1
5.984 6.828 6.250

27.698 ***(1.363) (1.432) (1.438)

C3
173.561 214.895 186.571

44.094 ***(61.765) (51.245) (61.659)

L1
84.659 91.563 86.832

7.983 ***(26.227) (18.943) (24.358)

L2
109.424 128.120 115.309

26.620 ***(26.350) (34.130) (30.252)

L3
20.061 26.908 22.216

22.010 ***(12.187) (13.134) (12.875)

AQ1
5.790 5.784 5.788

0.002(3.423) (3.854) (3.559)

G2
0.277 0.341 0.297

0.963(0.662) (0.530) (0.623)

Notes: This table reports the means and standard deviations (in parentheses) for the commercial banks, the credit
cooperatives and the entire sample during the period of 2008–2016. We also report the results of the test for
differences in means to analyse the statistically significant differences. *** Significant at the 1% level.

The previous literature found some evidence concerning the influences of the ownership structure
and the sizes of banks on their risk. Klomp and Haan [53] found that the effects of banking regulation
and supervision on bank risk depends not only on the level of risk of the bank but also on its ownership
structure and size as well. In this sense, Shehzad et al. [54] stated that risk-taking behaviour depends
on the bank ownership concentration. Finally, Vázquez and Federico [55] concluded that smaller banks
are more vulnerable to liquidity problems, while larger banking groups usually have a lack of capital
buffers. Based on these findings, we introduce interaction dummies into our econometric models to
explore the impact of the risk indicators on PD by type of entity (see Table 5).

The statistical significance of the interaction dummies in the specification (1) indicates that the
effects of the risk indicators on the PD differ by type of entity. In fact, for commercial banks (2),
the capital adequacy (C1 and C3) and the asset quality (AQ1) ratios appear to be significant, whereas
for credit cooperatives (3), the capital (C3) and the liquidity (L3) indicators seem to be the most
important determinants of the PD. This result shows notable differences regarding key factors in
the risk profiles of commercial banks and credit cooperatives, and our findings agree with research
previously mentioned [53–55].

4.3. Differences between Crisis and Post-Crisis Periods

Finally, we contrasted the existence of significant differences between the crisis period (2008–2012)
and the post-crisis period (2013–2016) using analysis of the Variance (ANOVA). We considered the
post-crisis period from 2013, when the first signs of economic recovery were seen (some signs are the
reduction in 10-year Germany bond spreads and the increases in real GDP and domestic demand)
(Bank of Spain, 2017).

Table 6 shows the descriptive statistics (mean and standard deviation), and the results of the
Welch test.
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The results show notable differences in the risk profiles of banks during and after the most recent
financial crisis. The mean probability of default after the crisis is much lower than the mean PD for
the crisis period. Furthermore, after the crisis, Spanish banks presented higher mean values of capital
adequacy and liquidity indicators. Finally, the delinquency rate experienced an increase after the crisis.
From this initial outline, we can deduce that Spanish banking institutions presented a better financial
situation after the crisis, likely because of the regulatory actions adopted.

Table 5. Differences in the determinants of the probability of default by type of entity.

(1) Interaction Dummies (2) Commercial Banks (3) Credit Cooperatives

C1
−0.00567 −0.02849 *** −0.00567
(0.00528) (0.00400) (0.00528)

C3
−0.00088 *** −0.00033 *** −0.00088 ***

(0.00014) (0.00007) (0.00014)

L1
−0.00042 −0.00026 * −0.00042
(0.00027) (0.00015) (0.00027)

L2
0.00034 −0.00004 0.00034

(0.00033) (0.00029) (0.00033)

L3
−0.00214 ** −0.00060 −0.00214 **

(0.00086) (0.00044) (0.00086)

AQ1
−0.00299 −0.00959 *** −0.00299
(0.00193) (0.00139) (0.00193)

G2
−0.00417 0.00475 −0.00417
(0.00908) (0.00524) (0.00908)

Constant
0.51424 *** 0.51424 *** 0.51424 ***
(0.03094) (0.03094) (0.03094)

Number of obs. 359 246 113

C1 x dummy type −0.02282 ***
(0.00662)

C3 x dummy type 0.00055 ***
(0.00016)

L1 x dummy type 0.00016
(0.00031)

L2 x dummy type −0.00038
(0.00044)

L3 x dummy type 0.00153
(0.00096)

AQ1 x dummy type −0.00660 ***
(0.00238)

G2 x dummy type 0.00892
(0.01049)

F(df ) 26.56 (14, 275)

Prob > F 0.0000

R2 (within) 0.5748

Hausman 26.28 (14)

Notes: This table reports the results of fixed effects (within) regressions. The model in Column (1) includes
interaction dummies. Considering the differences in the determinants of PD by type of entity, we report the
coefficients of the regression for commercial banks (2) and for credit cooperatives (3). The standard errors are
reported in parentheses. R2 is the proportion of variation in the dependent variable explained by the model. The
Hausman test compares the fixed versus random effects, asymptotically distributed as χ2 under the hypothesis
that the individual effects are uncorrelated with the other regressors in the model, with degrees of freedom in
parentheses. *, **, and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
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Table 6. Summary statistics for periods of time.

2008–2012 2013–2016 Total Welch’s Test

PD
0.226 0.156 0.201

77.129 ***(0.084) (0.065) (0.085)

C1
6.320 6.127 6.250

1.499(1.436) (1.437) (1.438)

C3
169.311 216.976 186.571

39.810 ***(37.324) (81.414) (61.659)

L1
84.732 90.532 86.832

4.246 **(22.267) (27.359) (24.358)

L2
108.732 126.893 115.309

23.282 ***(20.131) (40.144) (30.252)

L3
18.848 28.150 22.216

36.839 ***(9.085) (16.078) (12.875)

AQ1
4.368 8.289 5.788

104.145 ***(2.249) (4.040) (3.559)

G2
0.269 0.346 0.297

1.483(0.681) (0.505) (0.623)

Following these arguments, we introduce interaction dummies into our econometric models to
explore the impact of the risk indicators on PD by period of time (see Table 7).

Table 7. Differences in the determinants of the probability of default by periods of time.

Interaction Dummies (1) Crisis Period (2) Post-Crisis Period

C1
−0.01251 *** 0.01267 ** −0.01251 ***

(0.00366) (0.00504) (0.00366)

C3
−0.00032 *** −0.00211 *** −0.00032 ***

(0.00006) (0.00021) (0.00006)

L1
0.00003 −0.00065 * 0.00003

(0.00014) (0.00036) (0.00014)

L2
−0.00035 * 0.00034 −0.00035*
(0.00020) (0.00042) (0.00020)

L3
−0.00076 ** 0.00004 −0.00076 **

(0.00038) (0.00055) (0.00038)

AQ1
−0.00129 −0.00037 −0.00129
(0.00149) (0.00197) (0.00149)

G2
0.01204 −0.00217 0.01204

(0.00864) (0.00534) (0.00864)

Constant
0.36656 *** 0.52600 *** 0.36656 ***
(0.03891) (0.03601) (0.03891)

Dummy crisis 0.15944 ***
(0.04199)

Number of obs. 359 229 130

C1 x dummy crisis 0.02518 ***
(0.00514)

C3 x dummy crisis −0.00179 ***
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Table 7. Cont.

Interaction Dummies (1) Crisis Period (2) Post-Crisis Period

(0.00022)

L1 x dummy crisis −0.00068 *
(0.00037)

L2 x dummy crisis 0.00069
(0.00042)

L3 x dummy crisis 0.00081
(0.00059)

AQ1 x dummy crisis 0.00092
(0.00193)

G2 x dummy crisis −0.01422
(0.01018)

F(df ) 32.94 (15, 274)

Prob > F 0.0000

R2 (within) 0.6433

Hausman 76.08 (15)

Notes: This table reports the results of fixed effects (within) regressions. The model in Column (1) includes
interaction dummies. Considering the differences in the determinants of PD by period of time, we report the
coefficients of the regression for the crisis period (2) and for the post-crisis period (3). The standard errors are
reported in parentheses. R2 is the proportion of variation in the dependent variable explained by the model. The
Hausman test compares the fixed versus random effects, asymptotically distributed as χ2 under the hypothesis
that the individual effects are uncorrelated with the other regressors in the model, with degrees of freedom in
parentheses. *, **, and *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.

The statistical significance of the interaction dummies in specification (1) indicates that the effects
of the risk indicators on the PD differ by period of time. In fact, during the crisis period (2), the main
determinants of PD were the capital adequacy (C1 and C3) ratios, whereas after the financial crisis (3),
the liquidity (L2 and L3) indicators seem to also be important determinants of the PD. Our findings
agree with Vázquez and Federico [55], who concluded that banks with structural liquidity difficulties
and higher leverage during a pre-crisis period are more prone to experience distress in a post-crisis
period. These results show notable differences regarding key factors in the risk profiles of Spanish
banks during and after the crisis.

5. Conclusions

Given the importance of stress exercises as an element of analysis and a policy tool, the EU
started to use a new model, called SYMBOL, to measure the quantitative impact of different European
Commission proposals. The model can also be used to determine the probability of bank default under
the Basel regulatory approach [5]. Our work extends the previous research on the determinants of
bank risk, analysing the relationships between the risk indicators proposed by the EBA [7] and the
individual default probabilities of Spanish credit institutions during the period of 2008–2016, based on
a new measure supported by banking regulation.

Our results for Spanish banking credit institutions reveal that capital adequacy, liquidity and
asset quality are the main determinants of the banks’ probability of default from a regulatory approach.
The macroeconomic scenario appears to be significant as well. In addition, the explanatory power of
the models indicates that the traditionally used indicators are not the only determinants of the new
measure of banks’ PD. Thus, this new proxy could be supplementary to the traditional risk indicators
in bank risk analysis.

When we contrast the existence of significant differences between groups of entities, we find
different risk profiles between commercial banks and credit cooperatives. The mean probability of
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default of commercial banks is higher than the mean PD of credit cooperatives. Furthermore, the credit
cooperatives present greater capital adequacy and liquidity than commercial banks. It seems that
Spanish credit cooperatives have contributed to financial stability to a greater extent than commercial
banks. In addition, the introduction of interaction dummies into the models reveals that the influence of
each indicator in the PD differs by the type of entity. For commercial banks, the probability of default is
mainly influenced by the capital adequacy (C1 and C3) and asset quality (AQ1) ratios, while, for credit
cooperatives, the capital (C3) and liquidity (L3) indicators seem to be the most important determinants
of the PD. These findings support previous research [53–55], and they reveal notable differences
regarding the key factors in the risk management of commercial banks and credit cooperatives.

Regarding the influence of the most recent financial crisis, we can deduce that Spanish banking
institutions present a better financial situation after the crisis, likely because of the regulatory actions
adopted. The results show that the mean probability of default after the crisis is much lower than the
mean PD for the crisis period. Furthermore, after the crisis, Spanish banks present higher mean values
of capital adequacy and liquidity indicators. The statistical significance of the interaction dummies
indicates that the effects of the risk indicators on the PD also differ by period of time. In fact, during
the crisis period, the main determinants of PD were the capital adequacy (C1 and C3) ratios, whereas
after the financial crisis, the liquidity (L2 and L3) indicators also seem to be important determinants of
the PD. Our findings agree with Vázquez and Federico [55].

In conclusion, our findings could be important to regulatory and supervisory authorities for
several reasons. First, the PD based on the SYMBOL model could be considered to analyse bank risk
from a regulatory approach. It could be used jointly with the traditional indicators for a more complete
analysis of unexpected bank losses. Second, given the standardised calculation of this measurement,
it could enable comparisons across different credit institutions [56], thus improving market discipline.
Finally, our results might be useful to the design of new regulations focused on the key factors that
affect the banks’ probability of default. We have shown the importance of considering the differences
between types of entities from the point of view of financial stability, indicating that the emphasis of
regulation and supervision in Spain should differ by type of entity to control for different risk factors.
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Abstract: In this paper, we extend Maslow’s need hierarchy theory and the two-level optimization
approach by developing the framework of the Maslow portfolio selection model (MPSM) by solving
the two optimization problems to meet the need of individuals with low financial sustainability
who prefer to satisfy their lower-level (safety) need first, and, thereafter, look for higher-level
(self-actualization) need to maximize the optimal return. We illustrate our proposed model with
real American stock data from the S&P index and conduct the out-of-sample analysis to compare
the performance of our proposed Variance-CVaR (conditional value-at-risk) MPSM with both
traditional mean-variance and mean-CVaR models. Our empirical analysis shows that our proposed
Variance-CVaR MPSM is not only sustainable, but also obtains the best out-of-sample performance in
the sense that the optimal portfolios obtained by using our proposed Variance-CVaR MPSM obtain
the highest cumulative returns in the out-of-sample period among the models used in our paper.
We note that our proposed model is not only suitable to individuals with low financial sustainability,
but also suitable to institutions or investors with high financial sustainability.

Keywords: portfolio selection; need hierarchy theory; two-level optimization; variance; coherent
risk measures

JEL Classification: G11; C61; C44

1. Introduction

There is an increasing number of organizations, especially governments, who take financial
sustainability into account. Traditionally, financial sustainability can be defined as the ability of
government to finance the provision of public services at present without compromising the ability to
do so in the future [1–3]. In the latest decade, empirical research has been conducted on the financial
sustainability of Microfinance institutions [4–6]. Nurmakhanova et al. [7] claim that sustainable
Microfinance institutions are the ones that operate profitably and do not require subsidies to succeed.
They show that focusing on financial sustainability does not necessarily hurt the depth and breadth of
outreach (social mission).

However, financial sustainability is ignored by conventional portfolio selection models.
The mean-risk model is the most widely used framework in the portfolio selection. In the pioneer work
of the mean-variance (MV) model, Markowitz [8] uses the variance of a portfolio return as risk function.
As a measure of dispersion about the expected mean, variance is desirable risk measure for investors
to evaluate their risk, especially for individuals with low financial sustainability. However, variance
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has a serious shortcoming that it equally penalizes returns on both sides of the distribution, limiting
its application to jointly elliptical distributions [9]. To circumvent the limitation, Artzner et al. [10]
introduce the coherent risk measure via an axiomatic method and discuss that a good risk measure
should satisfy monotonicity, translation invariance, positive homogeneity, and subadditivity.

Recently, the seemingly large daily price movements in high-tech stocks have further generated
investigation into the market risk. Extreme price movements in the financial markets are rare,
but extraordinarily important for investors and financial institutions with both high and low
financial sustainability. Value-at-Risk (VaR) [11] is one well-known tool to take care of the left
tails of distributions (extremely unfavorable outcomes). Nonetheless, VaR is not a coherent risk
measure. To overcome this limitation, conditional VaR (CVaR) becomes popular because CVaR
possesses some attractive theoretical properties including being coherent, consistent with second-order
stochastic dominance [12], and easy to operate [13]. Dobrovolskiene and Tamosiuniene [14] develop a
sustainability-oriented model of financial resource allocation in a project portfolio by integrating a
composite sustainability index of a project into Markowitz’s classical mean-variance model.

Investors could consider different kinds of risk in the portfolio selection according to different
sustainability. This idea is consistent with the need hierarchy theory proposed in [15]. De Brouwer [16]
offers an alternative formulation of the behavioural portfolio theory via the theory of needs,
and Colson et al. [17] develop the approach for the two-level optimization estimation. In this paper,
we extend their theories by developing the framework of the Maslow portfolio selection model
(MPSM) and solving the two optimization problems to meet the need of individuals with low financial
sustainability who prefer to satisfy their lower-level (safety) need first, and thereafter, look for
higher-level (self-actualization) need to maximize the optimal return. In addition, we develop a
special MPSM call Variance-CVaR MPSM.

In order to check whether our proposed model is superior to the traditional MV model in [8]
and the mean-CVaR (M-CVaR) model in [13], we illustrate our proposed model with real American
stock data from the S&P index and conduct the out-of-sample analysis to compare the performance
of our proposed Variance-CVaR MPSM with both MV and M-CVaR models. Our empirical analysis
shows that our proposed Variance-CVaR MPSM is not only sustainable, but also obtains the best
out-of-sample performance in the sense that the optimal portfolios obtained by using our proposed
Variance-CVaR MPSM obtain the highest cumulative returns in the out-of-sample period among the
models used in our paper.

Our findings support our conjecture that individuals with low financial sustainability who prefer
to satisfy their lower-level (safety) needs first, and, thereafter, look for higher-level (self-actualization)
needs do prefer our proposed models to both MV and M-CVaR models. We also find that institutions
or investors with high financial sustainability who prefer to look for higher-level (self-actualization)
needs first, and, thereafter, satisfy their lower-level (safety) needs also prefer our proposed models to
both MV and M-CVaR models in our illustration.

The rest of the paper is organized as follows. In Section 2, we do a quick review on the coherent
risk measure. The Variance-Coherent Maslow portfolio selection model are proposed in Section 3.
Empirical study on the American stock market is carried out in Section 4. Section 5 draws inferences
and conclusions from the findings in this paper.

2. Coherent Risk Measures

Artzner et al. [10] define the coherent risk measure as follows:

Definition 1. A risk measure ρ : L∞ → R is called coherent if it satisfies the following four axioms:

1. Monotonicity: for all X, Y ∈ L∞ with X ≤ Y, ρ(Y) ≤ ρ(X);
2. Translation invariance: for all X ∈ L∞ and α ∈ R, ρ(X + α) = ρ(X)− α;
3. Positive homogeneity: for all X ∈ L∞ and λ ≥ 0, ρ(λX) = λρ(X); and
4. Subadditivity: for all X, Y ∈ L∞, ρ(X + Y) ≤ ρ(X) + ρ(Y).
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Applying the Separation Theorem for convex sets, we obtain the following general representation
for all coherent risk measures in “generalized scenarios”:

Proposition 1. A risk measure ρ : L∞ → R is called coherent if and only if there exists a family P of
probability measures on the set of states of nature such that

ρ(X) = sup
P∈P

{
EP(−X)

}
. (1)

Using Definition 1 for the coherent risk measure, some specific risk measures have been
proposed [18,19]. One of the popular measures is the conditional value-at-risk (CVaR) developed
in [13,20]. To be specific, for any α ∈ (0, 1], we have

CVaRα(X) = inf
t∈R

{t +
1

1 − α
E[−X − t]+}. (2)

This coherent risk measure not only has a clear interpretation, but also obtains some good
properties. For example, the ranking of assets by using the mean return and CVaR is equivalent to
that by using the second-order stochastic dominance [12]. Furthermore, CVaR is the best convex
approximation to VaR [21]. In this paper, in order to describe investors’ subjective risk preference
better, we propose to use the spectral risk measure, which is defined as follows:

Definition 2. A spectral risk measure ρφ : L∞ → R is defined as

ρφ(X) = −
∫ 1

0
φ(p)F−1

X (p)dp, (3)

in which φ : [0, 1] → [0, 1] is called a spectral function satisfying

1. φ(p) ≥ 0 for all p ∈ (0, 1];
2. φ(p1) ≥ φ(p2) for all p1, p2 ∈ (0, 1] with p1 < p2; and
3.
∫ 1

0 φ(p)dp = 1.

3. Variance-Coherent Maslow Portfolio Selection Model

In this section, we first recall the framework of the Maslow portfolio selection model, and,
thereafter, set the specific model with coherent risk measures. Assume that there are n risky assets
S = (s1, ...; sn)′ whose random returns are denoted by R = (R1, ...; Rn)′ with mean μ = (μ1, ...; μn)′

and covariance matrix Σ = (σij)n×n. Denote the portfolio held by an investor as x = (x1, ...; xn)′ with
∑n

i=1 xi = 1, and the random return rate of her/his portfolio is ∑n
i=1 Rixi with mean ∑n

i=1 μixi and
variance x′Σx.

3.1. Framework of MPSM

According to the hierarchy theory proposed in [15], the safety and self-actualization needed
are closely related to investment activity such that investors would like to ensure the safety of their
initial wealth first, and, thereafter, gain as much profit as possible. Maslow suggests that the safety
needs (lower-level needs) must be fulfilled before the individuals desire for self-actualization needs
(higher-level needs). This hierarchy can be modelled by using the two-level optimization in [17],
in which one optimization problem is embedded within another optimization problem.

In this paper, we extend the theory developed in [15] and the two-level optimization approach
developed in [17] to obtain the framework of MPSM by solving the following two optimization
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problems to meet the need of individuals with low financial sustainability who prefer to satisfy their
lower-level (safety) need first, and, thereafter, look for higher-level (self-actualization) need:

upper-level: max
n

∑
i=1

μixi, (4)

s.t. ru(x) ≤ L, (5)

rl(x) ≤ f ∗ + δ, (6)
n

∑
i=1

xi = 1, (7)

xi ≥ 0, i = 1, · · · , n, (8)

where f ∗ is the optimal value obtained from solving the following optimization problem:

lower-level: min rl(y), (9)

s.t.
n

∑
i=1

μiyi ≥ G, (10)

n

∑
i=1

yi = 1, (11)

yi ≥ 0, i = 1, · · · , n. (12)

Here, two risk measures, rl(x) and ru(x), depend on portfolio composition x and describe the risks
corresponding to the lower-level (safety) needs and higher-level (self-actualization) needs, and the two
preset parameters, G and L, are the minimum return and maximum loss investors could accept,
respectively. Short-selling is restricted in the MPSM to stabilize the portfolio problem [22].

Constraint (6) links the lower-level (safety) needs to the higher-level (self-actualization) needs
by f ∗. δ is viewed as a tolerance parameter for the safety requirement. The greater the δ, the lower
the requirement for safety. Constraint (6) is designed to fit the needs of individuals with low financial
sustainability who prefer to satisfy their lower-level (safety) needs first, and thereafter, look for
higher-level (self-actualization) needs.

Remark 1. The two-level optimization problem stated in (4)–(12) can be viewed as the δ−constraint method
for solving bi-objective programming [23].

Remark 2. Since Equations in (4)–(12) do not give any restriction on the forms of both rl(x) and ru(x),
investors have all the freedom and flexibility to construct different MPSMs.

3.2. Variance-Coherent MPSM

Since our proposed model allows investors to have all the freedom and flexibility to construct
different MPSMs, in this section, we propose the following particular MPSM: when setting rl(x)
and ru(x) as variance and coherent risk measures, respectively, we obtain the concrete portfolio
selection model, which is called Variance-Coherent MPSM under the framework of MPSM as stated in
the following:
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higher-level: max
n

∑
i=1

μixi, (13)

s.t. ρ(x) ≤ L, (14)

x′Σx ≤ f ∗ + δ, (15)
n

∑
i=1

xi = 1, (16)

xi ≥ 0, i = 1, · · · , n, (17)

where f ∗ is the optimal value obtained from solving the following optimization problem:

lower-level: min y′Σy, (18)

s.t.
n

∑
i=1

μiyi ≥ G, (19)

n

∑
i=1

yi = 1, (20)

yi ≥ 0, i = 1, · · · , n. (21)

There are several reasons we set the two risk functions in the above. Firstly, when pursuing
higher-level needs, investors would like to use more advanced risk control methods or financial
instruments as shown from Equations (13) to (17). Secondly, variance and coherent risk measures are
good alternatives for investors to meet different levels of needs. On one hand, variance measures
the overall volatility, and, thus, it helps to ensure the safety of the initial wealth. On the other hand,
coherent risk measures depict the tail risks so as to provide investors more chance to obtain high
payoffs. Thirdly, from the viewpoint of empirical comparability, setting rl(x) and ru(x) as variance and
coherent risk measures makes it easier for academics and practitioners to compare our proposed model
with the classical models in [8,13] through empirical analyses since they are closely related. To some
extent, this chronological order provides us a criterion for choosing risk functions corresponding to
different levels of needs.

4. Empirical Analyses

To illustrate the effectiveness of our proposed model stated in Equations (13)–(21) of Section 3.2,
we investigate the superiority of using our proposed Variance-Coherent MPSM empirically. Here,
we take the coherent risk measure as CVaR; that is to say, the spectral function is taken as
φ(p) = 1

1−α 1{0≤p≤1−α}. This investigation is based on the historical data of stocks from all components
of the S&P 500 Index in the American stock market.

For comparison purposes, we also analyse the performance of a few other closely related models,
including the classical MV and M-CVaR models in [8,13]. In essence, they depict both investors’ safety
needs and self-actualization needs. For convenience, we use “MV”, “M-CVaR”, “Maslow (0.008)”,
and “Maslow (0.010)” to stand for the optimal portfolios obtained under the classical MV model,
M-CVaR model and our proposed model (13)–(21) with δ = 0.008 and δ = 0.010, respectively.

4.1. Data

To ensure decentralization, we choose 30 stocks classified into different industries from the
components of the S&P 500 Index. The stocks shown in Table 1 are chosen because they have either
the 30 highest market capitalizations or the 30 largest trading volumes, and, thus, they are the leading
stocks in the corresponding industries.
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Historical weekly returns of the aforementioned 30 stocks in six years, from 6 October 2011 to
5 October 2017, are downloaded from the Yahoo Finance (http://finance.yahoo.com/) to form the
data set. Moreover, the data from 6 October 2011 to October 5 2016 are used to obtain the optimal
portfolios, and the remaining data are used for evaluating the out-of-sample performance.

Table 1. Stock pool (in alphabetical order).

No. Name No. Name No. Name

1 AAPL 11 DUK 21 MCD
2 AEP 12 F 22 MDT
3 AIG 13 FDX 23 MSFT
4 AMGN 14 GE 24 NKE
5 AXP 15 HD 25 PG
6 BA 16 HON 26 SLB
7 BAC 17 INTC 27 T
8 CAT 18 JNJ 28 UNH
9 CMCSA 19 JPM 29 WMT

10 CVX 20 KO 30 XOM

Note: These 30 stocks are numbered in alphabetical order. They are the leading ones in their corresponding
industries. The time period is from 6 October 2011 to 5 October 2017.

4.2. The Characteristics of the Optimal Portfolios

In this section, we look into the characteristics of the optimal portfolios obtained by using different
portfolio selection models. In this experiment, we set α = 0.95. According to the features of historical
data, we set G = 0.001 and L = 0.05. The optimal portfolios under the Variance-CVaR MPSM are
obtained by following the steps described in Section 3. We summarize the characteristics of individual
stocks in Table 2, including the sample mean and risk (variance and CVaR0.95).

One can easily observe from the fifth column of Table 2 that the optimal portfolios obtained under
the MV (safety needs) model are of the most diversification while the optimal portfolios displayed
in the last column that are obtained under the M-CVaR (self-actualization needs) model are of the
most concentration because there is only one asset in each portfolio under this category. Nonetheless,
the optimal portfolios corresponding to our proposed Variance-CVaR MPSM (13)–(21) strike a balance
between the most diversification and the most concentration that the optimal portfolios are diversified
but not the most diversified and not the most concentrated. In addition, with the increase of the
tolerance parameter δ for the safety requirement, the optimal portfolio derived from our proposed
model becomes more concentrated.

All the above empirical results are in agreement with the motivations of the portfolio selection
models. The well-diversified portfolios are robust with respect to the collapse of any stock, and, thus,
being safe to some extent. The concentrated portfolios (Column 8) including only stocks with the
largest means gain the higher returns during the formation period. The compromising portfolios
derived from our new Variance-CVaR MPSM not only contain the assets with larger means to get higher
returns at one hand, but also allocate the wealth to several other stocks to enhance the diversification
and robustness of the portfolios on the other hand.
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Table 2. The characteristics of the stocks and the optimal portfolios under different models.

No. Mean Variance CVaR0.95 MV Maslow (0.008) Maslow (0.010) M-CVaR

1 0.00404 0.00151 0.07937 0.04441 0 0 0
2 0.00292 0.00050 0.04568 0 0 0 0
3 0.00478 0.00120 0.07103 0 0 0 0
4 0.00506 0.00098 0.05577 0 0.03968 0 0
5 0.00203 0.00081 0.06450 0.01195 0 0 0
6 0.00390 0.00092 0.06374 0 0 0 0
7 0.00493 0.00186 0.08423 0 0 0 0
8 0.00178 0.00123 0.07027 0 0 0 0
9 0.00497 0.00072 0.04690 0 0.18695 0.09400 0
10 0.00146 0.00089 0.06205 0 0 0 0
11 0.00204 0.00045 0.04590 0.20159 0 0 0
12 0.00184 0.00131 0.07279 0 0 0 0
13 0.00399 0.00093 0.06051 0 0 0 0
14 0.00327 0.00076 0.05318 0 0 0 0
15 0.00585 0.00067 0.04747 0 0.59555 0.81397 1.00000
16 0.00406 0.00067 0.05145 0 0 0 0
17 0.00317 0.00095 0.06752 0 0 0 0
18 0.00319 0.00033 0.03577 0.16204 0 0 0
19 0.00414 0.00109 0.07121 0 0 0 0
20 0.00170 0.00044 0.04402 0 0 0 0
21 0.00183 0.00041 0.04445 0.17576 0 0 0
22 0.00440 0.00054 0.04456 0.03585 0 0 0
23 0.00409 0.00104 0.07210 0 0 0 0
24 0.00398 0.00087 0.05899 0 0 0 0
25 0.00211 0.00037 0.04206 0.14469 0 0 0
26 0.00205 0.00130 0.07410 0 0 0 0
27 0.00244 0.00046 0.04281 0.07682 0 0 0
28 0.00496 0.00076 0.05413 0.03914 0.17783 0.09203 0
29 0.00171 0.00055 0.05434 0.09760 0 0 0
30 0.00147 0.00057 0.05289 0.01016 0 0 0

Note: MV, M-CVaR, Maslow (0.008), and Maslow (0.010) stand for the optimal portfolios obtained under the
MV model, M-CVaR model, and as our proposed model (13)–(21) with δ = 0.008 and δ = 0.010, respectively.

4.3. Out-of-Sample Performance

During the formation period, one could conclude that the optimal portfolios obtained under the
MV (safety needs) model are of the most diversification while the optimal portfolios obtained under
the M-CVaR (self-actualization needs) model are of the most concentration. However, the optimal
portfolios obtained from our proposed Variance-CVaR MPSMs are neither of the most diversification
nor of the most concentration. Could this be used to infer that the performance of our proposed
Variance-CVaR MPSMs is not good? We say that this is not true. Whether the performance of the
optimal portfolios is good or not does not depend on their performance of the portfolios in the
formation period (since one cannot make any cent from the formation period) but depends on their
performance on the testing period (that one can make profit in the testing period). This argument is
consistent with DeMiguel et al. [24], who suggest that the out-of-sample performance is one of the
most optimal ways to compare different investment strategies.

Thus, in this section, we carry out the out-of-sample analysis to evaluate the practical usefulness of
different portfolio selection models. To do so, we investigate the payoffs of different optimal portfolios
by using their cumulative returns and exhibit the results in Figure 1, which enable us to examine the
evolution of the actual out-of-sample returns over time. Obviously, for a given time, the higher the
cumulative return, the better the optimal portfolio or the corresponding portfolio selection model.

From Figure 1, one can tell that the cumulative returns of the safety strategy are always the
lowest. On the other hand, the out-of-sample performance of the “most promising” strategy (M-CVaR)
is barely satisfactory because this strategy suffers from the maximum losses at the very beginning,
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and thus, obtains the minimum gains during the final period. Nonetheless, the two optimal portfolios
determined by our proposed Variance-CVaR MPSM outperform the two strategies above significantly,
which can be easily observed from the curves in Figure 1 corresponding to Maslow (0.008) and Maslow
(0.010). This shows that our proposed Variance-CVaR MPSM is not only sustainable, but also obtains
the best performance among the four models in our analysis.

Figure 1. The cumulative return rates of the optimal portfolios got under different portfolio selection
models. Note: MV, M-CVaR, Maslow (0.008) and Maslow (0.010) stand for the optimal portfolios
obtained under the MV model, M-CVaR model, as well as our proposed model (13)–(21) with δ = 0.008
and δ = 0.010, respectively.

4.4. Further Discussion on the Results and Methods

To examine whether our proposed model outperforms the most commonly-used classical MV
(safety needs) model developed in [8] and the M-CVaR (self-actualization needs) model developed
in [13], we illustrate our proposed model with real American stock data from the S&P index and
conduct the out-of-sample analysis to compare the performance of our proposed Variance-CVaR MPSM
with both MV and M-CVaR models. Our empirical analysis shows that our proposed Variance-CVaR
MPSM is not only sustainable, but also obtains the best out-of-sample performance in the sense that
the optimal portfolios obtained by using our proposed Variance-CVaR MPSM obtain the highest
cumulative returns in the out-of-sample period among the models used in our paper.

We note that our proposed model is mainly designed for individuals with low financial
sustainability who prefer to satisfy their lower-level (safety) needs first, and, thereafter, look for
higher-level (self-actualization) needs. One may believe that our proposed model is not suitable for
investors with high financial sustainability. We argue that this is not true. Firstly, there are still some
institutions or investors with high financial sustainability who still prefer to satisfy their lower-level
(safety) needs first, and, thereafter, look for higher-level (self-actualization) needs. Our models are
still suitable for these types of institutions or investors with high financial sustainability. Secondly,
even for institutions or investors with high financial sustainability who prefer to look for higher-level
(self-actualization) needs first, and, thereafter, satisfy their lower-level (safety) needs, our proposed
models could still be suitable for them because our empirical study does find that our proposed
Variance-CVaR MPSM obtains the highest cumulative returns in the out-of-sample period among
the models used in our paper. Thus, we can claim that our proposed model is not only suitable for
institutions or investors with high financial sustainability who still prefer to satisfy their lower-level
(safety) needs first, and, thereafter, look for higher-level (self-actualization) needs, but is also suitable
for institutions or investors with high financial sustainability who prefer to look for higher-level
(self-actualization) needs first, and thereafter, satisfy their lower-level (safety) needs.
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Nonetheless, our proposed model is designed for individuals with low financial sustainability
who prefer to satisfy their lower-level (safety) needs first, and, thereafter, look for higher-level
(self-actualization) needs, not for institutions or investors with high financial sustainability who prefer
to look for higher-level (self-actualization) needs first, and, thereafter, satisfy their lower-level (safety)
needs. One could easily modify our proposed model to obtain the model suitable for institutions
or investors with high financial sustainability who prefer to look for higher-level (self-actualization)
needs first, and, thereafter, satisfy their lower-level (safety) needs.

Many studies, for example, Michaud [25], have found the traditional estimation of the
MV-optimized model in [8] does more harm than good for high dimensional big data. To circumvent the
limitation, Bai et al. [26] develop the bootstrap-corrected estimation that could analytically circumvent
the limitation and is proportionally consistent with the theoretical return parameter. Leung et al. [27]
derive explicit formulas for the estimator of the optimal portfolio return. Bai et al. [28] prove that
the traditional estimate for the optimal return of self-financing portfolios always over-estimates from
its theoretic value. To circumvent the problem, they develop a bootstrap estimate for the optimal
return of self-financing portfolios and prove that this estimate is consistent with its counterpart
parameter. Bai et al. [28] further develop the spectrally-corrected estimation to improve the estimation
further. Extension of our paper could incorporate both the MPSM approach developed in our paper
and the bootstrap-corrected estimation or the spectrally-corrected estimation to meet the needs of
individuals with low financial sustainability who prefer to satisfy their lower-level (safety) needs first,
and, thereafter, look for higher-level (self-actualization) need for high-dimensional big data.

Investigating whether international diversification and home bias inertia are substitutes or
complements for Americans, Abid et al. [29,30] conclude that the US investors have a ‘home bias’ if
they prefer less risk and to be ’internationally diversified’ if they prefer higher risk. Hoang et al. [31]
conclude that gold is good for the diversification of stock portfolios but not for bond portfolios in
the Paris gold market. On the other hand, studying the role of gold quoted on the Shanghai Gold
Exchange in the diversification of Chinese portfolios, Hoang et al. [32] show that, in general, risk-averse
investors prefer not to include gold while risk-seeking investors prefer to include it in their stock-bond
portfolios, especially in crisis periods. They also find that risk-seekers prefer including gold in an
equal-weighted portfolio while risk-averters prefer including gold in efficient portfolios. Studying
the performance in the Hong Kong residential property market, Qiao and Wong [33] conclude that
risk averters prefer to invest in smaller property while Tsang et al. [34] conclude that, regardless of
whether the buyers eschew risk, embrace risk or are indifferent to it, they prefer to invest in smaller
property. On the other hand, to study the performance of a portfolio of US/UK equities, bonds, gold,
and housing, Bouri et al. [35] conclude that wine is the best investment among all individual assets
under their study, and, in general, investors prefer to invest in with-wine portfolios than without-wine
portfolios to gain higher expected utility. It will be interesting to readdress all the above issues and
other important issues in finance and economics by using the theory developed in our paper, in order
to check whether investors’ preferences change when they adopt our proposed model.

5. Conclusions

In this paper, we extend the need hierarchy theory developed in [15] and the two-level
optimization approach developed by Colson et al. in [17] to obtain the framework of the Maslow
portfolio selection (Variance-CVaR MPSM) model by solving the two optimization problems to meet
the need of individuals with low financial sustainability who prefer to satisfy their lower-level (safety)
needs first, and, thereafter, look for higher-level (self-actualization) needs. Investors with low financial
sustainability pay more attention to the safety of their financial investment. Investors are more
concerned about the basic or lower level needing to be satisfied first, and, thereafter, care about their
upper level needs to gain a higher return. In particular, investors like to use diversified strategy
to obtain an efficient instrument to manage risk so that they could make the risk level affordable.
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To do so, we first solve the optimization problem to minimize the risk first, and, thereafter, solve the
optimization problem to maximize the optimal return.

Further study includes the extension of our new portfolio selection model to the multi-period case
because investors tend to adjust their investment strategies with the emergence of new information,
especially for the investors with strong financial sustainability to adopt long-term investment. In this
paper, we use variance or CVaR as risk. Extensions could use other risk measures to represent risk,
including the Sharpe Ratio in [36], mixed Sharpe ratio in [37], mean-variance-ratio in [38], Omega ratio
in [39], Kappa Ratios in [40], and Farinelli and Tibiletti ratio in [41] to represent risk.
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Abstract: In this paper, we study the risk aversion on valuing the single-name credit derivatives with
the fast-scale stochastic volatility correction. Two specific utility forms, including the exponential utility
and the power utility, are tested as examples in our work. We apply the asymptotic approximation
to obtain the solution of the non-linear PDE, and make a comparison of the utility before and after
the stochastic volatility modification, and we find that incorporation of fast-scale volatility will lower
down the utility. By using the indifference price, we also give the yield spread impacted by the risk
adverse valuation. We find that by considering the default risk, yield spread is sloping in a short
period and converge in a long run.

Keywords: utility; credit derivatives; stochastic volatility; asymptotic approximation; risk aversion

1. Introduction

Credit risk, which is also known as the default risk, is the uncertainty of a firm’s ability in
servicing its debts and obligations. To pursue a better investment in financial contracts, it is essential
but challenging to predict whether the contract linked company will default or not, which primarily
explains the necessity of a risk premium. Consequently, the last few decades have witnessed the rapid
development of the defaultable instruments. In recent years, due to the more and more frequent credit
crisis worldwide, financial models become more complicated than ever. In particularly, the Asian
financial crisis in 1997 and subprime lending crisis in 2007 have significantly raised the awareness of
both regulators and academics on the evaluation of credit risk. As such, to achieve more rapid and
effective management of the credit risk, more sophisticated approaches and quantitative technology
are desperately required. Needless to say, conducting assessment on the credit risk is also vital for the
Chinese banking system. The excellent work of Tan and Floros [1] confirmed this point of view using
three various efficiency indexes and four risk indicators The reported result suggested that the credit
risk played a crucial role in the entire Chinese banking industry and therefore various factors affecting
the credit risk should be well identified . The efficiency and risk features of the Chinese Bank industry
is also studied from an econometric point of view by them [2].

The default risk has been under investigation for a few decades. Dilip B. and M.Unal decomposed
default risk into two components, i.e., timing risk and recovery risk. Subsequently, they priced the
two components in future’s market, and developed an estimation strategies to evaluate the recovery
risks and timing risk [3]. Intensity based term structure model of the credit risk was proposed
and studied by Jarrow, Lando and Turnbull. In their work both the default-free term structure
and risky debt term structure were specified for a comprehensive study of the corporate debt [4].
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David Lando et al. developed a model to incorporate stochastic transition intensities, and had proved
that their framework could address the technical issues of modelling credit risk [5]. Hao and Zhang
also contributed to the recent advance in credit risk modelling [6], in which they established a new
model including the Black-sholes Merton framework, individual reduced form level, and the portfolio
reduced model. Generally, the traditional Black-Scholes-Merton model (1973) [7] was based on a
complete financial market, in which the payoff of the derivatives could be replicated by a certain trading
strategy. However, markets in real world are never complete, and thereby market friction always exists.
If unpredictable default occurred, almost all classical approaches failed, and accordingly new dynamic
pricing rules were urgently needed. The work of Sircar and Zariphopoulou (2007) [8] provided insight
into the risk aversion on the valuation of credit derivatives applying the utility-indifference valuation
in intensity-based models where the single-name defaultable bonds and a simple representative
two-name credit derivative were analysed. Later, Papageorgiou and Sircar (2008) [9] extended the
work to the multiname CDOs.

In this work, we looked at the credit risk pricing problem in the framework of the structural
model and utility-based portfolio selection, as the payoff of financial derivatives might be replicated
by varying trading strategies of the underlying assets in a complete financial market. The issue of the
portfolio optimization had a long history that dated back to 1971 [10], in which the author provided
an explicit scheme to allocate investment capital between risky stocks and riskless bond. Within this
framework, the underlying asset was driven by a stochastic process, which was later known as the
Black-scholes model. Nonetheless, the chief disadvantage of the Black-sholes and Merton’s model was
the over-restrictive assumptions, especially the ones of constant interest rate and constant volatility.
A great number of extensions had been made in the future research. Heston (1993) [11] took into
account the stochastic volatility and derived a semi-analytic solution for the European call option by
introducing a characteristic function, allowing the arbitrary correlation between the volatility and asset
price. Longstaff and Schwartz (1995) incorporated stochastic short-term interest rate, which they found
was negatively correlated to the asset value process [12]. Fouque et al. (2003) [13] developed an effective
approximation of the option pricing problem through the incorporation of the multiscale volatility.
However, the corresponding partial differential equation for option pricing was always linear, while the
equation related to the optimal control problem was non-linear. For this reason, the asympotic theory
was extended to estimate the non-linear pricing problem by Fouque et al. (2015) [14].

The valuation mechanism used in our work is called indifference prices. The so called indifference
price is the amount of capital that the investor pays today, so that difference between holding or
not holding the derivatives was trivial. The indifference approach was first introduced by Hodges
and Neuberger (1989) [15] and extended by Davis and Yoshikawa (2012) [16]. Its mechanism was
based on the utility function that was a twice continuously-differentiable one strictly increasing and
concave. Herein we considered the risk attitude of individuals by applying the utility based models,
and specifically assessed the single-name credit default swap (CDS) that , could be treated as an
insurance against the default of a reference entity. CDS is written on a single-bond issued by a reference
entity. The buyer pays the seller a risk premium regularly and they in turn will get compensation if
default happens. More details can be found in the work of Papageorgiou and Sircar (2008) [9].

In comparison with the aforementioned work, our work mainly features the following aspects.
Firstly, we studied the credit-derivatives pricing considering the impact of both the default risk and
fastscale stochastic volatility. Moreover, the problem is solved within the framework of utility-based
portfolio selection, which might lead to a high dimensional non-linear partial differential equation
(PDE). As the closed-form solution of high dimensional non-linear PDE was hard to be solved via
existing methods, we accordingly applied asymptotic approximation to decrease the high dimensional
non-linear PDE into low dimensional PDEs. Last but not least, we exhibited our results in two specific
cases and numerically analyse them.

The rest of the paper is organised as follows. We established the model in Section 2. In Section 3,
we applied the perturbation asymptotic method to approximate the explicit solution of our non-linear
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PDE. In Section 4, we derived the full solution for the case with constant intensity process. In Section 5,
we presented two special utilities and study it numerically, and also investigated the value function,
maximizer and the yield spread. We concluded this work and suggested a few future works in the
last section.

2. Model Setup

Generally, there are two approaches for pricing credit derivatives, including the structural
model and the intensity-based model. Our work here is mainly based on the intensity-based model
(or reduced form model), in which defaults happen at the jump process of poisson intensity. We start
our model with simple singlename defaultable bonds with fast stochastic volatilities and then extend
it to multi-name and multi-scale cases.

Unlike the traditional structural model, our model is based on the assumption that default
happens at an unpredictable stopping time τ with stochastic intensity process λ, which incorporates
information from the firm’s stock price S and is called a hybrid model. The stock price S follows a
geometric Brownian motion with the intensity process λ(Zt) ,where λ(·) is a non-negative, locally
Lipschitz, smooth and bounded function. Our model takes the following form:

dSt

St
= μ(Yt)dt + σ(Yt)dWt, (1)

dYt =
1
ξ

b(Yt)dt +
1√
ξ

a(Yt)dW(1)
t , (2)

dZt = g(Zt)dt + c(Zt)dW(2)
t , (3)

where the Browning motion Wt, W(1)
t , W(2)

t are correlated as follows:

Cov(Wt, W(1)
t ) = ρ1, Cov(Wt, W(2)

t ) = ρ2, Cov(W(1)
t , W(2)

t ) = ρ12. (4)

ρ1 measures the correlation between the Brownian motion for volatility Y and the Brownian motion for
stock prices, ρ2 measures the instantaneous correlation between the Brownian motion for the stock price
S and the Brownian motion for the intensity process Z, and they satisfy |ρ1| < 1, |ρ2| < 1, |ρ12| < 1,
and 1 + 2ρ1ρ2ρ12 − ρ2

1 − ρ2
2 − ρ2

12 > 0. When the parameter ξ is small, the stochastic processes Yt and
Zt represent the fast volatility process and the intensity process, respectively. Here we assume that
Y(1)

t
ξ

is an ergodic diffusion process and has the same unique invariant distribution as Yt , and for

more details we refer the reader to Section 4 of the reference due to Fouque et al. (2011) [17]. The drift
part of dYt is always assumed to be mean-reverted with the long term drift θ, while the volatility of
volatility could be a constant σ so that the underlying distribution of dYt is a normal distribution.
However, other specific forms can also be fit in volatility, like CIR process, 3

2 stochastic volatility
process and 4

2 stochastic volatility process. In our work, we assume the constant volatility of volatility
in terms of simplicity. The default time τ of the firm is defined by the first time when the cumullated
intensity reaches the random threshold ε.

τt = in f {s ≥ t :
∫ s

t
λ(Zs)ds = ε}. (5)

2.1. Maximal Expected Utility Problem

Let Xt be the wealth process and πt denote the money we invest in the stock at time t, where t ∈
[0, T], t < τ ∧ T , then the wealth process is as follows:

dXt = πt
dSt

St
+ r(Xt − πt)dt

= (rXt + πt(μ(Yt)− r))dt + πtσ(Yt)dWt,
(6)
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where πt is Ft-measurable and satisfies the integrability constraint E
∫ T

0 π2
s ds < ∞. Under the utility

form Ũ(X), the maximum expected utility payoff takes the general form of

supπt∈AE{Ũ(e−rTXT)1{τ>T} + Ũ(e−rτXτ)1{τ≤T}}, (7)

where A is the set of π.
To simplify the formulation, we denote e−rTXt by Xt and μ − r by μ, then the wealth process can

be described by
dXt = πtμ(Yt, Zt)dt + πtσ(Yt, Zt)dW(1)

t . (8)

If default happens, stock of the firm cannot be traded, and investors have to liquidate holdings in
the stock and deposit them in the bank account. For simplicity, we assume that the investors get full
amount of the liquidated pre-default stocks and invest all of them into the bank account. Therefore,
we obtain

XT = Xτer(T−τ). (9)

The problem here is to maximize the expected utility payoff at time zero, which takes the form
as follows:

V(t, x, y, z) = supπ∈AE{Ũ(XT)1{τt > T}+ Ũ(Xτt)1{τt ≤ T} | Xt = x, Yt = y, Zt = z} (10)

Proposition 1. The HJB equation of the value function is

Vt +
1
ξ
L†V + V +

1√
ξ

ρ12a(y)c(z)Vyz + max{πμ(y)Vx +
1
2

π2σ2(y)Vxx

+
1√
ξ

πρ1σ(y)a(y)Vxy + ρ2Vxzπσ(y)c(z)}+ λ(z)(Ũ(x)− V) = 0
(11)

with V(T, x, y, z) = Ũ(x) and the operators L† and L‡ are defined by

L† = b(y)
∂

∂y
+

1
2

a2(y)
∂2

∂y2 (12)

L‡ = g(z)
∂

∂z
+

1
2

c2(y)
∂2

∂z2 . (13)

where x represents the wealth process, y is a stochastic volatility process, and z is an intensity process.

Proof. The proof follows by the extension of the arguments used in Theorem 4.1 of Duffie and
Zariphopoulou (1993) [18] and thus is omitted here. For more details and applications, we refer the
reader to Sircar and Zariphopoulou (2007) [8] , Sircar and Zariphopoulou (2010) [19], and Brémand
(1981) [20].

2.2. Bond Holder’s Problem and Indifference Price

In this section we assume that the investor owns a bond of the firm, which is defaultable and pays
1 dollar at maturity. We then construct a similar problem, i.e.,

U(t, x, y, z) = supπ∈AE{Ũ(XT + c)1{τt > T}+ Ũ(Xτt)1{τt ≤ T} | Xt = x, Yt = y, Zt = z} (14)

where c denotes e−rT .
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Proposition 2. The HJB equation of Bond Holder’s value function is

Ut +
1
ξ
L†U + L‡U +

1√
ξ

ρ12a(y)c(z)Uyz + max{πμ(y)Ux +
1
2

π2σ2(y)Uxx

+
1√
ξ

πρ1σ(y)a(y)Uxy + ρ2Uxzπσ(y)c(z)}+ λ(z)(Ũ(x)− U) = 0,
(15)

with U(T, x, y, z) = Ũ(x + c).

We can then have the following definition

Definition 1. The indifference price to an investor is defined at time zero by

V(0, x, y, z) = U(0, x − p0, y, z), (16)

which aims to keep the utility indifference between holding or not holding the bond. The bond holder should
lower his initial wealth level. And the yield spread is defined as

y0(T) = − 1
T

log(p0(T))− γ, (17)

which is non-negative for all T > 0 and p0(T) represents the indifference price at time T.

3. Asymptotic Approximation

For simplicity, we start our analysis under exponential utility, for the reason that the analytic
form of solution is easy to obtain for an exponential affine structure. But the idea behind is
the same, and the analysis of the constant-relative risk aversion (CRRA) utility is shown in the
subsequent section. By necessary conditions for extreme values, we obtain the maximizer π∗ for the
optimization problem (11),

π∗ = −
1√
ξ

ρ1σ(y)a(y)Vxy + μ(y)Vx + ρ2σ(y)c(z)Vxz

σ2(y)Vxx
. (18)

Substituting (18) into (11), we obtain the following nonlinear PDE,

Vt +
1
ξ
L†V + L‡V +

1√
ξ

ρ12a(y)c(z)Vyz

−
[θ(y)Vx +

1√
ξ

ρ1a(y)Vxy + ρ2c(z)Vxz]2

2Vxx
+ λ(z)(−e−γx − V) = 0,

(19)

where

θ(y) =
μ(y)
σ(y)

. (20)

It is hard to get the explicit solution of the nonlinear PDE. Thus, we use the perturbation method
to solve the problem.

Firstly, we expand the V as follows

Vξ = V(0) + ξ1/2V(1) + ξV(2) + ξ3/2V(3) + · · · (21)

According to the term ξ−1 derived from (19) and (21), we can prove that V(0) is independent of
y, because L†V(0) = 0, and L† is an operator based on y. Similarly, by the terms ξ− 1

2 , we can prove
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that V(1) is independent of y, which means V(0) and V(1) are functions of t and x. The variable y is
involved only in the expansion of the term V(2). By extracting the coefficient of the term ξ0, we obtain

V(0)
t + L†V(2) + L‡V(0) + NL(1) + λ(z)(−e−rx − V(0)) = 0. (22)

By extracting the coefficient of the term ξ
1
2 , we obtain

V(1)
t + L†V(3) + L‡V(1) + NL(2)− λ(z)V(1) = 0. (23)

Now we consider the expansion about NL(i)(i = 1, 2). By using the Taylor expansion and the
fact that V(0) and V(1) are independent of y, we get

NL(i) = −
[θ(y)Vx +

1√
ξ

ρ1a(y)Vxy + ρ2c(z)Vxz]2

2Vxx

= −[θ(y)(V(0)
x +

√
ξV(1)

x ) +
1√
ξ

ρ1a(y)(V(0)
xy +

√
ξV(1)

xy ) + ξV(2)
xy

+ ρ2c(z)(V(0)
xz +

√
ξV(1)

xy )]2
1

2V(0)
xx

(1 −√
ξ

V(1)
xx

V(0)
xx

− ξ
V(1)

xx

V(0)
xx

) (24)

= − 1

2V(0)
xx

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ]2 −√
ξ{− V(1)

xx

2(V(0)
xx )2

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ]2

+
1

V(0)
xx

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ][θ(y)V(1)
x + ρ1a(y)V(2)

xy ]}

Then we have
NL(1) = − 1

2V(0)
xx

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ]2, (25)

and

NL(2) =
V(1)

xx

2(V(0)
xx )2

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ]2

− 1

V(0)
xx

[θ(y)V(0)
x + ρ2c(z)V(0)

xz ][θ(y)V(1)
x + ρ1a(y)V(2)

xy + ρ2c(z)V(1)
xz ].

(26)

3.1. Analysis of the Zero-Strategy Leading Term

According to Fredholm’s Alternative solvability condition specified in Equation (22) in
Fouque et al. (2011) [17], we obtained

V(0)
t + L‡V(0) − (θ̂V(0) + ρ2c(z)V(0)

xz )2

2V(0)
xx

+ λ(−e−γx − V(0)) = 0, (27)

where
V(t, x, y, z) = −e−γx (28)

The Equation (27) can be simplified by a distortion scaling

V(0)(t, x, z) = −e−γx M(t, z)
1

1−ρ2
2 , (29)

to become

Mt + L̃‡M − (1 − ρ2
2)(

θ2

2
+ λ)M − λ(1 − ρ2

2)Mα = 0, (30)
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where

α =
ρ2

2
ρ2

2 − 1
, L̃‡ = L‡ − ρ2θ̂c(z)

∂

∂z
. (31)

The only difference between holding or not holding the bond is the initial condition of the leading
term. The differential equation follows:

U(0)
t + L‡U(0) − (θ̂U(0) + ρ2c(z)U(0)

xz )2

2U(0)
xx

+ λ(−e−γx − U(0)) = 0, (32)

where
U(t, x, y, z) = −e−γ(x+c) (33)

The above equation can be simplified by a distortion scaling

U(0)(t, x, z) = −e−γ(x+c)N(t, z)
1

1−ρ2
2 , (34)

and becomes

Nt + L̃‡N − (1 − ρ2
2)(

θ̂2

2
+ λ)N − λ(1 − ρ2

2)e
λcNα = 0, (35)

where

α =
ρ2

2
ρ2

2 − 1
, L̃‡ = L‡ − ρ2θ̂c(z)

∂

∂z
. (36)

3.2. Analysis of the Fast Modification Term

Firstly, we give the following notations

φ1 = − θ(y)V(0)
x + ρ2c(z)V(0)

xz

V(0)
xx

∂

∂x
, (37)

φ2 = [
θ(y)V(0)

x + ρ2c(z)V(0)
xz

V(0)
xx

]2
∂2

∂x2 . (38)

Substituting (37) and (38) into the non-linear term of (23) , we get

L†V(3) + V(1)
t + L‡V(1) +

1
2

φ2V(1) + θφ1V(1) + ρ1aφ1V(2)
y − λ(z)V(1) + ρ2cφ1V(0)

z = 0. (39)

Similarly, using φ1 and φ2, Equation (22) can be written as

L†V(2) + V(0)
t + L‡V(0) − λ(z)V(0) + φ2V(0) + θφ1V(1) + ρ2cφ1V(0)

z = λ(z)e−γx. (40)

By using the Fredholm Alternative theorem as before, we obtain

V(1)
t + L‡V(1) +

1
2

φ̂2V(1) + ˆθφ1V(1) − λ(z)V(1) + ρ2cφ̂1V(0)
z = −ρ1 ˆaφ1V(2)

y . (41)

V(0)
t + L‡V(0) +

1
2

φ̂2V(0) + ˆθφ1V(0) − λ(z)V(1) + ρ2cφ̂1V(0)
z = λe−γx. (42)

By comparing the above two equations, it is easy to guess the solution as

V(1) = −(T − t)ρ1 ˆaφ1V(2)
y + c(t, x), (43)
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where V(2) is a function of V(0) and c(t, x) can be determined by substituting (43) into (41) .

4. Analysis of Fast-Scale Correction under the Exponential Utility Assumption

For simplification of the problem, we assume λ to be a constant. Firstly, we consider our problem
under the fast mean-reverting stochastic volatility, namely the volatility of the stock process is only
related to Y. We then have the following model:

dSt

St
= μ(Yt)dt + σ(Yt)dWt, (44)

dYt =
1
ξ

b(Yt)dt +
1√
ξ

a(Yt)dW(1)
t . (45)

4.1. Fast-Scale Expansion for Single Name Derivatives

The HJB equation is transformed into the following form

Vξ
t +

1
ξ
L†0Vξ + λ(−e−γx − V) +FV = 0, (46)

where
FV = supπt∈A[πtμ(y)Vx +

1
2
(πt)

2σ(y)2Vxx + πt
1√
ξ

ρ1a(y)σ(y)Vxy] (47)

By solving the optimization problem in (47) , we obtain π∗
t as follows

π∗
t = − μ(y)

σ2(y)
Vx

Vxx
− 1√

ξ
ρ1

a(y)
σ(y)

Vxy

Vxx
. (48)

Substituting (48) into (46), the non-linear equation becomes

Vξ
t +

1
ξ
L†0Vξ −

(θ(y)Vξ
x + ρ1a(y)√

ξ
Vξ

xy)
2

2Vξ
xx

+ λ(−e−rx − V) = 0, (49)

where

θ(y) =
μ(y)
σ(y)

. (50)

Then we can look for an expansion of the value function:

Vξ = V(0) +
√

ξV(1) + ξV(2) + ξ3/2V(3) + · · · . (51)

By Substituting (51) into (49) and collecting the coefficients of the terms ξ−1 and ξ− 1
2 , we can get

the conclusion that V(0) and V(1) are independent of Y. From the the coefficients of the constant term
and the term ξ−1, we get the following two equations:

V(0)
t + L†0V(2) − 1

2
θ2(y)

(V(0)
x )2

V(0)
xx

− λV(0) = λe−rx, (52)

V(1)
t + L†0V(3) − NL(1)− λV(1) = 0, (53)

where

NL(1) = − θ(y)

V(0)
xx

V(0)
x [λ(y)V(1)

x + ρ1a(y)V(2)
xy ] +

V(1)
xx

2(V(0)
x )2

θ2(y)(V(0)
x )2. (54)
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From Fredholm’s alternative solvability condition, we get

V(0)
t − 1

2
θ̂2 (V

(0)
x )2

V(0)
xx

− λV(0) = λe−rx, (55)

V(1)
t − < NL(1) > −λV(1) = 0. (56)

where < · > denotes the average of y. From Equation (55), we get the leading term V(0), and from (42),
we can get the relationship between V(0) and V(1), and then we can get the approximation of Vξ .

Proposition 3. The explicit solution of Equation (55) is

V(0)(t, x) = − λ
1
2 θ̂2 + λ

e−γx + (1 − λ
1
2 θ̂2 + λ

)e−( 1
2 θ̂2+λ)(T−t)e−γx, (57)

where θ̂ is the average value of θ(y) with the distribution of Π, namely

θ̂ =
∫

θ(y)Π(dy) (58)

Proof. We firstly transform the PDE by averaging θ(y). Because V(0) is independent of y, we get the
following PDE,

V(0)
t − 1

2
θ̂2 (V

(0)
x )2

V(0)
xx

− λV(0) = λe−γx, V(0)
T = e−γx (59)

By making the substitution of V(0)
T = −e−γx M, we get the following ODE,

Mt − (λ +
1
2

θ̂2)M = −λ, MT = 1 (60)

Then we can obtain the solution of (55) by solving the above equation.

We then introduce

R(0) = −V(0)
x

V(0)
xx

(61)

Dk = (R(0))k ∂k

∂xk , k = 1, 2, · · · (62)

L†e
t,x,y =

∂

∂t
+

1
2

θ2(y)D2 + θ2(y)D1 − λ (63)

L†e
t,x =

∂

∂t
+

1
2

θ̂2D2 + θ̂2D1 − λ (64)

Equations (109) and (55) become

L†0V(2) + L†t,x,yV(0) = λe−γx, (65)

L†t,xV(0) = λe−γx. (66)

Subtracting (65) by (66), we get

V(2) = −η(y)(
1
2

D2 + D1)V(0), (67)

η(y) = L†−1
0 (θ2(y)− θ̂). (68)
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Substituting (67) into (54), we can get the following proposition

Proposition 4. The value of the fast modification form is the solution of the equation below,

L†e
t,x,yV(1) =

1
2

ρ1BD2
1V(0)(t, x), V(1)(T, x) = 0, (69)

whereB = θ(y)a(y)η(y).

Proof. As D2 = −D1, we have

V(2) = −η(y)(
1
2

D2 + D1)V(0) = −1
2

η(y)D1V(0). (70)

Based on (56) and (54), we have

V(1)
t − 〈V(0)

x

V(0)
xx

θ(y)[V(1)
x + ρ1a(y)V(2)

xy ]− (V(0)
x )2

2(V(0)
xx )2

V(1)
xx θ2(y)〉 − λV(1)

= V(1)
t − 〈−θ(y)D1V(1)

x − ρ1a(y)θ(y)D1V(2)
y − 1

2
θ2(y)D2V(1)〉 − λV(1) (71)

= V(1)
t + θ̂(y)D1V(1) − 1

2
ρ1BD2

1V(0) +
1
2

θ̂2(y)D2V(1) − λV(1),

where B = 〈a(y)θ(y)η
′
(y)〉.

Lemma 1. The operators L†e
t,x and D1 acting on smooth functions of (t, x) commute:

L†e
t,xD1 = D1L†e

t,x. (72)

Proof.

D2D1 − D1D2 = (R(0))2 ∂2

∂x2 (R(0)wx )− R(0) ∂

∂x
((R(0))2wxx) = (R(0))2R(0)

xx wx (73)

L†e
t,xD1w = (

∂

∂t
+

1
2

θ̂2D2 + θ̂D1 − λ)D1w

= D1
∂

∂t
+

1
2

θ̂2D1D2 + θ̂D2
1 − λD1)w + (R(0)

t +
1
2

θ̂2(R(0))2R(0)
xx )wx (74)

= D1L†e
t,xw.

From Lemma 1 we can draw the conclusion that L†e
t,x(Dk

1V(0)) = Dk
1L†e

t,xV(0), which leads to the
following proposition.

Proposition 5. The solution of (69) is

V(1) = −(T − t)
1
2

ρ1BD2
1V(0)(t, x) + c(t, x), (75)

378



Sustainability 2018, 10, 1027

where B = θ(y)a(y)η′(y), and

c(t, x) = (
M′

N′ (T − t) +
M′

N′2 − M′

N′2 eN′(T−t))e−γx, (76)

M′ = 1
2

ρ1Bλγ2, (77)

N′ = 1
2

θ̂2(R(0))2 − θ̂R(0)γ − λ. (78)

Proof. We firstly assume that the solution of (69) is

V(1) = −(T − t)
1
2

ρ1BD2
1V(0)(t, x) + c(t, x). (79)

Substituting (79) into (69), we obtain

1
2

ρ1BD2
1V(0) − (T − t)

1
2

ρ1BD2
1L†t,xV(0) + L†t,xc(t, x) =

1
2

ρ1BD2
1V(0). (80)

Then we obtain
L†t,xc(t, x) = (T − t)

1
2

ρ1BD2
1L†t,xV(0). (81)

Because L†t,xV(0) = λe−γx, we obtain the PDE as follows

L†t,xc(t, x) = (T − t)
1
2

ρ1Bγ2λe−γx, c(T, x) = 0. (82)

Assume c(t, x) = A(t)e−γx, then we obtain

At + N′A = (T − t)M′, A(T, x) = 0, (83)

where

M′ = 1
2

ρ1Bλγ2, N′ = 1
2

θ̂2(R(0))2 − θ̂R(0)γ − λ. (84)

The terminal condition here is arisen from the condition V(1)(T, x) = c(T, x) = 0. By solving the
ODE for A, we get

A =
M′

N′ (T − t) +
M′

N′2 − M′

N′2 eN′(T−t), (85)

and

c(t, x) = (
M′

N′ (T − t) +
M′

N′2 − M′

N′2 eN′(T−t))e−γx. (86)

From the expansion (51), and the solution of V(0), V(1) and V(2), we obtain

V(ξ) = V(0) +
√

ξV(1) + ξV(2) + o(ξ
3
2 )

= (1 −√
ξ

1
2
(T − t)ρ1BD2

1)V
(0)(t, x) +

√
ξc(t, x) + o(ξ

3
2 ).

(87)

Then we analyse the approximation of the maximizer π∗ as given in (48).
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Using Taylor expansion, we get

Vx

Vxx
=

V(0)
x +

√
ξV(1)

x

V(0)
xx +

√
ξV(1)

xx

=
1

V(0)
xx

(V(0)
x +

√
ξV(1)

x )(1 −√
ξ

V(1)
xx

V(0)
xx

)

=
V(0)

x

V(0)
xx

+
√

ξ(
V(1)

x

V(0)
xx

− V(0)
x V(1)

xx

(V(0)
xx )2

) (88)

=
V(0)

x

V(0)
xx

+

√
ξ

V(0)
xx

(cx + R(0)cxx)

=
V(0)

x

V(0)
xx

−√
ξ

1

V(0)
x

(D1 + D2)c + o(ξ),

and
Vxy

Vxx
=

V(0)
xy +

√
ξV(1)

xy + ξV(2)
xy

V(0)
xx +

√
ξV(1)

xx + ξV(2)
xx

= ξ
V(2)

xy

V(0)
xx

= −ξ
1

V(0)
x

η(y)
1
2

D2D1V(0)
y .

(89)

Substituting the above into (48) yields

π∗ = − θ(y)
δ(y)

V(0)
x

V(0)
xx

+

√
ξ

V(0)
x

[
θ(y)
δy

(D1 + D2)c + ρ1η(y)
1
2

D1D2V(0)
y ] (90)

Similarly, the solution of the bond holders’ problem is given in the following properties,

Proposition 6. The leading term of the bond holder’s problem is

U(0) = − λ
1
2 θ̂2 + λ

e−γx + (1 − λeγc

1
2 θ̂2 + λ

)e−( 1
2 θ̂2+λ)(T−t)−γ(x+c) (91)

where θ̂ is the average of θ(y) with respect to the distribution Π, namely

θ̂ =
∫

θ(y)Π(dy). (92)

The fast-scale modification term of the bond holder’s problem is

(1 −√
ξ

1
2
(T − t)ρ1BD2

1)U
(0)(t, x) +

√
ξC(t, x) + o(ξ

3
2 ), (93)

where

C(t, x) = (
M′

N′ (T − t) +
M′

N′2 − M′

N′2 eD(T−t))e−γx. (94)

So the approximation of the bond holder’s value function is

U(ξ) = U(0) +
√

ξU(1) + ξU(2) + o(ξ
3
2 )

= (1 −√
ξ

1
2
(T − t)ρ1BD2

1)U
(0)(t, x) +

√
ξC(t, x) + o(ξ

3
2 ).

(95)
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5. Numerical Study of Exponential Utility

5.1. Analysis of the Value Function

The utility we use from Bond seller is exponential and is given by

V(x) = −e−γx, (96)

where γ > 0 represents the risk aversion parameter. We can prove that the utility function is concave
and increasing since

V′(x) = γe−γx > 0, V′′(x) = −γ2e−γx < 0. (97)

The concave property of the utility function implies that the bond seller is risk aversion. The risk
aversion rate is calculated by the Arrow-Pratt index,

AP[U] := −U′′(x)
U′(x)

= γ, (98)

where the larger the γ is, the higher risk averse the agent is. The risk-tolerance function at terminal
time T is

R(T, x) = − U′

U′′ =
1
γ

. (99)

5.2. The Effect of Volatility Correction

The study above is all based on the general form. In order to demonstrate the result graphically,
we give the special case as follows:

dSt

St
= Ytdt +

√
YtdWt, (100)

dYt =
1
ξ
(m1 − Yt)dt +

√
2
ξ

vdW(1)
t . (101)

If Yt is an ergodic process, it has the distribution of N(m1, v2). Assuming that m1 = 0.01, v2 = 0.25,
ξ = 1

200 , and based on the definition of θ̂, we obtain

θ̂ =
1√
2πv

∫ ∞

−∞

√
ye−

(y−m1)
2

2v2 dy (102)

According to (57) and (79), we get the solution of V(0), and also the fast modification term of V(1),
we then calculate the utility term as V(0) +

√
ξV(1). The approximations to the value functions are

plotted in Figures 1 and 2.
Also, since the bond pays $1 on maturity date T if the firm has survived till then, the bond seller’s

value function will be higher than the bond holder’s value function. The comparison of the value
function is shown in Figures 3 and 4. The Stochastic Volatility Model(SVM) in Figure 4 represents the
Stochastic Volatility(SV) modification form.

The approximate indirect utilities V(0) or V(0) +
√

ξV(1) can also be represented by their certainty
equivalents U−1(V(0)) and U−1(V(0) +

√
ξV(1)), which are shown in Figures 5 and 6.

In Figures 1 and 2, the original value function is denoted by blue line, while the dashed blue line
is the value function with stochastic volatility correction. We can see clearly that the correction line is a
little lower than the original line. In Figures 3 and 4, we make a comparison of the value function for
holding and not holding the bond. Figure 3 shows the relationship before SV correction while Figure 4
shows the relationship after SV correction. Figures 5 and 6 show the certainty equivalent before or
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after the correction; the solid line shows the certainty equivalent before the correction and the dashed
line shows the after situation.

Figure 1. Value Function of Bond Seller.

Figure 2. Value Function of Bond Holder.

Figure 3. Leading Term Value Function.
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Figure 4. SV Modification Value Function.

Figure 5. Certainty Equivalents of Bond Seller.

Figure 6. Certainty Equivalents of Bond Holder.

Therefore, we can draw the conclusion that by adding a stochastic volatility process into
model (101), the investor becomes more risk adverse. The stochastic Volatility is lower than both the
utility function and the certainty equivalent. Also, as bond holder will get a fixed pay at the maturity
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date if default does not happen, the value function of the bond holder will be a little higher than that
of the bond seller. That is why we give the definition of indifference price p0. By cutting down the
initial wealth of bond holder, the expected utility of bond holder should be the same as that of the
bond seller. In the following subsection, we will analyse the indifference and yield spread numerically.

5.3. Analysis of Yield Spread

According to the Definition 1, it is easy to calculate p0 and the yield spread. Without the
modification term, the indifference price p(0)0 is given by

p(0)0 = e−rT +
1
γ

ln
u − (1 − u)e−( 1

2 θ̂2+λ)T

ueγc − (1 − ueγc)e−( 1
2 θ̂2+λ)T

, (103)

where
u =

λ
1
2 θ̂2 + λ

. (104)

If γ takes the value of 0.05, 0.1, 0.25, 0.5 and 0.75 respectively, we obtain the profile of yield spread
y0(T) = − 1

T log(p(0)0 (T))− r as shown in Figure 7.

Figure 7. Yield Spread.

It is noted that the yield spread is not flat even though the intensity is a constant, and this is due
to the effect of the intensity rate λ upon T. When T goes to infinity, yield spread will convergent to
a long time level and become flat. As we can read from Figure 7, the yield spread for the investor is
upward sloping and is approximated to a long time level due to the different maturity time.

6. Numerical Study of CRRA Utility

The utility we use from Bond seller is exponential and given by

V(x) = c0
x1−γ

1 − γ
, (105)

where γ > 0 represents the risk aversion parameter. We can prove that the utility function is concave
and increasing since

V′(x) = x−γ > 0, V′′(x) = −γx−γ−1 < 0. (106)
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The concave property of the utility function implies that the bond seller is risk aversion. The risk
aversion rate is calculated by the Arrow-Pratt index,

AP[U] := −U′′(x)
U′(x)

= γ/x, (107)

where the larger the γ is, the higher risk averse the agent is. And the risk-tolerance function at terminal
time T is

R(T, x) = − U′

U′′ =
1
γ

x. (108)

Under the assumption of the CRRA utility form, the above leading term and the first-order
correction term reduce to

V(0)
t − 1

2
θ̂2 (V

(0)
x )2

V(0)
xx

− λV(0) = −λc0
x1−γ

1 − γ
, (109)

V(1)
t − < NL(1) > −λV(1) = 0, (110)

with the terminal condition V(0)(T, x) = c0
x1−γ

1−γ and V(1)(T, x) = 0. The leading term can be solved
analytically by assuming

V(0) = x1−γ M(t). (111)

Substituting (111) into (109), we obtain the following ordinary differential equation(ODE)

Mt + (
1 − γ

2
θ̂2 − λ)M = − λc0

1 − γ
, (112)

with the terminal condition M(T) = 1
1−γ . Solving the above ODE together with the initial condition,

we obtain

V(0) =

⎛⎝− λc0

λ − 1−γ
2γ θ̂2

+

⎛⎝ 1
1 − γ

+
λc0

λ − 1−γ
2γ θ̂2

⎞⎠ e−(λ− 1−γ
2γ θ2)(T−t)

⎞⎠ x1−γ, (113)

Similarly, we solve U0 with respect to the terminal condition of U(0)(T, x) = (x + c)1−γ/(1 − γ),
and obtain

U(0) =

⎛⎝− λc0

λ − 1−γ
2γ θ̂2

+

⎛⎝ 1
1 − γ

(
x + c

x
)1−γ +

λc0

λ − 1−γ
2γ θ̂2

⎞⎠ e−(λ− 1−γ
2γ θ2)(T−t)

⎞⎠ x1−γ, (114)

In order to obtain the first order correction term V(1), we assume V(1) = −(T − t) 1
2 ρ1BD2

1V(0)(t, x +
c(t, x)), with c(t, x) satisfying

L†t,xc(t, x) = (T − t)
1
2

ρ1Bλc0D2
1

x1−γ

1 − γ
, c(T, x) = 0. (115)

We can not derive the analytic form of the solution of the above equation because the right hand
side of the equation is not necessary an affine structure. In this case, we solve it numerically by finite
element discretization shown in Appendix A.

The results are shown in Figures 8 and 9, from which we know that value function is concave
and increasing considering the risk attitude. However, the fast scale stochastic volatility correction
drag the value function a little bit downward, and the main reason is that incorporation of uncertain
volatility gives the investors more risk exposure.

385



Sustainability 2018, 10, 1027

Figure 8. Value Function of Bond Seller.

Figure 9. Value Function of Bond Holder.

Similar results are also shown in the certainty equivalents, that is incorporation of stochastic
volatility lower down the value function, as shown in Figures 10 and 11.

Figure 10. Certainty Equivalents of Bond Seller.
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Figure 11. Certainty Equivalents of Bond Holder.

Table 1 gives the results of the percentage change of the mean value when the model parameter is
given a 1% change. Clearly, the value function is sensitive to the correlation rate, and the long term
mean variance m1 is more sensitive compared to the volatility of volatility.

Table 1. Sensitivity study of parameters.

Name Value Sensitivity

m1 0.11 3.65%
v 0.25 1.80%
λ 0.5 1.32%
ρ 0.5 −19.61%

7. Conclusions and Future Work

In this paper, we study the single-name bond under the stochastic intensity and the stochastic
volatility. In order to solve the non-linear PDE, we use the method of asymptotic approximation.
We establish the expression of leading term V(0), and fast-scale modification term V(1). By comparing
the leading term and the utility with fast scale modification, we can draw the conclusion that by
considering the effects of the fast-scale volatility, investors become more and more risk aversive,
which lowers down their utility and increases the certainty equivalents. Also, according to the analysis
above, we prove that the yield spread of the investor goes up with the maturity time and converges
to a long time level. The advantage of the asymptotic method is that it reduces the high dimensional
problem into a lower dimensional problem, which is relatively easy to solve. However, the limitation
of this approach is that it only works for a specific utility model, and for other utilities, the analytic
solutions may not be obtained so that numerical method is needed. In our future research, the effect of
multiscale volatility and stochastic interest rate will be taken into consideration.
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Appendix A

In order to obtain the first correction of the CRRA utility, we solve the following parabolic
equation numerically,

V(1)
t +

1
2γ2 θ̂2x2V(1)

xx +
1
γ

θ̂2xV(1) − λV(1) = f (T − t, x), (A1)

with f (T − t, x) = (T − t) 1
2 ρ1Bλc0D2

1
x1−γ

1−γ , c(T, x) = 0, and terminal condition V(1)(T, x) = 0.
Let τ = T − t, we can obtain the weak form of (A1),

(V(1)
τ , V) +

1
2

θ̂2(x2V(1)
x , Ux)− θ̂2 1

γ
(1 +

1
γ2 )(xV(1)

x , U) + λ(V(1), U) = ( f (τ, x), U). (A2)

The basis function V(1), the test function U and the function f can be approximated by the
following form

V(1)(x, τ) =
N

∑
i=1

ui(τ)Φi(x)

U(x) =
N

∑
j=1

vjΦj(x), (A3)

f (x, τ) =
N

∑
i=1

fi(τ)

We then obtain the ODE systems,

MU̇ + RU = F,

U(0) = 0, τ ∈ [0, T]
(A4)

where

M = (Φi, Φj);

R =
1
2

θ̂2(x2
i

∂Φi
∂x

,
∂Φj

∂x
)− θ̂2 1

γ
(1 +

1
γ2 )(xi

∂Φi
∂x

, Φj) + λ(Φi, Φj); (A5)

F = ( fi, Φj)

We apply the backward Euler method to solve the above dynamic ODE system and yields

(
M
Δt

+ R)Un+1 = M
Un

Δt
+ F. (A6)
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Abstract: In this study, we proposed a new empirical method by combining generalized
autoregressive score functions and a copula model with high-frequency data to model the
conditional time-varying joint distribution of the government bond yields between Poland/Czech
Republic/Hungary, and Germany. Capturing the conditional time-varying joint distribution of these
bond yields allowed us to precisely measure the dependence of the government securities markets.
In particular, we found a high dependence of these government securities markets in the long term,
but a low dependence in the short term. In addition, we report that the Czech Republic showed
the highest dependence with Germany, while Hungary showed the lowest. Moreover, we found
that the systemic risk dynamics were consistent with the idea that the global financial crisis not
only had spillover effects on countries with weak economic fundamentals (e.g., Hungary, which had
the highest systemic risk), but also had contagion effects for both CEEC-3 countries and Germany.
Finally, we confirm that three major market events, namely the EU accession, the global financial
crisis, and the European debt crisis, caused structural changes to the dynamic correlation.

Keywords: dynamic conditional correlation; generalized autoregressive score functions; time-varying
copula function; CoVaR

1. Introduction

Measuring the dependence structures of government securities markets is garnering considerable
attention from academia as well as from financial institutions, given the continuing expansion of the
European Union (EU). In 2004, 10 countries from Central and Eastern Europe and the Mediterranean
region joined the EU, which served as a historic step towards unifying Europe after several decades of
division that had resulted from the Cold War. In this study, rather than investigating correlations, we
propose a new approach to investigate the dependence structures among these countries’ financial
markets including the investigation of general correlations as well as tail correlation.

Financial markets become integrated when economies strongly depend on one other. This process
not only reduces transaction costs, but also improves the efficiency of information sharing.
However, although financial integration increases overall market efficiency, it reduces the
diversification benefits available to prospective investors. Thus, investigating the dynamic process
of financial integration allows us not only to measure the interdependence of economies, but also to
provide useful information for investors.

Here, we propose a new method for evaluating the degree to which the integration processes and
risk spillovers in Central and Eastern Europe have evolved over time. To simplify our analysis, we chose
Poland, the Czech Republic, and Hungary (termed as the CEEC (Central and Eastern European countries)-3
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hereafter) to represent Central and Eastern Europe given that these countries have the largest economies
and financial markets in the region as well as the best data availability. To represent the EU, we chose
Germany because of its economic background and geographic factors. Therefore, we investigated the
differences in the dependence structures of the government securities markets in the CEEC-3 and Germany.

Two types of approaches tend to be used to study dependence structures. The first type
includes observation-based methods such as those based on the generalized autoregressive
conditional heteroskedasticity (GARCH) framework [1,2]. The dynamic conditional correlation
(DCC-GARCH)-based approach [3–5] and copula-GARCH-based approach [6–8] are representative
examples. The second type is parameter-based methods. The classical analysis of this type focuses
on time-varying parameters, which allows us to better characterize the dynamic correlations in
government securities markets by using easy estimations. For example, Pozzi and Wolswijk [9]
employed a linear state space approach to estimate the latent factor decomposition of the excess returns
or risk premiums suggested by a standard international capital asset pricing model for government
bonds. They found that the government bond markets in the Eurozone under investigation were
almost fully integrated by the end of 2006, showing that an important part of the achieved convergence
was reversed during 2007–2009. Bekiros [10] also provided evidence that time-varying parameter
models more accurately forecast Eurozone economies than other models.

In this study, we employed a parameter-driven model, namely the generalized autoregressive
score (GAS) model, to investigate the dynamic integrated process of European government securities
markets. For example, Creal et al. [11] employed the GAS model to analyze the dynamic correlation
between the euro and yen, and between the euro and pound. Meanwhile, Oh and Patton [12] and Creal
and Tsey [13] provided evidence that the GAS model could be employed with high dimensional copula
to investigate the interdependence among different assets. With regard to the topics of the present
study, Boubakri and Guillaumin [14] provided evidence that financial integration was not perfect, but
was increasing based on the dynamic correlation of the foreign exchange rate. Furthermore, they also
showed that financial contagion occurred during the global financial crisis.

Instead of focusing on the foreign exchange rate, in this study, we investigated the integration of
these countries based on interest rates (e.g., bond yields). Moreover, in contrast to the studies of Yang
and Hamori [5,7,8] who focused on investigating observations, we computed time-varying parameters.
The technique adopted herein was based on the score function of the predictive model density at time
t by incorporating the non-linear property. In addition, in contrast to observation-driven models, the
GAS model has the advantage of exploiting the complete density structure rather than only means and
higher moments. Furthermore, its applications can be extended to asymmetric, long memory, and other
more complicated dynamics without increasing model complexity. Therefore, by employing the GAS
framework, we restructured the time-varying copula model to investigate the dynamic integrations of
the government securities markets in Eastern Europe.

To understand the risk spillover effect between the CEEC-3 and Germany, we employed copulas
to compute the conditional value-at-risk (CoVaR) by providing quantitative evidence on the systemic
risk spillovers in government securities markets. Furthermore, we evaluated how the deteriorating
financial position of a sovereign market could impair the performance of other government securities
markets during a crisis. In particular, we used the CoVaR measures originally proposed by Adrian
and Brunnermeier [15] and generalized by Girardi and Ergün [16], which allowed us to capture the
possible risk spillovers between markets by providing information on the value-at-risk (VaR) of a
market, conditional on the fact that another market is in financial distress.

By adopting a two-step procedure, we easily obtained the value of the CoVaR. In the first step, we
computed the cumulative probability of the CoVaR from a copula function by assuming the cumulative
probability of the VaR of the market in financial distress, and the confidence level of the CoVaR. In the
second step, we obtained the value of the CoVaR by inverting the marginal distribution function for
this cumulative probability. Moreover, by employing GAS specifications, we obtained more sensitive
information on the risk spillover effect in the government securities markets of the CEEC-3 and Germany.
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Our contributions to the body of knowledge are threefold. First, we provide more specific details
on the dependence across different maturities when compared with previous studies. Second, we
implemented a new approach (i.e., the GAS-based dynamic Gaussian copula) to investigate the
dynamic correlations among these markets, which can provide us with more sensitive correlations to
the structural changes. This approach allowed us to analyze how the degree of dependence changed
according to major market events, namely the EU accession (2004), the global financial crisis (2008),
and the European debt crisis (2012). Third, we compared and contrasted the risk spillover effect in the
government securities markets of the CEEC-3 and Germany by employing both the Gaussian copula
model and the Gaussian copula GAS model. Finally, we employed the Symmetrized Joe-Clayton
copula (SJC copula; [17]) to investigate the tail dependence of these markets and compared them with
the results from the GAS-based model to verify the robustness of the results.

The remainder of this article is organized as follows. Section 2 discusses the copulas and verifies
the time-varying dependence structure. Section 3 describes the data and statistical issues. Section 4
provides the empirical results and Section 5 concludes.

2. Method

In this section, we first describe the margins of the return distributions based on our empirical
model. Second, we introduce the specifications of the dynamic copula model. Then, we selected one
particular elliptical copula (Gaussian copula) model to investigate the dependence of the government
securities markets in Eastern Europe. Furthermore, we estimated the systemic risk of these countries
based on both the Gaussian copula and the Gaussian copula GAS models. Finally, to justify the
empirical findings, we employed the SJC copula to examine the dynamic tail dependence of the
examined government securities markets.

2.1. Marginal Distribution Specifications

The marginal distribution for each return series is characterized by a Glosten-Jagannathan-Runkle
GARCH (GJR-AR(k)-GARCH(1,1)-Skew-t; [18]) model that considers the effects of asymmetric
information [18–20]. Assume Ri,t and hi,t to be bond i’s return and conditional variance for period t,
respectively. Thus, the GJR-AR(k)-GARCH(1,1)-Skew-t model for the bond return is

Rit = μi + αi,1Ri,t−1 + αi,2Ri,t−2 + · · ·+ αi,kRi,t−k + εi,t (1)

hi,t = ωi + βihi,t−1 + δiε
2
i,t−1 + · · ·+ γisi,t−1ε2

i,t−1 (2)

where si,t−1 = 1 when εi,t−1 is negative and si,t−1 = 0 otherwise. We assumed that the error term εi,t
followed the skew-t distribution with the density function f (υt, λt), such that

f (yt; υt, λt) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
bc
(

1 + 1
υt

(
byt+a
1−λt

)2
)− υt+1

2
f or yt ≤ − a

b

bc
(

1 + 1
υt

(
byt+a
1+λt

)2
)− υt+1

2
f or yt > − a

b

(3)

where c = Γ( υt+1
2 )

Γ( υt
2

√
π(υt−2))

, b =
√

1+ 3λ2
t − a2, and a = 4λtc( υt−2

υt−1). This density is defined for 2 < υt < ∞

and −1 < λt < 1 [21]. For the GJR (1, 1) model, the constraints applied to Equation (3) are δ+ β+ 2γ < 2,
δ > −γ, and β ∈ (0, 1), and we chose k based on the Akaike information criterion (AIC) [22].

2.2. A Copula with GAS Dynamics

After determining the suitable marginal distribution, we proceeded to the copula function.
A dynamic copula model is typically used to model the dependence of government securities markets
in Eastern Europe in a dynamic process. However, an important contribution of our research
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was to calculate the time-varying correlations between the CEEC-3 and Germany. Two types of
specifications allow the parameters to vary over time. First, studies of copula-based analysis such as
Hafner and Manner [23] and Manner and Segers [24] have proposed a stochastic copula model that
allows the parameters to evolve as a latent time series. Second, ARCH (autoregressive conditional
heteroskedasticity)-type models such as dynamic conditional correlation (DCC) [3] and their related
models for copulas [11,17] permit the time-varying parameters to vary according to the functions of
the lagged observables. One advantage of the second approach is that it avoids the need to “integrate
out” the innovation terms driving the latent time series processes [25,26]. In addition, as pointed out
by McAleer [27], DCC may suffer from the problem of the derivation of asymptotic properties of the
Quasi-Maximum Likelihood Estimators. Therefore, based on the parameter-driven methodology, the
Generalized Autoregressive Score (GAS) model provided us with another view of the conditional
correction model as well as the CoVaR approach.

As our empirical model, we employed the GAS model of Creal et al. [11]. This function describes
the time-varying copula parameter (δt) as a combination of the lagged copula parameter and a forcing
variable related to the standardized score of the copula log-likelihood. Following Creal et al. [11], a
copula with GAS dynamics can be expressed as

Ut|Ft−1 ∼ Ct(δt(γ)) (4)

where γ is the copula function’s parameter; and Ut = [U1t, U2t]
′ is the vector of the marginal

conditional probability integral transform. To ensure that the correlation of the normal copula falls
between the values of −1 and 1, Creal et al. [11] suggested transforming the copula parameter by using
an increasing invertible function (e.g., logarithmic, logistic) to the parameter:

κt = h(δt) ⇐⇒ δt = h−1(κt) (5)

For a copula with a transformed time-varying parameter δt, a GAS (1,1) model can be described as

κt+1 = ω + bκt + aI−
1
2

t h(δt)st (6)

st ≡ ∂log
(
uy; δt

)
∂δt

(7)

It ≡ Et−1

[
sts

′
t

]
= I(δt) (8)

Although the functions for the time-varying parameters are arbitrary, they can nest a variety
of popular approaches from conditional variance models to trade duration and count models.
Nonetheless, in contrast to the approach taken by Patton [17], GAS models are more sensitive to
correlation shocks (for a comparison of the two models, see [11]).

Since we examined the dynamic process of the dependence of the government securities markets
in the CEEC-3 and Germany, we employed the time-varying Gaussian copula. The conditional
Gaussian copula function is defined as the density of the joint standard uniform variables (ut, vt)

with a time-varying correlation ρt. Moreover, we assumed that xt = φ−1(ut) and yt = φ−1(vt), where
φ−1(·) represents the inverse of the cumulative density function of the standard normal distribution.
Then, the density of the time-varying Gaussian copula is expressed as

CGau
t (ut, vt|ρt) =

1√
1 − ρ2

t

exp

(
x2

t + y2
t

2
− x2

t − 2ρxtyt + y2
t

2
(
1 − ρ2

t
) )

(9)

Thus, by combining Equation (6) with Equation (9), the Gaussian correlation parameter ρt is
modeled by the transformed parameter ρt = (1 − exp(−κt))/(1 + exp(−κt)), and the additional
scaling factor δt = 2/(1 − ρ2

t ) in Equation (6) is the consequence of modeling the transformed
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correlation parameter κt rather than ρt directly. Hence, we compared and contrasted the GAS Gaussian
copula estimation across maturities.

2.3. CoVaR

In this section, we quantified the VaR (Value at Risk) and CoVaR (Conditional Value at Risk)
for the government securities markets in the CEEC-3 and Germany. Given the strong linkages of
these markets [7], we considered the impact of financial distress in the German market (as measured
by its VaR) on the VaR of the CEEC-3 market and vice versa. Following the studies of Adrian and
Brunnermeier [15] and Girardi and Ergün [16], the CoVaR for asset i is the VaR for asset i conditional
on the fact that asset j exhibits an extreme movement.

Let rc
t be the returns for the CEEC-3 government securities market and rd

t be the returns for
the German government securities market. The downside CoVaR for stock returns for an extreme
downward oil movement and a confidence level 1 − β can be formally expressed as the β-quantile of
the conditional distribution of rc

t as

Pr
(

rc
t ≤ CoVaRc

β,t(q, p)
∣∣∣rd

t ≤ VaRd
α,t

)
= β (10)

where VaRd
α,t is the α-quantile of the German government securities market return distribution and

Pr
(

rd
t ≤ VaRd

α,t

)
= α measures the maximum loss that the German government securities market

returns may experience for a confidence level 1 − α and a specific time horizon.
Moreover, we measured the systemic impact of the CEEC-3 government securities market on the

German government securities market by considering the CoVaR for the latter instead of the former
as in Equation (10). The CoVaR in those equations can be represented in terms of copulas, since the
conditional probabilities can be rewritten, respectively, as

C
(

Frc
t

(
CoVaRc

β,t

)
, Frd

t

(
VaRd

α,t

))
= αβ (11)

where Frc
t

and Frd
t

are the marginal distributions of the CEEC-3 government securities market and
German government securities market returns, respectively. We followed Reboredo and Ugolini [25]
in computing the CoVaR by following a two-step procedure. Following the studies of Adrian and
Brunnermeier [15] and Girardi and Ergün [16], the systemic risk contribution of market j as the delta
CoVaR (ΔCoVaR) can be defined as the difference between the VaR of the overall German government
securities market conditional on the distressed state of the CEEC-3 government securities market(

Rc
t ≤ VaRc

α,t
)
. The VaR of each of the individual CEEC-3 government securities markets can then be

treated as a whole conditional on the benchmark state of the market, considering it to be the median of
the return distribution of the market, or, alternatively, the VaR for α = 0.5. The systemic risk contribution
of the market for each CEEC-3 country is the government securities market thus defined as

ΔCoVaRc/d
t =

CoVaRc/d
β,t − CoVaRc/d,α=0.5

β,t

CoVaRd,α=0.5
β,t

(12)

The primary shortcoming of such a specification is that it estimates the contemporaneous
correlation with the market to gauge the size of the potential tail spillover effects. In other words, it is
useful as it captures the marginal contribution of markets to the overall systemic risk. In this study, we
investigated the risk spillover effects between the CEEC-3 countries and Germany by employing both
the Gaussian copula model and Gaussian copula GAS model.

2.4. Estimation Method

In the final step, we employed the multi-stage maximum likelihood (MSML) estimation method
to calculate the dynamic relationships between the government securities markets in the CEEC-3 and
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Germany. First, we estimated the marginal distributions separately. In the second step, we estimated
the copula model conditioned on the estimated marginal distribution parameters. Therefore, the final
dynamic copula with the GAS process based on the GARCH model can be specified as

L(θ) = ∑T
i=1 log(ft(Xt; θ)) = ∑T

i=1 log( f1t(X1,t; θ1)) + ∑T
i=1 log( f2t(X2,t; θ2))

+∑T
i=1 log(ct(F1,t(X1,t; θ), F2,t(X2,t; θc)))

(13)

where θ = (φ′, γ′)′ is the estimated vector of all the parameters including those of the marginal
distributions φ and of the copula γ.

3. Data

To investigate the dependence of the CEEC-3 and Germany across maturities, we employed 3-month,
1-year, 3-year, 5-year, and 10-year government bond yields based on a daily frequency. In particular,
we focused on 3-year, 5-year, and 10-year government bond yields and omitted 3-month and 1-year
government bond yields due to the availability of data and empirical results. For instance, the short-term
interest rate for 3-month and 1-year yields cannot model the stable dynamic correlation between Hungary
and Germany since the estimation procedure does not converge. Thus, the data on 3-month and 1-year
yields did not fit the model well as there were too many poorly fitting observations. Moreover, the
marginal distribution for Poland was not well specified since the GARCH process was hardly justified.

The sample period ran from 1 January 2002 to 31 December 2016. The total dataset was comprised
of 3914 valid observations. In all cases, bond returns were calculated as the first differences of the
logs of yields. Table 1 reports the descriptive statistics of the return series. Particularly, we witnessed
the increasing of interest rate for the CEEC-3 countries across the different term structures during
our sample periods. In addition, the negative returns of the bond yields also indicated the bad credit
environment in the CEEC-3 countries where investors require higher nominal interests. The reason
may be due to the saving-investment imbalance with other developed countries such as Germany,
whose mean return for ten-year bond yield was still positive. Compared to Germany, the CEEC-3
countries have to deal with their debt problem. For example, the government of Hungary faces a great
fiscal deficit and struggles to solve its debt problem. The results of the Jarque–Bera (JB) test showed
that the null hypothesis of the normal distribution was rejected in all cases.

Table 1. Summary statistics across different maturities.

Poland Hungary Czech Republic Germany

3-year

Mean –0.000366 −0.000562 −0.000653 −0.000225
Std. Dev. 0.016497 0.017400 0.140969 0.167249
Skewness 0.678808 1.424991 −0.416608 0.682362
Kurtosis 11.01275 22.50707 87.16472 65.51154

JB 10,771.20 *** 63,382.03 *** 1,145,605 *** 628,135.2 ***
Observations 3914 3914 3914 3914

5-year

Mean −0.000303 −0.000380 −0.000874 −0.000848
Std. Dev. 0.015542 0.017361 0.169736 0.165198
Skewness 0.447378 0.761848 1.162340 2.072385
Kurtosis 13.77973 15.21576 188.6507 218.0410

JB 19,081.27 *** 24,714.69 *** 5,574,346 *** 7,432,406 ***
Observations 3914 3914 3914 3914

10-year

Mean −0.000225 −0.000204 −0.000636 0.000268
Std. Dev. 0.013174 0.015519 0.022779 0.124821
Skewness 0.496346 0.154218 0.336106 −0.555559
Kurtosis 13.80813 10.68544 28.27690 206.1039

JB 19,211.42 *** 9648.186 *** 103,392 *** 6,627,889 ***
Observations 3914 3914 3914 3914

Notes: *, **, and *** represent significance at the 10%, 5%, and 1% levels, respectively.
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4. Empirical Results

4.1. Marginal Distribution Estimations

In the first step, we employed univariate GJR-AR(k)-GARCH(1,1)-Skew-t models to model the
marginal distributions. Based on the SBIC (Schwarz Bayesian information criterion) [28], we selected
k = 2 for the 3-year maturity and k = 1 for the 5-year and 10-year maturities. Tables 2–4 report our
estimation results. We found that all the coefficients of the conditional variance term (β) with values
close to one were statistically significant at the 1% level. The coefficients of the asymmetric effect (γ)
were also statistically significant at the 1% level for the Czech Republic and Germany for the 3-year
maturity, and Poland and Germany for the 10-year maturity. Furthermore, the degrees of freedom
parameters (υ) were statistically significant at the 1% level with values above two, suggesting that the
tails of the error terms were heavier when compared with the normal distribution. Although the skew
terms (λ) were not statistically significant with positive values in most cases except Germany, we still
used the skew-student-t distribution since all the countries must correlate with Germany.

Table 2. Estimation results of the marginal distribution for 3-year yields.

Poland Hungary Czech Republic Germany

Mean Equation

μ1 × 10−4 −5.211 (2.115) *** −4.897 (2.511) ** −0.788 (0.745) 1.388 (1.546)
α −0.024 (0.015) −0.018 (0.015) −0.051 (0.015) *** −0.029 (0.023)

Variance Equation

ω × 10−5 3.414 (1.125) *** 2.251 (2.332) 3.112 (1.052) *** 1.718 (0.344)
δ 0.108 (0.053) *** 0.149 (0.607) *** 0.249 (0.075) *** 0.206 (0.051) ***
β 0.805 (0.039) *** 0.716 (0.101) *** 0.753 (0.038) *** 0.772 (0.031) ***
γ 0.023 (0.039) −0.129 (0.365) 0.213 (0.065) *** 0.250 (0.012) ***
υ 3.138 (0.209) *** 2.492 (0.416) *** 2.646 (0.106) *** 3.384 (0.581) ***
λ 0.023 (0.018) 0.014 (0.016) 0.048 (0.015) *** 0.049 (0.025) *

Diagnostic

Q(20) 23.21 [0.588] 36.54 [0.251] 81.22 [0.245] 21.18 [0.227]
Q2(20) 13.23 [0.786] 21.55 [0.127] 44.87 [0.621] 17.97 [0.419]

Log-Likelihood 11,202.57 10,244.36 8596.28 8496.57

Notes: The numbers in parentheses are standard errors. The numbers in square brackets are p-values. Q(20) (Q2(20))
is the Ljung–Box Q statistic for the null hypothesis that there is no autocorrelation up to order 20 for the
standardized residuals (standardized squared residuals). *, **, and *** represent significance at the 10%, 5%,
and 1% levels, respectively.

Table 3. Estimation results of the marginal distribution for 5-year yields.

Poland Hungary Czech Republic Germany

Mean Equation

μ1 × 10−4 −2.618 (2.110) 5.124 (2.221) ** −5.428 (4.775) 3.781 (1.546) ***
α −0.008 (0.019) 0.031 (0.015) ** −0.086 (0.017) *** 0.332 (0.015) ***

Variance Equation

ω × 10−5 2.414 (3.125) 4.141 (1.128) 1.787 (1.188) 1.221 (1.188)
δ 0.091 (0.037) *** 0.154 (0.013) *** 0.073 (0.001) *** 0.012 (0.002) ***
β 0.911 (0.028) *** 0.842 (0.039) *** 0.891 (0.028) *** 0.944 (0.015) ***
γ 0.008 (0.028) 0.139 (0.005) 0.145 (0.016) *** 0.099 (0.005) ***
υ 3.806 (0.281) *** 2.445 (0.055) *** 2.836 (0.588) *** 7.367 (0.568) ***
λ 0.013 (0.053) 0.015 (0.016) 0.027 (0.021) 0.071 (0.101)

Diagnostic

Q(20) 15.21 [0.448] 41.27 [0.651] 82.12 [0.245] 22.54[0.347]
Q2(20) 3.286 [1.000] 14.22 [0.234] 44.11 [0.621] 14.27 [0.721]

Log-Likelihood 11,235.812 10,113.699 10,244.87 9853.126

Notes: The numbers in parentheses are standard errors. The numbers in square brackets are p-values. Q(20) (Q2(20))
is the Ljung–Box Q statistic for the null hypothesis that there is no autocorrelation up to order 20 for the
standardized residuals (standardized squared residuals). *, **, and *** represent significance at the 10%, 5%,
and 1% levels, respectively.

396



Sustainability 2018, 10, 324

Table 4. Estimation results of the marginal distribution for 10-year yields.

Poland Hungary Czech Republic Germany

Mean Equation

μ1 × 10−4 2.568 (0.221) *** 6.351 (1.121) *** −4.298 (1.125) *** 2.121 (0.285) ***
α −0.042 (0.011) 0.046 (0.031) −0.009 (0.018) 0.089 (0.119)

Variance Equation

ω × 10−5 3.122 (1.155) *** 2.886 (1.085) *** 1.987 (0.788) *** 4.221 (1.688) ***
δ 0.116 (0.032) *** 0.111 (0.003) *** 0.166 (0.078) *** 0.017 (0.007) ***
β 0.891 (0.025) *** 0.832 (0.054) *** 0.835 (0.053) *** 0.961 (0.006) ***
γ −0.023 (0.021) 0.024 (0.469) 0.046 (0.041) 0.041 (0.009) ***
υ 4.012 (0.324) *** 2.319 (0.607) *** 2.996 (0.256) *** 11.621 (2.152) ***
λ 0.009 (0.012) −0.055 (0.019) 0.015 (0.017) 0.026 (0.022)

Diagnostic

Q(20) 15.26 [0.541] 69.17 [0.265] 55.32 [0.185] 12.96 [0.899]
Q2(20) 1.565 [1.000] 24.75 [0.631] 42.25 [0.331] 9.54 [0.841]

Log-Likelihood 11,116.610 10,004.310 10,522.495 9826.073

Notes: The numbers in parentheses are standard errors. The numbers in square brackets are p-values. Q(20) (Q2(20))
is the Ljung–Box Q statistic for the null hypothesis that there is no autocorrelation up to order 20 for standardized
residuals (standardized squared residuals). *, **, and *** represent significance at the 10%, 5%, and 1%
levels, respectively.

Table 2 shows the Q(s) and Q2(s) statistics to justify the empirical results of the
GJR-AR(k)-GARCH(1,1)-Skew-t models. The Q(s) statistic at lag s is a test statistic following an
asymptotical distribution with degrees of freedom equal to the number of autocorrelations less the
number of parameters. Its null hypothesis assumes that there is no autocorrelation up to lag s for the
standardized residuals. The Q2(s) statistic at lag s proposes a null hypothesis of no autocorrelation up
to order s for the standardized squared residuals. As shown in Tables 2–4, the null hypothesis of no
autocorrelation up to order 20 for the standardized residuals and standardized squared residuals was
accepted for all currencies, supporting our model specifications.

4.2. Dynamic Copula Estimations

In the second step, we transformed the standardized residuals obtained from the GARCH model
into uniform variates based on the cumulative distribution function. By applying this step, we obtained
the vector of filtered returns to estimate the copula functions in the CEEC-3 government securities
markets. Therefore, we estimated both the dynamic Gaussian copula and the dynamic Gaussian copula
based on the GAS framework by using the filtered return in the first step. Table 5 reports the estimation
results. According to Creal et al. [11] and Creal and Tsay [13], the GAS specification can provide a more
persistently time-varying correlation process. Since the log-likelihood was the largest for the 10-year
yields when compared with the other two, the long-term yields also provided the most persistently
time-varying correlation process. In addition, the terms (a, b) for the GAS framework estimations were
significant in most cases, which indicated that the GAS framework models the Gaussian copula well.

To illustrate the integration process between the CEEC-3 and Germany, Figures 1–3 plot their
estimated dynamic correlations from the Gaussian copula GAS model for the 3-year, 5-year, and
10-year yields. These figures illustrate the high (low) dependence of the government securities markets
in the long term (short term). In addition, the Czech Republic showed the highest dependence with
Germany, while Hungary showed the lowest. In particular, the structures of dynamic correlations for
Hungary were different from that of Poland and the Czech Republic, which may due to the fact that
Hungary has been experiencing a fiscal crisis since 2012.

Meanwhile, to see how EU accession, the global financial crisis, and the European debt crisis
affected dependence, we employed the multiple breakpoint test to examine the influence of dependence
based on global information citations (Table 6). In general, we found that these three events affected
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dependence significantly. As shown in Figures 1–3, the correlation significantly increased before the
examined CEEC-3 countries became EU members, in the global financial crisis period, and in the
European debt crisis period. Combining the results presented in Table 6 confirmed that financial
contagion occurred during these two crises. Meanwhile, the significant increase in correlation before
EU accession may have been caused by the expectations of market participants and requirements of
being EU members. After the global financial crisis, there was a significant decrease in dependence,
perhaps because of capital regulations and market segmentation [14].

Table 5. Estimation results of the Gaussian copula and Gaussian copula GAS (1,1) models.

3-Year 5-Year 10-Year

Gaussian Copula Model

Poland–Germany

ω 0.001 (0.007) 0.004 (0.011) 0.179 (0.059) ***
a 0.026 (0.004) *** 0.079 (0.006) *** 0.481 (0.014) ***
b 1.981 (0.018) *** 1.923 (0.012) *** 0.556 (0.041) ***

Log-Likelihood 30.528 76.522 90.791

Hungary–Germany

ω −0.021 (0.048) −0.043 (0.063) *** −0.057 (0.022) **
a 0.075 (0.004) *** 0.022 (0.007) *** 0.490 (0.004) ***
b 0. 821 (0.257) *** 0.975 (0.016) *** −0.477 (0.086) ***

Log-Likelihood 11.344 18.252 22.671

Czech–Germany

ω 0.001 (0.118) 0.006 (0.361) 0.352 (0.102) ***
a 0.025 (0.001) *** 0.071 (0.003) *** 0.395 (0.012) ***
b 1.994 (0.147) *** 1.984 (0.004) *** 0.749 (0.221) ***

Log-Likelihood 61.300 173.693 254.458

Gaussian Copula GAS (1,1) Model

Poland–Germany

ω 0.096 (0.085) 0.187 (0.091) ** 0.328 (0.094) ***
a 0.013 (0.003) *** 0.032 (0.007) *** 0.021 (0.004) ***
b 0.992 (0.004) *** 0.983 (0.008) *** 0.990 (0.004) ***

Log-Likelihood 30.551 84.951 110.213

Hungary–Germany

ω −0.029 (0.048) −0.062 (0.061) −0.052 (0.067)
a 0.018 (0.007) ** 0.019 (0.006) *** 0.014 (0.006) **
b 0.963 (0.030) *** 0.978 (0.014) *** 0.987 (0.012) ***

Log-Likelihood 11.136 19.819 18.023

Czech–Germany

ω 0.796 (0.198) *** 2.004 (0.358) *** 0.872 (0.187) ***
A 0.005 (0.001) *** 0.0163 (0.028) *** 0.001 (0.000) ***
B 0.988 (0.023) *** 0.998 (0.004) *** 0.998 (0.001) ***

Log-Likelihood 79.386 225.322 346.200

Notes: *, **, and *** represent significance at the 10%, 5%, and 1% levels, respectively.
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Figure 1. Dynamic correlations between Hungary and Germany. Notes: This figure plots the estimated
dynamic correlations between Hungary and Germany from the Gaussian copula and Gaussian copula
GAS models for 3-year yields (top), 5-year yields (middle), and 10-year yields (bottom).
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Figure 2. Dynamic correlations between Czech Republic and Germany. Notes: This figure plots the
estimated dynamic correlations between Czech Republic and Germany from the Gaussian copula
and Gaussian copula GAS models for 3-year yields (top), 5-year yields (middle), and 10-year
yields (bottom).
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Figure 3. Dynamic correlations between Poland and Germany. Notes: This figure plots the estimated
dynamic correlations between Poland and Germany from the Gaussian copula and Gaussian copula
GAS models for 3-year yields (top), 5-year yields (middle), and 10-year yields (bottom).
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Table 6. Breakpoint test based on global information citations.

3-Year 5-Year 10-Year

Czech–Germany

Breakpoint 1 9/28/2004 12/24/2004 12/12/2003
Breakpoint 2 8/23/2007 10/17/2008 3/05/2007
Breakpoint 3 8/04/2009 9/29/2010 2/12/2009
Breakpoint 4 12/28/2011 10/22/2012 1/25/2011
Breakpoint 5 1/11/2013

Poland–Germany

Breakpoint 1 5/01/2006 4/01/2004 4/01/2004
Breakpoint 2 11/05/2008 5/15/2006 5/15/2006
Breakpoint 3 10/18/2010 10/22/2008 10/22/2008
Breakpoint 4 1/21/2013 10/04/2010 10/04/2010
Breakpoint 5 11/07/2012 11/07/2012

Hungary–Germany

Breakpoint 1 3/20/2007 9/25/2006 8/07/2007
Breakpoint 2 12/04/2009 6/05/2009 9/27/2010
Breakpoint 3 12/10/2012 12/07/2012 1/04/2013
Breakpoint 4
Breakpoint 5

Notes: The date is given by Month/Day/Year. We chose the numbers of the breakpoint date according to the SIC.

4.3. Risk Spillovers

Figures 4–6 plot the estimations of ΔCoVaR. Specifically, the blue line reflects the spillover effect
from Germany to the CEEC-3 and the red line reflects the spillover effect from the CEEC-3 to Germany
(The CoVaR estimations are available from the authors upon request). As shown in these figures, the
GAS-based Gaussian copula model was more sensitive than the Gaussian copula model as expected.
Moreover, the empirical evidence indicated that the German systemic risk was low and relatively stable,
while the CEEC-3 systemic risk was high and variant. Specifically, Poland showed the lowest systemic
risk, whereas Hungary showed the highest. Since the impact of the global financial crisis was reflected
in the abrupt increase in the ΔCoVaR value, we observed that the European debt crisis increased the
ΔCoVaR value for both the German systemic risk and the CEEC-3 systemic risk. Finally, the ΔCoVaR
of long-term government securities fluctuated more widely than that for short-term government
securities in these countries. These results suggest that the systemic risk is higher for both the CEEC-3
countries and for longer-term bonds.

Panel A: The risk spillover from Germany to Poland 

 

Figure 4. Cont.
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Panel B: The risk spillover from Poland to Germany. 

Figure 4. Cont.
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Figure 4. ΔCoVaR between Poland and Germany. Notes: This figure plots the estimated ΔCoVaR
between Poland and Germany from the Gaussian copula and Gaussian copula GAS models for 3-year
yields (top), 5-year yields (middle), and 10-year yields (bottom) in the panel (A,B).

Panel A: The risk spillover from Germany to the Czech Republic. 

 

Figure 5. Cont.
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Panel B: The risk spillover from the Czech Republic to Germany. 

Figure 5. ΔCoVaR between the Czech Republic and Germany. Note: This figure plots the estimated
ΔCoVaR between the Czech Republic and Germany from the Gaussian copula and Gaussian copula
GAS models for 3-year yields (top), 5-year yields (middle), and 10-year yields (bottom) in the
panel (A,B).

Panel A: The risk spillover from Germany to Hungary. 

 

Figure 6. Cont.
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Panel B: The risk spillover from Hungary to Germany. 

 

Figure 6. Cont.
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Figure 6. ΔCoVaR between Hungary and Germany. Note: This figure plots the estimated ΔCoVaR
between Hungary and Germany from the Gaussian copula and Gaussian copula GAS models for 3-year
yields (top), 5-year yields (middle), and 10-year yields (bottom) in the panel (A,B).

Furthermore, our empirical evidence also showed that ΔCoVaR volatility increased substantially
for the countries in crisis. The reason may be the uncertainty of the government securities markets and
implementation of stabilization policies by the European Central Bank and International Monetary
Fund. These actions also provoke sudden changes in investor expectations. All the evidence on the
systemic risk dynamics was consistent with the idea that the crisis not only had spillover effects on
countries with weak economic fundamentals (e.g., Hungary, which had the highest systemic risk), but
also had contagion effects for both the CEEC-3 and Germany.

4.4. Dynamic SJC Copula

To ascertain how these events affected the dependence of the government securities markets in
CEEC-3 and Germany, we employed the dynamic SJC (symmetrized Joe-Clayton) copula proposed by
Patton [17] to investigate positive and negative events. In particular, we examined the dynamic tail
correlations in these markets to find the possibility of contagion or fight to quality. Generally, correlations
exist across the markets, but tail correlations do not. If the tail correlations exist across the markets, the
contagion or fight to quality will more likely occur as the contagion is more likely to be related to the
lower tail dependence, while the fight to quality is more likely to be connected to the upper dependence.
Following Patton [17], the density of the SJC copula is

cSJC

(
u, v|τU , τL

)
= 0.5[cJC

(
u, v|τU , τL

)
+ cJC

(
1 − u, 1 − v|τU , τL

)
+ u + v − 1] (14)

The SJC copula is symmetric when τU = τL and asymmetric otherwise. To estimate the
time-varying dependence structure for the conditional copula, we assumed that the dependence
parameter was determined by past information and that it followed an autoregressive moving average,
or ARMA (1,10)-type process. Therefore, the dynamics of upper and lower tail dependence can be
expressed as Equations (15) and (16), respectively:

τU
t = ∏ (βSJC

U τU
t−1 + ωSJC

U + γSJC
U

1
10

10

∑
i=1

|ut−i − υt−i|) (15)

τL
t = ∏ (βSJC

L τL
t−1 + ωSJC

L + γSJC
L

1
10

10

∑
i=1

|ut−i − υt−i|) (16)

where ∏ is the logistic transformation to keep τU and τL within the (0, 1) interval. We also estimated
the parameters based on the MSML estimation method.
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Table 6 reports the estimation results. For the copula function, β denotes the degree of persistence
and γ represents the adjustment in the dependence process. As shown in Table 7, the parameters γ

and β are significant only for the Czech Republic and Germany for all maturities, and for Poland and
Germany for the 10-year maturity, suggesting that significant variance and strong dependency existed
over time in these pairs.

Table 7. Estimation results of the SJC copula model.

3-Year 5-Year 10-Year

Czech–Germany

ωU 0.439 (0.302) 0.072 (0.078) 0.041 (0.015) ***
γU −2.671 (0.431) *** −0.368 (0.027) *** −0.196 (0.072) ***
βU 0.914 (0.051) *** 0.988 (0.017) *** 0.991 (0.004) ***
ωL 0.044 (0.059) 0.094 (0.092) 0.079 (0.023) ***
γL −0.203 (0.078) *** −0.453 (0.466) −0.399 (0.176) **
βL 0.995 (0.008) *** 0.986 (0.017) *** 0.988 (0.007) ***

Log-Likelihood 78.469 230.020 352.096

Poland–Germany

ωU −1.035 (0.131) *** −0.180 (0.696) 0.162 (0.065) ***
γU −0.484 (0.465) −0.538 (1.975) −0.961 (0.358) ***
βU 2.106 (2.253) 1.256 (1.353) 0.963 (0.014) ***
ωL −3.912 (3.450) −4.751 (2.950) −1.115 (1.018)
γL −0.917 (1.507) −0.658 (0.900) −9.421 (1.431) ***
βL 0.903 (1.659) 0.356 (0.371) −0.112 (0.237)

Log-Likelihood 2.261 22.933 83.667

Hungary–Germany

ωU −4.377 (1.259) *** −4.849 (3.180) −4.556 (2.918)
γU −1.021 (18.862) −1.132 (26.387) −1.079 (37.612)
βU 0.801 (1.039) 0.707 (0.415) * 0.795 (1.840)
ωL −9.462 (1.007) *** −9.534 (0.980) *** −9.473 (1.071) ***
γL −1.185 (2.827) −1.406 (2.367) −1.351 (5.567)
βL 0.303 (0.111) ** 0.301 (0.106) *** 0.317 (0.154) **

Log-Likelihood −11.042 −17.312 −17.291

Notes: *, **, and *** represent significance at the 10%, 5%, and 1% levels, respectively.

Figures 7 and 8 compare the time paths of the conditional lower and upper tail dependence based
on the SJC copula for Poland and the Czech Republic, respectively. In general, we found that the
conditional upper tail dependence was greater and fluctuated more than the conditional lower tail
dependence for Poland and for the 3- and 5-year government securities markets because the value of ωL

was less than that of ωU . Moreover, the variation degree increased as maturities increased. However, the
conditional upper tail dependence fluctuated less than the conditional lower tail dependence for the
Czech Republic in the 10-year government securities market. In addition, the dynamic process of tail
dependence was not well specified for the Poland–Germany and Hungary–Germany pairs since the
parameters γ and β were insignificant. Thus, they were omitted.

Meanwhile, these results also indicated that the Czech Republic showed the highest dependence
with Germany. In addition, both positive and negative news from Germany significantly affected
dependence, with the former having a larger influence than the latter, which was consistent with the
findings of Yang and Hamori [7]. In contrast to Büttner and Hayo [4] as well as Yang and Hamori [7,8],
however, we provided the dynamic process of dependence between the CEEC-3 and Germany and
showed that the positive and negative news affected dependence dynamically. Figures 7 and 8 also
confirmed that financial contagion occurred during the global financial and European debt crises,
consistent with the evidence provided by Boubakri and Guillaumin [14].
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Figure 7. Dynamic tail correlations between Poland and Germany. Note: This figure plots the estimated
dynamic tail correlations between Poland and Germany from the SJC copula model for 10-year yields.

Figure 8. Cont.
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Figure 8. Dynamic tail correlations between the Czech Republic and Germany. Note: This figure plots
the estimated dynamic tail correlations between the Czech Republic and Germany from the SJC copula
model for 3-year yields (top), 5-year yields (middle), and 10-year yields (bottom).

5. Conclusions

In this study, we investigated the dependence of the government securities markets in the
CEEC-3 and Germany across maturities by employing the GAS-based dynamic Gaussian copula
model. We found a high dependence of these government securities markets in the long maturity,
but low dependence in the short maturity. In addition, the Czech Republic showed the highest
dependence with Germany, while Hungary showed the lowest. Consistent with the findings of Pozzi
and Wolswijk [9], by employing the breakpoint test, we also confirmed that EU accession, the global
financial crisis, and the European debt crisis caused structural changes in the dynamic correlation.

Furthermore, by employing the ΔCoVaR risk measure, we observed that the German systemic risk
was low and relatively stable, while the CEEC-3 systemic risk was high and variant. By considering
different time horizons, we showed that the long-run bond ΔCoVaR was higher than the short-run
bond ΔCoVaR. This evidence on the systemic risk dynamics shows that the crisis not only had spillover
effects on countries with weak economic fundamentals (e.g., Hungary, which has the highest systemic
risk), but also had contagion effects for both the CEEC-3 and Germany.

We also employed the SJC copula to examine the dynamic tail dependence among these countries.
By comparing and contrasting the results from the dynamic Gaussian copula, we found that both
positive and negative news from Germany significantly affected dependence with the Czech Republic,
with the former having a larger influence than the latter. These results also showed that the dependence
structure between the CEEC-3 and Germany was asymmetric. In addition, we confirmed that the
Czech Republic showed the highest dependence with Germany and that financial contagion occurred
during the global financial crisis and European debt crisis.

Our results have at least one implication for policymakers and two implications for investors.
For policymakers, although the integration of the financial markets in the CEEC-3 has decreased since
2008 owing to market segmentation, becoming an EU member has increased the degree of dependence
with European financial markets. For investors, diversification benefits still exist, especially since the
global financial crisis. In addition, the dynamic correlations for these countries are more sensitive to
positive shocks, indicating that government securities markets remain a good investment, even during
a crisis period. Additionally, the risk spillovers from the German government securities market may
not be a large concern when compared with those from the CEEC-3 countries.
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Abstract: This study proposes a new model by partially combining personality traits (PT)
and Technology Acceptance Model (TAM) attributes to examine the influences of personality
characteristics (conscientiousness, openness) and perception of technology (perceived usefulness,
perceives ease of use) on e-purchase intention. We use truncate sampling technique and survey
questionnaire to target the sample of Taiwanese online consumers and collect data. We find that
consciousness (CON) (personality attribute) significantly influences perceived usefulness (PU)
(technology perception attributes), perceived ease of use (PEOU) (technology perception attributes)
and openness to experience (OPE) (personality attribute). PU, PEOU and OPE have significant
impacts on e-purchase intention (INT). PEOU has the strongest positive impact on (INT). In addition,
PU, PEOU and OPE combined together mediate the relationship between CON and INT. Further post
hoc analysis of the mediation shows that both PU and PEOU are sustainable mediators. However,
OPE is not a significant mediator.

Keywords: conscientiousness; openness to experience; perceived ease of use; perceived usefulness;
online purchase intention

1. Introduction

Worldwide electronic commerce has significantly advanced due to the prominent development
of the internet technology in the past decade. Internet technology has become a growing tool in
providing variety website services [1]. Customers seek for products’ features, price and functionality
online. Consumers no longer need to go to physical stores to browse and compare prices to shop
for goods [2]. Accordingly, internet technology has reshaped the way customers buy merchandises.
The top categories of online sales are related to technological and electronic products, crafts, handmade
products, accessories and clothes [3]. The direct influence of the components of the web marketing mix
and purchase intention in China [4] indicates e-commerce in the Asia-Pacific region is becoming more
and more popular.

E-commerce in the Asia-Pacific region has increased 30% in 2013, accounting for over one-third
of total e-commerce sales all over the world. In 2017, Taiwan’s strong online infrastructure growth
in terms of internet penetration and smartphone adoption surpasses some of Asia Pacific’s key
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e-commerce markets including South Korea, Japan, Singapore and Hong Kong. As of 31 March
2017, Taiwan’s internet penetration rate reaches 88% with more than 20,000,000 internet users [5].
Taiwan mobile-cellular telephone subscriptions get nearly 30,000,000 subscribers with 78.04% of the
population using the Internet by the end of 2015 [6]. An average Taiwanese spent NT$16,586 (US$568)
annually in 2012, rising from NT$13,864 (US$475) in 2010 on e-purchasing which accounts over 60% of
online people for the whole country. Taiwan’s online shopping market is growing rapidly. Therefore,
it is important to determine which factors drive e-purchase intention of Taiwanese consumers.

According to Teresa, Bonnie, and Yingjiao [7], personality is one of the roots of understanding
consumers’ purchase intention. Personality is the internal force that motivates customers to affect a
particular behavior and to unconsciously motivate customers. Therefore, marketers have to understand
the effect of personality as a direct link to consumers’ mind. Previous studies indicate that shoppers’
character is a substantial factor for the success of e-vendors [8]. Online purchase intention has been
described by different views, such as consuming in relative to demographical characteristics [9–12],
emotional and psychological characteristics [13,14], realizing positive and negative aspects of virtual
transactions [15–18], shopping motivation [19,20] and orientation of purchasing [21]. Conscientious
people are characterized as habitually focused, vigilant and well organized. Nevertheless, a few of
the previous research has investigated the influence of conscientiousness on customers’ e-purchase
intention [22]. We believe the humanistic characteristics of a consciousness person are well matched
with computer logarithm physiognomies that lead to the acceptance of technology.

Consuming behavior is sustainably influenced by individual characteristics of users [23].
Most authors conduct their studies under separate models of the Big Five Personality Trait Model [24]
and Technology Acceptance Model [25] (Figure 1). Previous research has also studied purchase
Intention [26]. However, as far as we know, there is no study in the literature to separate personality
traits (PT) and then combine them with Technology Acceptance Model (TAM) to study the e-purchase
intention (INT) of the consumers. In this paper, we bridge the gap in the literature to explore the most
persuasive part of TAM and PT. We investigate e-purchase intention (INT) of the consumers; displayed
as a new model in Figure 2 (we call it Model A). This study, therefore, examines the influence of the
conscientiousness (CON) on e-purchase intention (INT) through perceived usefulness (PU), perceived
ease of use (PEOU) and openness to experience (OPE). This paper attempts to allocate exclusive
perceptions into the online shopping by discussing the determinative factors affecting buying intention
of participants.

This study takes partially from the Technology Acceptance Model and partially from the Big
Five Personality Trait Model. Conscientiousness is the propensity to show self-discipline and strive
for aptitude and attainment [27]. It is one of the most sustainable personality predictors of attitude.
Individuals perceive technology differently. Furthermore, the attributes of personality trait influence
the way consumers shop online. This study aims at discovering how consumer’s characteristics and
perceptions about virtual vendors can be adjusted by personalizing e-vendors’ environment. The aim
is to find ways which encourage consumers and makes it easier for them to buy products online [8].

Taking into consideration the above-mentioned facts, this study provides the key for online sellers
to comprehend e-purchase intention of customers. Previous research of individual’s characteristics and
perception of technology provides an essential ground tool for considering human behavior. As the
most common model of personality traits, the Big Five model evaluates the most noticeable sides of
personality [28]. Human’s traits are basic constructing slabs of personality, which is more likely to
lead constant shapes of person’s thinking, feeling and manner [29]. In addition, the prototype of Big
Five can confirm impacts of time’s flow [30] as well as cultural exchanges [31]. The Big Five model
elements include extraversion, conscientiousness, agreeableness, neuroticism (emotional stability)
and openness to experience. In this paper, authors will limit the variables of personalities by using
only conscientiousness as exogenous variable and openness to experiences as one of the mediating
variables. Both variables, related to the area of personal behavior, interact and influence perception
and use of technology. In traditional studies of The Big Five and consumer behavior the interaction
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of the variables might be different. This study explores and hints to the fact that in the new age of
e-commerce and online shopping, unlike the traditional models, personality traits are NOT the sole
influential elements. Technological perceptions for different age groups play an important role in
consumer’s e-purchase intention.

In this paper, we initiate the new concept of personality traits in conjunction with technology
perceptions. We provide a better understanding of e-purchase intention behavior by looking at the
sustainability and consistency of the mediating variables. Conscientiousness describes the reliability,
responsibility, diligence and determination of an individual. The results also suggest that although
consciousness people are attracted to shopping online, with the mediation of other factors such as
openness to experience, perceived ease of use and perceived usefulness the influence of this personality
trait becomes insignificant. This study is not product or service specific. Further product detailed
analysis is necessary to make the practical implications of this study for specific products sold online.

The rest of this paper is structured as follows. Section 2 discusses the conceptual background of
our study and sets all hypotheses that will be tested in our paper. Section 3 discusses the methodology
being used in our study. Section 4 discusses our findings. Section 5 concludes the paper, discusses the
inferences drawn from our findings and make implications from the findings of our paper.

2. Conceptual Background and Hypotheses

This study combines attributes of Technology Acceptance Model (TAM) and Personality Traits
into a new model (Model A as shown in Figure 2). The aim is to have a better understanding of online
shoppers’ attitudes and e-purchase intention of consumers. The model proposed in this study (Model
A) contains several factors as discussed in the following.

2.1. Online Purchase Intention (INT)

Online purchase intention reflects the desire of clients to buy through the internet. It is believed
that a shopper is more likely to buy from virtual stores when e-commerce sites provide satisfactory tools
including: products/services catalogues, searching functions, trust in websites, pricing comparison
sheets, buying carts, online payment systems and outlining devices [32–35]. Thus, considering the
importance of each corresponding factor plays an important role for online vendors to draw consumers
and sustain sales. Purchase and repurchase intention refer to the outcome of consumers’ intention
to decide a particular action [36,37] regarding the purchase of a product or service. Two main
determinants of behavioral intention toward the aspects of personality are: shoppers’ attitude and the
subjective criteria [38]. Online shopping intention is the tendency of buyers to represent fixed behavior
(i.e., buying) in fixed context (i.e., virtual stores). Pagani, Goldsmith, and Hofacker [39] (p. 252) suggest
that combining internet users’ personality traits and their perception of technology toward online
shopping into one large category may lead to better understanding of human behavior. They suggest
that understanding the elements of online users’ interaction and intentions is necessary if “one wishes
to study web-based phenomena, including social commerce”.

2.2. Perceived Usefulness (PU)

The perceived benefits and sustainable advantages of shopping online are summarized as
perceived usefulness. Finding bargain price in addition to the low cost of searching online can
contribute to the notion of perceived usefulness. The advantages of purchasing from a virtual
store compared to purchasing from a traditional store can also contribute to perceived usefulness.
The effortlessness of comparing one virtual store to another virtual store is also another factor
supporting the perceived usefulness [8]. E-commerce websites supply application software and helpful
services that can facilitate shoppers’ decisions of buying a product/service. Some services, however,
may not be as convenient as in traditional market (e.g., immediate comparison among a variety of
products that require tasting, smelling or sensing). Online shopping perceived usefulness could change
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consumers’ attitudes toward purchasing [40]. Son et al. [41] assert that PU has a positive effect on
consumer intention to use an internet application.

2.3. Perceived Ease of Use (PEOU)

PEOU refers to the extent to which a user perceives a particular technology, accessing websites,
Internet functions and web-interface is easy to use [42]. It is about perceived necessary technological
elements [43]. More specifically, a technology is more favorable for using than another if it is most
likely to be approved by online shoppers. In other words, the more complicated a technological
application is perceived to be, the more likely the website will be used. PEOU and PU are attributes
of the acceptance of technology [41]. The PEOU construct has been used in various contexts such as
electronic mail [44], e-commerce [16], m-commerce [45] and intention to use internet applications [46].

2.4. Conscientiousness (CON)

CON is identified by words of “precise”, “efficient”, “orderly” and “persistent”. People with
highly conscientious characteristic are often concentrated, careful, trustworthy and well organized,
whereas unconscientious persons are most likely to express their distraction, disorganization and
having flexibility [47]. It is believed that conscientious persons normally concern about factor of
effectiveness. Conscientiousness describes the reliability, responsibility, diligence and determination
of an individual [48]. Therefore, we believe that although CON is the major contributing factor of
e-purchase intention; when mediated by PU, PEOU and OPE as indicated in Figure 2; the contribution
is insignificant.

2.5. Openness to Experience (OPE)

According to the study of Migliore [47], open-minded persons to experience something new
are individuals of intelligence, curiosity, free thought and flexible action. Researchers advocate that
consumers’ “openness to experience” is more inclined (lead by their willingness and flexibility to
pursue multiple stimuli) towards Facebook, blog more and engage in various online activities [49–51].
Therefore, open-mindedness is a noteworthy forecaster of the overall virtual use. Also, open-minded
persons are more likely to use an online shopping via the internet [52]. The result means that
open-minded individuals are more likely to use e-purchase to confirm their inquisitiveness and
find out freshly adventured practices [53].

2.6. Development of Hypotheses

Devaraj, Easley, and Crant [54] have successfully observed the support of conscientiousness in
the relationship between perceived usefulness of technology and intentions to use the technology such
that the relationship is stronger for individuals with higher conscientiousness. Another study done
by Punnoose [55] also found that conscientiousness has a significant effect on PU. Based on previous
studies, we propose the Hypothesis 1 (H1) as follows:

Hypothesis 1. CON has a positive association with PU.

Closed people refer to those who have a simple, plain and straightforward mind. Using new
technology is not easy for closed people right from the start. With lacking interest in the variety of new
software a certain level of PEOU will not be enough to build up an intention to use the technology.
On the other hand, open people like to spend time reflecting on new technology and new products.
They enjoy unusual interaction and are willing to overcome any possible challenge when using new
technology. Svendsen et al. [56] suggest that there is a positive relationship between OPE and PEOU.
This idea is also supported by other researchers. For example, Shambare [57] finds a significant positive
effect of OPE on PEOU. Rosen and Kluemper [58] conclude that CON significantly influences PEOU
in acceptance of social networking websites technology. In previous studies the internal relationship
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between CON and OPE has been ignored. Thus, we set to test the following two hypotheses for
e-purchase intention:

Hypothesis 2. CON has positive association with PEOU.

Hypothesis 3. CON has positive association with OPE.

Research on the different variables of the TAM reveals significant relationships between PEOU,
PU and INT. Davis [42] argues that PEOU and PU jointly influence behavioral intentions. Kim and
Song [59] propose that perceived usefulness is related to purchase attitude among online shoppers.
If consumers find an e-commerce website useful for shopping, they will advantageously have a better
e-purchasing attitude. Other studies by Yoon and Steege [60], Punnoose [55], Aldás-Manzano et al. [61],
Özbeka et al. [62] and Devaraj [54] also confirm the relationship between PU and INT. Several
researchers have found a positive relation between the PEOU and INT. Childers et al. [63] suggest that
clear and understandable online shopping sites, which require less mental efforts of their users to make
a purchase, are more attractive for potential customers than more complicated ones. Marjan et al. [64]
suggest that clients with “perceived ease of use” tend to have a higher intention of buying goods from
virtual stores. Thus, the ease of use relating to e-commerce website’s functions and interfaces is useful
in the forecasting of users’ intention towards e-purchase. Perceived ease of use is highly relevant to
clients’ manner in experience online shopping accordingly to applications of the internet, which is
strongly associated with intention to purchase. Thus, we propose the following hypothesis:

Hypothesis 4. PU has positive association with INT.

Hypothesis 5. PEOU has positive association with INT.

Thorbjørnsen et al. [65] indicate that social identity expressiveness is positively related to intention
to use multimedia messaging. Based on Mowen’s hierarchical model of personality, Bosnjak et al. [66]
explain and predict people’s disposition to use e-purchases [67]. Almost all elements have positive
relationships, including the relationship between conscientiousness and openness to experiences.
This paper uses a hierarchy model with the following hierarchy: surface, situational, compound and
elemental. CON and OPE are among the basic hierarchical and elemental characteristics included in
the Big Five dimensions of characters [67]. Figure 1 shows the interrelations among the major three
factors. Based on this model and recent studies [68], we propose the following two hypotheses.

Hypothesis 6. OPE has positive association with INT.

Hypothesis 7. CON has positive association with INT.

Figure 1. The relationships among CON, OPE and INT [67].

Technology Acceptance Model posits that perceived PU and PEOU determine an individual’s
intention to use a system, with the intention to use serving as a mediator of actual system use [42].
Previous studies test the mediating effect of PEOU and PU of behavioral intention [69]. However, to the
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best of our knowledge, there is no empirical study that tests the mediating effect in the relationship
between personality traits and e-purchase intention. Thus, we set the following hypothesis:

Hypothesis 8. PU, PEOU and OPE mediate the relationship between CON and INT.

2.7. Theoretical Framework and Hypotheses

The theoretical framework paves the way for the study hypotheses that examine the interrelations
among the variables being studied. The framework hypothesizes that personality traits can affect
online purchase intention. The model (Model A), depicted in Figure 2, suggests that e-purchase
intention (INT) is the endogenous variable which is influenced by the CON as an exogenous variable.
Moreover, it is assumed that the effect of CON on INT is fully mediated by PU, PEOU and OPE:

Model A: η = f (ξ1, ξ2, ξ3, ξ4) (1)

where η is e-purchase intention (INT), ξ1 be perceived usefulness (PU), ξ2 be perceived ease of use
(PEOU), ξ3 be openness to experience (OPE) and ξ4 be conscientiousness (CON). PU, PEOU and OPE
are not only the endogenous variables but also the mediators for η. The equation can be exhibited in
Figure 2.

Figure 2. Model A.

3. Research Methodology

In the current study, we researched questionnaires from the previous literature review. Then,
we modified the questionnaires to fit into our study in Taiwan. The purpose of the questionnaire is to
evaluate the present situation about e-shopping purchase of Taiwanese. Survey instrument is then
used in order to study influential attributes of personality and technology on e-purchase intention.
In this section, we describe quantitative data analysis process. The results of statistical analysis will
help to make the conclusions to obtain a general overview of the entire research model.

3.1. Sample Selection

This project involves the collection of empirical data regarding e-purchase. The population of this
research is Taiwanese online shoppers. It is common for Taiwanese, under the age of 50 and above the
legal age to shop online and to use technological applications to purchase products or services on virtual
stores. Consumers who are more comfortable to access technological applications possess certain
characteristics. These characteristics will lead to online shopping decisions and creates a potential
e-commerce market [70]. We use truncated sampling technique to collect 380 data. The calculation
of sample size is based on confidence level of 95%, Taiwanese population (15–45) of 10,402,409 [71]
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and confidence internal (margin of error) of 5%. A total of 316 (out of 380) usable questionnaires
from Taiwanese consumers aged from 16 to 45-year-old is collected. We call this sampling technique
“truncated sampling” [72] because the data is truncated to observations from 16 to 45-year-old.

The survey questionnaires of this paper are built fundamentally by the features which are chosen
based on considerations for the research framework, definition of the variables and literature reviews.
Most of the items on the instrument are based on questions used in previous research. Some questions
are used in their original form while others are modified slightly to address the specific nature of
this study. In the design of a questionnaire for our survey, a complex construct is used so that it is
rich in both meaning and multi-dimensional. As shown in Table 1, multiple measures are employed
to evaluate the attributes suggested in the previous section, CON (three variables, CON1~CON3),
PU (three variables, PU1~PU3), PEOU (three variables, PEOU1~PEOU3), OPE (four variables,
OPE1~OPE4) and IN (two variables, IN1~IN2). Table 1 shows the brief descriptions of these variables
used in our questionnaire. Our questionnaire containing research questions related to those hypotheses
proposed in Section 2 were first circulated to consumers using simple random sampling technique [73].
Respondents were requested to access various attributes with respect to e-purchase and e-service. In
order to assess consumers e-purchases and use of e-services, the respondents were also asked to divulge
the extent to which they actually use Internet services within a particular period of time. Because
Internet users are likely to appreciate the idea of e-purchase and e-service, they should be able to give
reasonable expectations in response to our research questions. We “truncate” Taiwanese consumers
aged between 16 and 45 years old who possess experiences with e-purchases and e-services. We call
this sampling technique “truncated sampling” [72] because the data is truncated to observations from
16 to 45 year-olds who possess experiences with e-purchases. We use the Likert’s scale for all of the
research questions including five scores ranking from 1 to 5 in which scores 1 and 5 are corresponding
to “strongly disagree” and “strongly agree,” respectively. Using the truncated sampling technique,
we collect 380 data and eventually choose a total of 316 (out of 380) usable questionnaires.

Table 1. Summary of Reliability and Validity.

Variables Items * M SD
Factor Loadings

Cronbach’s Alpha
Model CFA

CON
CON1 3.728 0.778 0.695 0.694

0.781CON2 3.661 0.741 0.786 0.788
CON3 3.655 0.819 0.731 0.734

PU
PU1 3.769 0.936 0.772 0.773

0.823PU2 3.687 0.902 0.732 0.740
PU3 3.873 0.875 0.84 0.831

PEOU
PEOU1 3.718 0.866 0.898 0.899

0.906PEOU2 3.750 0.849 0.917 0.915
PEOU3 3.766 0.794 0.809 0.811

OPE

OPE1 3.392 0.879 0.787 0.787

0.885
OPE2 3.475 0.818 0.857 0.858
OPE3 3.415 0.833 0.940 0.939
OPE4 3.076 0.960 0.689 0.689

INT
INT1 3.994 0.866 0.547 0.551

0.640INT2 3.915 0.924 0.853 0.856

Instrument Total KMO
p-value

0.796
0.000 0.815

* Item details are as follows: CON: I see myself as someone who . . . ; CON1: does a thorough job; CON2: can be
somewhat careless; CON3: is a reliable worker. PU [42]: Online shopping . . . ; PU1: helps me to make purchases
faster; PU2: helps me to make cheaper purchases; PU3: makes it easier for me to make purchases. PEOU [42]:
Online shopping . . . ; PEOU1: instructions are easy to follow; PEOU2: is easy to learn how to use; PEOU3: websites
are easy to operate. OPE [31]: I see myself as someone who . . . ; OPE1: is original and comes up with new
ideas; OPE2: is curious about many different things; OPE3: is ingenious and a deep thinker; OPE4: has an active
imagination. INT [38]: Online shopping . . . ; INT1: helps me to make purchases faster; INT2: helps me to make
cheaper purchases.
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3.2. Research Model

Equation (1) is the mathematical model. To estimate the parameter in Equation (1), we need to
obtain the data while η is a latent endogenous variable of the observable variable y and thus, there is
an error to measure the latent variable. In addition, all the exogenous variables ξ1, ξ2, ξ3 and ξ4 are
latent and thus, Equation (1) become

y = f (ξ1, ξ2, ξ3, ξ4) + ζ = η + ζ (2)

where ζ is an error term with Σ = Cov (ζ). Since all the exogenous variables ξ1, ξ2, ξ3 and ξ4 are
hypothesized to lead to the latent η of endogenous variable y positively, we assume:

∂η/∂ξi > 0 i = 1, 2, 3, 4. ()

We use the following linear structural econometric model to approximate Equation (2):

y = Г ξ + ζ (3)

where ξ = [ξ1, ξ2, ξ3, ξ4]′ the endogenous variable, y, is observable but all the exogenous variables
ξ1, ξ2, ξ3 and ξ4 are unobservable. As such, several said ni, of observed items of xi, (xij, j = 1, . . . , ni)
are used to measure ξi for each i = 1, 2, 3 and 4. The measurement model for the exogenous latent
variables is:

x = x ξ + δ (4)

where, x = [x11, x12, . . . , x1n1, x21, x22, . . . , x2n2, x31, x32, . . . , x3n3, x41, x42, . . . , x4n4]′ and ξ = [ξ1, ξ2, ξ3, ξ4]′.
We estimate the model in (2), we employ the exploratory factor analysis to examine all the

items within the four exogenous variables and the endogenous variable to obtain the factor loadings.
The reliability analysis is then applied to examine the reliability of the items. Thereafter, the structural
equation model of the path analysis is used to perform confirmatory factor analysis (CFA) on the
hypothesized model in Figure 2.

3.3. Data Analysis Procedure

Descriptive statistics show the value of the personality measure for every personality dimensions.
To measure the factor loading, EFA (Explored Factor Analysis) and CFA (Confirmatory Factor Analysis)
are employed. Structural equation modeling (SEM) allows the concurrent estimation of multiple
multivariate equations. It consists of factor analysis, multiple regression analysis and path model
analysis [74]. Path analysis of the hypothesized structural model, EFA, CFA, mediation analysis,
validity and reliability estimates are performed by using SPSS 22 and AMOS 22.

4. Result and Findings

4.1. Demographic Characteristic

In this study, 316 usable survey questionnaires are gathered from Taiwanese consumers.
The demographic information of the respondents includes: gender (Female, 59.5%) and age (16–25,
54.1%; 26–45, 45.9%). Regarding the age of online shoppers, up to 94.9% are youngsters from 16 to 35.
With regard to the educational level, the study indicates that most of the respondents are educated
beyond high school (90.2%).

4.2. Test of Reliability and Validity

Reliability and Validity tests are used to test whether the data are reliable and valid. The tests are
the essential part of all research designs and although distinct, they are often discussed together [75].
The reliability coefficient of Cronbach’s alpha conducted is obtained to evaluate internal consistency

420



Sustainability 2018, 10, 234

among the survey instruments. If the value of coefficient alpha is between 0.6 and 0.8 and Factor
loadings should be 0.5 or higher, the instrument is considered reliable and an α value over 0.8 is
considered highly reliable [76]. The results of the reliability test indicate that all constructs and the
instrument are reliable or highly reliable (Table 1).

Validity test is completed by exploratory factor analysis which is known as an important tool for
researchers since it can be useful for refining measures, evaluating constructing validity and in some
cases testing hypotheses [77]. In so doing, this study uses KMO and Bartlett’s Test of Sphericity to test
the validity of the instrument.

As a result, and shown in Table 1, all factor loadings are higher than 0.5. For the KMO measure
of sampling adequacy, in this analysis the KMO is 0.84 which is higher than 0.6. The chi-square
χ2= 3133.25, significant with ρ < 001. All factor loadings are above 0.5. In conclusion, the constructs
used in this study are valid and the results from factor analysis can be used for further analysis.

4.3. Confirmatory Factor Analysis (CFA)

In this process, all variables are included as exogenous variables in the proposed model using AMOS
22. In EFA, we explore factor structure while in CFA, we confirm the factor structure we extracted from
EFA to improve the overall model fit of the model. The CFA results indicate that Chi-square/Degrees of
freedom (χ2/df) = 1.54. The GFI (goodness of fit index) = 0.95. The results meet the criteria of a good
model fitting suggested by Bentler and Bonnet [78] and others. It is commonly agreed [79] that the
comparative fit index (CFI) should be greater than 0.90 to indicate well fit. In this study, the CFI = 0.98,
implying our model fits the data very well. The Tucker-Lewis coefficient (TLI) = 0.98. TLI value is close
to 1, indicating a very good fit [78]. In addition, MacCallum, Browne, and Sugawara [80] suggest that it
is an adequate fit if the root mean square error of approximation (RMSEA) is less than 0.08. In this paper,
the RMSEA = 0.04. Thus, all the model fit indices of this study indicate a good fit for the structural model.

4.4. Composite Reliability, Convergent and Discriminant Validity

Convergent Validity is the extent to which indicators of a specific variable ‘converge’ or share a
high proportion of variance in common. Convergent Validity consists of two items: composite reliability
(CR) and average variance extracted (AVE). CR is a measure of reliability and internal consistency based
on the square of the total of factor loadings for a construct [81]. On the other hand, AVE is a summary
measure of convergence among a set of items representing a variable [82]. It is the average percent
of variation explained among the items [74,81]. As suggested by Anderson and Gerbing [81], the CR
should be greater than 0.7 while Fornell and Larcker [82] suggest AVE to be at least 0.5.

Besides CR and AVE as discussed before, there are a few measures that are useful for establishing
validity and reliability: maximum shared variance (MSV), maximum reliability (Max R) and maximum
inter-construct correlation (Max r). As indicated in Table 2 for all variables: CR > 0.7, AVE > 0.5,
MSV < AVE and

√
AVE > Max correlation [74,82]. The results of Table 2 indicate the validity and

reliability of the instrument and the CFA. Fornell and Larcker [82] suggest comparing the square
root of AVE with the maximum correlation coefficients of latent variables. The result indicates that√

AVE > Max r (Table 2). The findings of all indicators provide the evidence supporting the reliability
and validity of the indicators of the proposed model.

Table 2. Test of Composite Reliability, Convergent Validity, and Discriminant Validity.

CR AVE MSV Max R Max r PEOU CON OPE PU INT

PEOU 0.908 0.768 0.444 0.919 0.666 0.876
CON 0.783 0.547 0.099 0.938 0.315 0.315 0.740
OPE 0.893 0.678 0.068 0.965 0.260 0.070 0.260 0.823
PU 0.825 0.612 0.088 0.970 0.296 0.251 0.280 0.164 0.782
INT 0.701 0.518 0.444 0.973 0.666 0.666 0.211 0.038 0.296 0.720

CR > 0.7; AVE > 0.5; MSV < AVE;
√

AVE > Max r;
√

AVE is bold face diagonal.
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4.5. Test of Hypotheses

We employ Structural Equation Modeling (SEM) technique to analyze the measurement model,
estimate the structural model and test the proposed research hypotheses. The fitted structural model
indicates the following values: CMIN/DF = 1.54, which complies with the suggested criteria of <3,
Goodness of Fit Index (GFI) = 0.95, Comparative Fit Index (CFI) = 0.98 and Root Mean Square Error
of Approximation (RMSEA) = 0.04. The results shown in the structural model meet the minimum
requirement of acceptable values, indicating a good fit of the conceptual model on the empirical data
in this study.

Table 3 presents the result of the proposed hypotheses for the proposed research model. From the
table, we find that H1, H2, H3, H4, and H5 are supported but H6 and H7 are rejected in the research
model. The H1 is supported because CON shows positive (β = 0.41) and significant (p < 0.001) effect
on PU. From this result, we can conclude that CON has a significantly positive effect on PU. Similarly,
CON also shows significantly positive effects on both PEOU (β = 0.39) and OPE (β = 0.32) with
significance level p < 0.001, implying both H2 and H3 are supported. Both PU and PEOU indicate
significant impacts on INT with β = 0.17 (p < 0.05) and 0.79 (p < 0.001), respectively. OPE, however, does
not influence INT significantly, resulting in the rejection of H6. The indirect influence of CON on INT
(H7) with the presence of the mediating variables (PU, PEOU, OPE) is rejected with β = 0.01 (p > 0.05).
The influence of CON on INT is supported without the presence of the mediators is significant (β = 0.28,
p < 0.01) (Figure 3). This suggests the existence of significant mediating effects as stated in the H8.

Table 3. Results of the hypotheses.

Hypothesis Description Estimate Results

H1 CON→PU 0.41 *** Supported
H2 CON→PEOU 0.39 *** Supported
H3 CON→OPE 0.32 *** Supported
H4 PU→INT 0.17 * Supported
H5 PEOU→INT 0.79 *** Supported
H6 OPE→INT −0.03 Rejected
H7 CON→INT (with mediation of PU, PEOU, INT) 0.01 Rejected

* p < 0.05, *** p < 0.001.

The mediating test of the PU, PEOU and OPE indicates significant full mediation with the presence
of the three mediating variables. Therefore, H8 is supported as shown in Table 4. This result prompts us
to look at each mediator separately to have a better understanding of all the mediation effects. The post
hoc analysis of the mediation indicates that both PU and PEOU act as significant mediators between
CON and INT. However, OPE is not a significant mediator. Figure 3 provides a visual representation
of the proposed eight hypotheses of the study.

Table 4. Results of the mediation hypotheses.

Indirect (ab) Direct (c′) Total (c) Mediation

H8 CON→(PU, PEOU, OPE)→INT 0.31 *** 0.01 (NS) 0.32 *** Supported
H8a CON→PU→INT 0.09 ** 0.2 (NS) 0.29 ** Supported
H8b CON→PEOU→INT 0.30 *** 0.01 (NS) 0.31 * Supported
H8c CON→OPE→INT 0.01 (NS) 0.27 ** 0.28 ** Rejected

* p < 0.05, ** p < 0.01, *** p < 0.001.
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0.01   with mediation (total effect c) 

0.28 ** w/o mediation (direct effect c ) 

Figure 3. Result of Hypothesis Test. * p < 0.05, ** p < 0.01, *** p < 0.001.

5. Discussion, Conclusions and Managerial Implications

5.1. Discussion and Conclusions

There are some papers that study about personality traits and technology perception as they
relate to online purchase intention. However, most of those studies ignore the mediating effects of
some factors such as perceived usefulness, perceived ease of use and openness to experience related to
personality traits. For these reasons, this study extends previous works by first combining personality
traits and technology perception to offers a total of eight hypotheses. These hypotheses are created
and tested by using the multiple regression analysis. The purpose of this research is to test the direct
relationship between the exogenous variables (CON, PU, PEOU and OPE) and endogenous variable
(INT). Furthermore, we investigate the indirect relationship between CON and INT through the
mediation roles of PU, PEOU and OPE. The final results indicate that all hypotheses are supported
except the mediating role of OPE. We will discuss every single hypothesis as follows.

H1 CON has a significant influence on PU. This finding is consistent with previous works like
Devaraj et al. [54], Punnoose [55] and others that support the significant connection between CON and
PU. Intentions to experience the technology is stronger for individuals with higher conscientiousness.
This study extends the previous findings to show the influence of CON on INT through PU. Costa and
McCrae [31] characterize CON personality trait as being about people who are naturally motived and
those who strive to aim at achievements at a high level and perform positive actions. The signs of CON
person are self-control reflected in a need for performance, order and persistence. Therefore, in the
proposed model of this study, CON represents an intrinsically driving force for toward the e-purchase.
Conscientious people are cautious when reviewing whether technological applications will allow them
to be more effective. On the other hand, if a conscientiousness person concludes that a technology is
not beneficial, then he or she will not use it [54].

H2 CON has a significant impact on PEOU. CON is the characteristic of people who think
everything inside out with persistence and caution. Is the characteristic of a person expecting that
actions will end with the highest possible results? Person of CON is often efficient and ordered as
opposed to free and easy. It means that this person who is generally organized and dependable will
perform actions based on a clear and particular schedule instead of immediately thought. PEOU refers
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to technologies and interfaces on e-commerce websites which is more favorable to access than another is
more likely to be accepted by the participants. Since they are very precise, perfectionistic and effective,
they prefer something that is very efficient to use. When they look for a website, they will eagerly
compare some features that make the website easier to understand and thus, more efficient to use.
They are very aware of the usefulness of the feature of the website. For these reasons, online shopping
websites have to create improvement on the usefulness to attract conscientiousness online shoppers by
performing time and money saving, quick service, low risks, etc.

H3 states that CON significantly influences OPE. Conscientious personalities usually are very
concerned about effectiveness, while OPE is implied as being intellectually curious, open to new ideas,
involves imaginative and creative cognition styles [47]. Thus, CON personalities have to be more
open to new ideas which make their life become more efficient when they use the approach of online
purchasing. This study extends the previous research to show the internal relationship of personality
characters toward e-purchase intention.

H4 shows that PU has a significant impact on INT. Previous studies indicate that shoppers’ PU
of an online store positively influences their buying intention and repurchase intention in the future.
Online purchase intention is determined by perceived usefulness of technological innovation [43,83].
The results of this study imply that Taiwanese customers who perceive technology as a useful tool for
shopping online tend to use more online for their purchase. The result is consistent with studies of
Aldás-Manzano et al. [61] and Yoon and Steege [60]. They find that online shoppers in different
countries have the same expectation of looking for advantages of purchase via the internet by
themselves. As a result, PU is one of the major key drivers of usage behavior and intention to purchase.

H5 states that PEOU has a significant influence on INT. Therefore, technologies which are
perceived as easy to use will stimulate customers to purchase online. In addition, Childers et al. [63]
argue that clear and understandable online shopping sites, which require less mental efforts to make a
purchase, are more attractive for potential customers than more complicated ones [63]. This finding is
very important since online shoppers reveal that the conveniences of websites, which are free from
effort in order to make an order, are part of the main factors to make virtual store to be successful.

H6 states that OPE is a sustainably determining factor related to INT. People with high OPE are
more likely to explore something new and thus, like to participate in e-activities. As proposed by Tuten
and Bosnjak [53], it is reasonable to meet the need of this type of people and find out new adventurous
way for them. OPE is one of the important forecasting elements influencing the growth of internet’s
applications [52]. It means that people who exhibit this type of personality trait (openness) would
prefer to purchase online than go to the traditional stores. The results are in accordance with Arnold
and Reynolds [84] who argue that a person with higher level of OPE is more likely to buy goods and
get services in virtual stores.

H7 formulates that CON has a significant impact on INT. The awareness of high conscientious
people is very high. They prefer to make themselves to do something that is more efficient and well
organized. They like to do something orderly but not something spontaneously. There is a possibility
that conscientious people prefer online shopping to traditional practices since online shopping is a
method that is more organized, more efficient and more specific. Moreover, going to the traditional
stores that requires staying in traffic, wandering around and could end up wasting time with the
possibility of buying nothing is not attractive to conscientious people. While online store provides
more detailed information about prices, products and how to buy something without going to the
shops but delivering to the destination place. Thus, it helps online buyers to compare the prices and
products from one website to another and help them to consume products or get services that match
with their need. Hence, it will be more comfortable and more effective for those who seek for efficiency
and precisely.

H8 states that PU, PEOU and OPE mediate the relationship between CON and INT. As a result,
both PU and PEOU play an important role of full mediators in the relationship between CON and INT
while OPE does not. As discussed in the theoretical section, PU, perceived usefulness of purchasing
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from an online store, is known as the perceived benefits and the overall perceived advantages of online
shopping sites. PEOU, perceived ease of use, is about perceived necessary technological elements
approved by online shoppers. Obviously, the influence of conscientiousness on online purchase
intention is strongly meditated by the benefits and technological elements that an online store provides
to customers. Therefore, online shopping service providers should highly focus on the improvement
of the latest and advanced technology that enables online shoppers to purchase goods or get services
easily. Furthermore, in order to increase the benefits perceived from buyers, online shopping service
providers need to provide easy ordering, convenient delivery, customer training, customer consulting,
maintenance and repair, returns, etc. The findings also indicate existence of a non-mediating effect of
OPE. In other words, openness to experience, in the presence of PU and PEOU, is not a good mediator
in the relationship between CON and INT as found out in the proposed model of this study. Thus, it is
important for virtual stores to put more emphasis on PU and PEOU when they observe the influences
of conscientious factor on online purchase intention.

In conclusion, our study successfully explores the direct and indirect influence of both CON on INT
under the sample of Taiwanese online shoppers. Our findings provide many significant applications
that advice online shopping service providers need to study clearly about conscientiousness personality
of online shoppers to draw purchase intention from them. In doing so, online shopping sites
should focus on utility-motivated factors like technology throughout the process of online shopping.
Since consumers that have conscientiousness personality often use their knowledge to carefully access
if products or services bring them the desired values.

5.2. Managerial Applications

This research shows evidence that personal traits are important determinants affecting e-shoppers’
buying intention. As a result, it is a noteworthy background toward studying the field of online
consuming behavior. Actually, online vendors can use the result as fundamental reference material
to plan an effective consumer-oriented strategy and attract more consumers to buy goods and get
services online. The results also suggest that although consciousness people are attracted to shopping
online, with the mediation of other factors such as openness to experience, perceived ease of use and
perceived usefulness, the influence of this personality trait becomes insignificant. Online shoppers’
intention to purchase online will increase through perceived usefulness, perceived ease of use and
their openness to experience of new technology. Therefore, online store owners and web designers
can attract consciousness people by increasing easy and useful functions during the process of
purchasing such as ease of order, ease of payment, time and money savings, while considering
the other personality trait like openness to experience. Therefore, this research is a good reference
for web designers, online shopping vendors and technological applications and software providers.
Specifically, the web-designers need to create eye-catching sales interface of websites. Additionally,
website owners have to come up with smart tools and functionalities of the technological applications
to help users go online shopping easily even unprecedented access to technology previously. Duties of
online providers is to find ways to encourage customers’ interest in the products and services in their
virtual stores by providing online shoppers easy and useful purchasing service with obvious and
detailed information including products, prices, promotions, delivery, installation, warranty, guarantee,
etc. It is the aim of this study to aid online vendors in using the findings in our study effectively to
draw online purchase intention from conscientiousness consumers.

Last, we note that is worthwhile investigating whether the findings in our paper are consistent in
some sub-samples, like dividing the sample into two subsamples and analyzing different groups based
on gender, age group and income, to name a few. In addition, it is common that after one interesting
case study paper published, there are many papers extend the work to use different samples to show
that the results are not, by chance, confirming the theory. Hence, extensions may include comparison
with any other samples. Readers may refer to Wong et al. [85] and the references therein for more
information on the discussion.
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Abstract: This paper explores the potential diversification benefits of socially responsible investments
for conventional stock portfolios by examining the risk spillovers and dynamic correlations between
conventional and sustainability stock indexes from a number of regions. We observe significant
unidirectional volatility transmissions from conventional to sustainable equities, suggesting that the
criteria applied for socially responsible investments do not necessarily shield these securities from
common market shocks. While significant dynamic correlations are observed between sustainable
and conventional stocks, particularly in Europe, the analysis of both in- and out-of-sample dynamic
portfolios suggests that supplementing conventional stock portfolios with sustainable counterparts
improves the risk/return profile of stock portfolios in all regions. The findings overall suggest
that sustainable investments can indeed provide diversification gains for conventional stock
portfolios globally.

Keywords: socially responsible investment; multivariate regime-switching; time-varying correlations;
volatility transmission

JEL Classification: C32; G11; G12

1. Introduction

In the wake of the recent global financial crisis, enormous negative impacts have been felt by
conventional institutions and markets. Understandably, a need has been felt for exploring alternatives
to conventional financial practices in order to reduce investment risks, increase returns, enhance
financial stability, and reassure investors and financial markets. In this regard, academic research on
socially responsible investing (SRI), though originally initiated by religious groups like Quakers
and Methodists around the eighteenth century [1], has intensified, as has received attention in
popular media (http://www.ussif.org/). One reason for the increased interest in SRI investments is
that they combine the pursuit of financial returns with non-financial considerations relating to the
environment, social issues, and governance (ESG), and hence, are perceived to be less risky compared
to conventional alternatives.

As will be seen from the literature review segment below, research on SRI has primarily focused on
the risk–return characteristics of these securities in relation to conventional investments. A missing area
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of research in this regard is whether these securities offer diversification opportunities for conventional
investments, based on a formal portfolio allocation exercise. Against this backdrop, our study is the
first to address the issue of diversification (or risk hedging) between SRI and conventional investments
by considering the regime-switching and volatility interactions between these two types of assets for
the entire world economy and a number of regions including North America, Europe and Asia-Pacific.
It must be noted that North America and Europe are the largest regions in terms of SRI assets,
accounting for 99 percent of the global share for sustainable investing assets [2]. To that end, by
examining the risk spillovers and dynamic correlations across SRI investments and conventional assets
from different regions, this study provides a comparative analysis of the interaction of these assets
with conventional markets, thus enlarging our understanding of whether or not socially responsible
investing can indeed benefit investors financially.

In addition to the analysis of dynamic interactions across conventional and SRI assets, we
also derive dynamic hedging strategies by adopting a Markov regime-switching Generalized
Autoregressive Conditional Heteroskedasticity GARCH model with dynamic conditional correlations
(MS-DCC-GARCH). This model allows us to capture both the time-variation in conditional
volatility of the markets under consideration according to different regimes and their dynamic links
(correlations). By utilizing a time-varying regime-switching specification, we not only account for the
well-established nonlinearity that exists in financial markets, but also examine the possibility that SRI
significantly reduces the downside risk [3]. Our spillover tests yield significant unidirectional volatility
transmissions from conventional to sustainable equities, suggesting that the criteria applied for socially
responsible investments do not necessarily shield these securities from common market shocks. While
the results from the MS-DCC-GARCH model indicates significant time variation in the dynamic
correlations between conventional and sustainable equities, particularly in Europe, the analysis of
both in- and out-of-sample portfolios suggests that supplementing conventional stock portfolios
with sustainable counterparts improves the risk/return profile of stock portfolios in all regions.
Improvement in risk adjusted returns is particularly striking for the broader world index and the
Asia-Pacific region when the negative risk adjusted returns for undiversified, conventional portfolios
turn around to positive values when the conventional index is supplemented by the sustainable
counterpart. However, our portfolio analysis also suggests that these diversification gains can only
be achieved by implementing an investment strategy that aims to minimize portfolio risk and utilize
sustainable assets in the short leg of the portfolio. The findings overall provide useful guidance for
the implementation of effective SRI risk management and for policy regulations. A significant finding
of this study is that socially responsible investment does not result in lower risk-adjusted portfolio
returns when information on market regimes and dynamic investing strategies are used. This finding is
important since it implies that individual investors and fund managers can pursue socially responsible
investments without sacrificing returns.

The remainder of the study is organized as follows: Section 2 summarizes the relevant literature
and Section 3 presents the MS-DCC-GARCH model used in the analysis. Section 4 describes the data
and presents the estimation results, volatility spillover tests and dynamic correlation analysis. Section 5
provides the in- and out-of-sample portfolio performance comparisons and Section 6 concludes
the paper.

2. Literature Review

In his pioneering works [4,5], Markowitz lay the foundation for the efficient diversification of
investment portfolios and how spreading out a portfolio’s holdings across various assets can improve
the risk/return profile for investors. In applications of this concept to socially responsible investments,
a number of studies including [1,3,6–9] claim that non-financial elements provide SRI investors with
extra utility or satisfaction. In addition, as pointed out by [1,9–12], SRI investors tend to believe
that ESG factors materially affect the returns in a positive way, which, in turn, can lead to lower
costs involved in the avoidance or minimization of environmental and reputational risks, and better
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management and better customer satisfaction that eventually impacts revenues in a positive way.
Possibly, these are the reasons that have led the global SRI (sustainable investment) market to grow
steadily both in absolute and relative terms. According to the Global Sustainable Investment Review
of 2014 [2], released by the Global Sustainable Investment Association (GSIA), SRI has risen from
$13.3 trillion at the outset of 2012 to $21.4 trillion at the start of 2014, which corresponds to an increase
from 21.5 percent to 30.2 percent of the professionally managed assets in Europe, the United States,
Canada, Asia, Japan, Australasia and Africa.

With support for SRI expanding since the 1960s due to the rise of the civil rights movement,
environmentalism and concerns about globalization [1], formal research in this area is not new, and can
be associated first with [13]. There are now a number of studies on SRI which have investigated the
following aspects, primarily through the lens of mutual funds, but also through regional SRI indexes
for not only the US, but also Europe and other major developed economies. (a) Performance (i.e.,
risk–return characteristics relative to conventional indexes), using mutual funds and broad market
indexes [11,12,14–38] and at firm-level [3,34,39–45]. These studies, however, fail to provide clear-cut
empirical evidence on whether SRI does yield higher returns after adjusting for risks. Similarly, studies
on (b) ratings [46–48], and (c) screenings [49] in terms of sustainability, do not seem to provide clear
cut evidence in terms of higher returns either. Studies of (d) predictability and determinants of returns
and volatility [50,51], highlight the role of various forms of uncertainties related to economic policies;
and (e) co-movements of SRI indexes and with conventional indexes across various regions [1,52] have
been shown to exist, especially when nonlinearity is taken into account.

As can be seen from the above discussion, research on SRI has primarily focused on the risk–return
characteristics of these securities in relation to conventional investments. A missing area of research in
this regard is whether these securities offer diversification opportunities for conventional investments,
based on a formal portfolio allocation exercise. Some tangential discussion regarding diversification
is available in [52], where cointegration analysis is performed for the US between the Dow Jones
Sustainability Index and the Dow Jones Industrial Average Index. The authors show that while there
is no evidence of linear cointegration due to nonlinearity and regime changes, cointegration can be
detected using a quantile-regression based approach. This paper then goes on to suggest that this result
implies that there are no long-run diversification opportunities in the US between SRI and conventional
investments. However, no formal portfolio allocation exercise is performed by [52], which is what
we aim to address in this paper based on a MS-DCC-GARCH model, i.e., a variant of the original
DCC-GARCH model of [53], with Markov-switching (as detailed in [54]). Note that these types of
models have also been widely used in analyzing hedges and safe-haven properties of various assets
(see [55] for a detailed discussion in this regard) and also comparing Islamic and conventional equities
(see for example, [56] for further details), with the latter being somewhat related to our analysis, given
the importance of Sharia rules imposed on screening the equities included in Islamic indices.

3. Methodology

The dynamic conditional correlation (DCC) model used in the study follows [57–59] and more
recently [60]. Let Rt = [Rs,t, Rc,t]′ be the (2 × 1) vector of returns where Rs,t and Rc,t are the return on
SRI represented by a sustainability index and the return on conventional investment represented by a
conventional market index, respectively. The model is constructed in a bivariate fashion with pairs
of SRI and conventional investment returns for the entire world economy and a number of regional
indexes representing North America, Europe, and Asia-Pacific. The GARCH specification for the
volatility spillover model follows [61] and is specified as

Rt = Φ0 +
p
∑

i=1
ΦiRt−i + εt

εt = Dtzt

(1)
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where Dt = diag(h1/2
s,t , h1/2

c,t ) is the vector of the conditional volatility terms. The conditional mean
of the return vector Rt is specified as a vector autoregressive (VAR) process of order p with (2 × 2)
parameter matrices Φi, i = 1, 2, ..., p. The unexplained component εt follows a GARCH specification
described as εt|ψt−1 ∼ ID(0, Pt) where Pt is the time-varying variance–covariance matrix. Denoting
the conditional variance matrix as Ht = [hs,t, hc,t]′, we impose the following specification which allows
for volatility spillover in the model

Ht = c + Aε
(2)
t−1 + BHt−1 (2)

where c is a (2 × 1) vector of constants, A and B are (2 × 2) matrices for the ARCH and GARCH
effects and ε

(2)
t = [ε2

s,t, ε2
c,t]

′. Note that the non-diagonal forms of the matrices A and B allow
volatility spillovers across the series. Following [52], we allow conditional correlations to vary
over time by specifying the variance–covariance matrix as Pt = DtΓtDt where Γt is the conditional
correlation matrix.

A distinct feature of the model is that the conditional correlation matrix, Γt, is characterized
by regime-switching as governed by a discrete Markov process and is defined as Γt =

diag{Qt}−1/2Qtdiag{Qt}−1/2. In order to incorporate regime shifts into the DCC model shown
in Equations (1) and (2), we follow [57] and introduce a Markov regime-switching dynamic correlation
model by specifying Qt as

Qt = [1 − α(st)− β(st)]Q + α(st)ε
(2)
t−1 + β(st)Qt−1 (3)

where Q is the unconditional covariance matrix of the standardized residuals. In Equation (3), α(st)

and β(st) are the regime-dependent parameters that control the regime-switching system dynamics
where st ∈ {1, 2} is the state or regime variable following a first-order, two-state discrete Markov
process. Note that the variances in this specification are regime-independent whereas the covariances
(or correlations) are both time-varying and regime-switching (We estimate the MS-DCC-GARCH
model using the two-step approach of [53,62]. In the second step, we use the modified Hamilton filter
proposed by [57] to solve the path-dependence problem [63–65] and estimate the regime-switching
conditional covariances accordingly). As [57] note, the specification in which all parameters are regime
dependent is highly unstable due to the large number of switching parameters. Therefore, we restrict
the regime dependent structure to the time-varying correlations only. Thus, the model allows both
volatility spillovers and regime-switching dynamic correlations. The specification is then completed
by defining the transition probabilities of the Markov process as pij = P(st+1 = i

∣∣st = j) where pij is
the probability of being in regime i at time t + 1 given that the market was in regime j at time t with
regimes i and j taking values in {1, 2}. Finally, the transition probabilities satisfy ∑2

i=1 pij = 1.
The MS-DCC-GARCH model we specified above has several advantages over the standard

DCC-GARCH model. Caporin and McAleer [66] lists and explains ten limitations of the standard
DCC-GARCH model. Most of these are technical and the extent of their significance are not well
known. How important the technical issues are, usually depends on the complexity of the specification
and how far the data is from the assumptions. Two of the limitations, however, might have series
consequences for the portfolio analysis. First, as pointed out by [66], the dynamic conditional
correlations of the standard DCC-GARCH model are specified for the standardized residuals
and, indeed, the standard DCC-GARCH model does not yield dynamic conditional correlations.
Second, the standard DCC-GARCH model is not dynamic empirically, because the effect of news
in this model is inherently extremely small. Additionally, the standard DCC-GARCH model is a
single regime model and completely ignores the typical regime-switching behavior of the financial
markets. The MS-DCC-GARCH model used in this study does not have these three limitations of
the standard DCC-GARCH models. The MS-DCC-GARCH model has dynamic conditional time
varying correlations, is asymmetric in its treatment of the conditional variance matrix and, therefore,
is inherently dynamic.
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4. Empirical Findings

4.1. Data

In our empirical analysis, we use daily data for Dow Jones sustainability and conventional indices
obtained from Datastream. The conventional indices include the Dow Jones global indices for the
World (GLOBAL), North America (AMRCS), Europe (EUROPE) and Asia-Pacific (ASPCF). Similarly,
the corresponding Dow Jones sustainability indices for the above-mentioned regions are denoted by
SIWORLD, SINAMR, SIEUROPE, and SIASPCF, respectively. The sample period is from 1 January
2004 to 2 September 2015, including 3044 observations. Table 1 presents the descriptive statistics for
logarithmic returns.

Table 1. Descriptive statistics for returns (%).

SIWOLRD SINAMRC SIEUROPE SIASPCF GLOBAL AMRCS EUROPE ASPCF

Mean 0.01 0.01 0.01 0.01 0.02 0.02 0.01 0.01
S.D. 1.14 1.14 1.45 1.32 1.10 1.22 1.42 1.16
Min −7.77 −8.99 −9.93 −10.33 −7.89 −9.74 −10.13 −9.11
Max 8.84 9.45 10.46 10.84 9.88 10.51 10.51 9.01

Skewness −0.30 −0.42 −0.09 −0.34 −0.44 −0.48 −0.12 −0.47
Kurtosis 8.95 11.30 7.59 6.35 9.89 11.40 7.58 6.72

JB 10,227.42 *** 16,313.24 *** 7318.62 *** 5190.91 *** 12,516.18 *** 16,620.02 *** 7301.17 *** 5855.89 ***
Q(1) 34.07 *** 16.53 *** 1.14 0.96 85.75 *** 9.92 *** 0.10 1.32
Q(5) 57.59 *** 31.22 *** 29.83 *** 7.18 98.61 *** 19.57 *** 26.79 *** 4.34

ARCH(1) 120.66 *** 202.02 *** 113.33 *** 94.02 *** 152.65 *** 140.80 *** 100.00 *** 82.70 ***
ARCH(5) 798.47 *** 797.38 *** 593.67 *** 899.63 *** 915.00 *** 789.89 *** 611.35 *** 837.62 ***

n 3044 3044 3044 3044 3044 3044 3044 3044

Pearson Correlation Coefficient Estimates

World Americas Europe Asia-Pacific

Full
sample 0.966 0.987 0.995 0.976

Subprime
Crises
Period

0.967 0.992 0.996 0.985

Note: This table gives the descriptive statistics for logarithmic returns. SIWORLD, SINAMR, SIEUROPE, and
SIASPCF denote Dow Jones Sustainability Indices (DJSI) for the World, North America, Europe, and Asia-Pacific,
respectively, while GLOBAL, AMRCS, EUROPE, and ASPCF denote Dow Jones conventional Global Indices
(DJGI) for the World, Americas, Europe and Asia-Pacific. The daily data covers the period 1 January 2004 to
2 September 2015 with n = 3044 observations. In addition to the mean, the standard deviation (S.D.), minimum
(min), maximum (max), skewness, and kurtosis statistics, the table reports the Jarque–Bera normality test (JB), the
Ljung–Box first (Q(1)), the fourth (Q(5)) autocorrelation tests, and the first (ARCH(1)) and the fourth (ARCH(5))
order Lagrange multiplier (LM) tests for the autoregressive conditional heteroscedasticity (ARCH), and Pearson
correlations coefficient estimates. Full sample and subprime mortgage crises period (December 2007–June 2009)
Pearson correlation coefficients are reported for World, Americas, Europe, and ASIA-Pacific, which represented the
sustainability and conventional index pairs, (SIWORLD GLOBAL), (SINAMRC AMRCS), (SIEUROPE UROPE),
and (SIASPCF ASPCF), respectively. The asterisks ***, ** and * represent significance at the 1%, 5%, and 10%
levels, respectively.

Despite similar values for mean returns, we generally observe higher return volatility for the
sustainability indices compared to their conventional counterparts. It can be argued that the economic,
environmental and social criteria applied in the selection of firms to be included in these indices
limit the potential to mitigate idiosyncratic risks in these portfolios, thus leading to higher return
volatility compared to broader based conventional indices. On the other hand, all return series exhibit
negative skewness, implying greater likelihood of experiencing losses. Similarly, all return series have
kurtosis values higher than the normal distribution, implying the presence of extreme movements. It is
possible that the inclusion of the global financial crisis (GFC) in the sample period drives the patterns
observed in higher order moments. The impact of the GFC is evident in the time series plots presented
in Figure 1. Both conventional and sustainable stock indices sustained significant losses during the
2007/2008 crisis period and then again during early 2012 at the height of the Eurozone crisis.
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Figure 1. Time-series plots of conventional and sustainability indexes. Note: This figure provides the
plots of the daily levels of the conventional and sustainability indices for the period 1 January 2004 to
2 September 2015. SIWORLD (GLOBAL), SINAMR (AMRCS), SIEUROPE (EUROPE), and SIASPCF
(ASPCF) denote Dow Jones Sustainability (Conventional Global) Indices for the World, North America,
Europe, and Asia-Pacific, respectively.

Table 1 also reports the Pearson correlation coefficient estimates for the pairs of sustainability and
conventional indices for each of the four regions, i.e., World, North America, Europe, and Asia-Pacific.
The correlations coefficients are reported both for the full sample and the subprime mortgage crises
period (December 2007–June 2009) for comparison purposes. Estimates of the correlation coefficients
for all regions, both in the full sample and subprime mortgage crises period, are found to be above 96%,
suggesting a high degree of co-movement across sustainable and conventional investment returns.
While we observe the highest correlation estimates in the case of Europe, we see that correlations do
not exhibit a significantly different pattern during the subprime mortgage crises period.
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4.2. Model Identification

The MS-DCC-GARCH model requires prior identification of the VAR order p in Equation (1) and
univariate GARCH models that are used to obtain conditional volatility estimates in Equations (2) and
(3). We first identified the univariate GARCH models using the Akaike information criterion (AIC)
to fit the GARCH(1,1) models with a conditional mean that is specified as an autoregressive process
of order p, AR(p), leading to a AR(p)-GARCH(1,1) model. We selected the AR order p using the AIC.
In order check for possible misspecifications, we performed conditional heteroskedasticity and serial
correlation diagnostics. The Lagrange multiplier (LM) test was used for conditional heteroskedasticity
diagnosis, while the Ljung–Box portmanteau test (Q) was used for the serial correlation diagnostic.

Table 2 reports the diagnostics for the univariate AR(p)-GARCH(1,1) model and also presents the
selected AR orders p where the maximum p was set equal to 10. The selected AR orders vary from 0
to 5 and Ljung–Box tests with the orders 10 and 20 show that the selected orders were sufficient to
capture serial correlations in the series. The LM tests do not reject the null of no first order ARCH
effects even at the 10% level, except SINAMRC, for which non-rejection occurred only at the 1% level.
Given the results in Table 2, we decided that a GARCH(1,1) specification with the AR orders selected
by the AIC sufficiently models the conditional heteroskedasticity in all series. In order to select the
VAR orders in Equation (1), we used the Bayesian information criterion (BIC) with a maximum order
equal to 10. The BIC selected an order of one for all four VAR specifications for the four regions. Finally,
the MS-DCC-GARCH models were estimated using the maximum likelihood (ML) method based on
these specifications.

Table 2. Univariate AR(p)-GARCH(1,1) fit diagnostics.

ARCH-LM(1) JB Q(10) Q(20) p

SIWOLRD
2.724 197.383 *** 5.454 19.214

4(0.010) (<0.001) (0.793) (0.443)

SINAMRC
5.277 ** 427.863*** 6.409 17.684

2(0.022) (<0.001) (0.698) (0.544)

SIEUROPE
0.122 230.330 *** 4.802 16.135

0(0.727) (<0.001) (0.851) (0.648)

SIASPCF
0.001 92.166 *** 4.638 11.789

4(0.980) (<0.001) (0.865) (0.895)

GLOBAL
2.160 244.572 *** 4.439 19.661

4(0.142) (<0.001) (0.880) (0.415)

AMRCS
5.790 436.193 *** 7.645 18.204

2(0.016) (<0.001) (0.570) (0.509)

EUROPE
0.294 220.475 *** 4.543 16.985

0(0.588) (<0.001) (0.872) (0.591)

ASPCF
0.311 160.252 *** 7.192 16.732

4(0.577) (<0.001) (0.617) (0.608)

Note: The table reports diagnostic tests for univariate autoregressive GARCH model fits. An AR(p)-GARCH(1,1)
model was fitted to each series. The AR order p was selected by the Akaike information criterion (AIC). Table
reports the Jarque–Bera normality test (JB), the Ljung-Box 10th (Q(10)) and the 20th (Q(20)) autocorrelation tests,
and the first (ARCH(1)) order Lagrange multiplier (LM) tests for the autoregressive conditional heteroscedasticity
(ARCH). The p-values of the tests are given in parentheses. The asterisks ***, ** and * represent significance at the
1%, 5%, and 10% levels, respectively. The symbol “>” signifies “less than” the number it precedes.

4.3. Volatility Spillover Tests

Table 3 presents the parameter estimates for the MS-DCC-GARCH model described in
Equations (1)–(3). As explained earlier, the model is structured to allow for possible bidirectional
volatility spillovers across the sustainable and conventional market segments for each global and
regional index examined. We observe in Panel A generally insignificant shock spillovers across
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the sustainable and conventional markets, indicated by insignificant aij (i �= j) estimates for all
regional indexes. On the other hand, significant and positive volatility spillovers are observed from
conventional to sustainable indices, implied by highly significant b12 estimates consistently for each
region. This finding suggests that uncertainty regarding global equity markets spills over to the
market for sustainable stocks, driving return volatility in this market segment. Risk transmissions,
however, are found to be unidirectional, implied by insignificant spillover effects from sustainable
to conventional indexes. It can thus be argued that sustainable stocks do not necessarily exhibit
segmentation from their conventional counterparts and are driven by the common fundamental
uncertainties affecting equity markets globally. The findings also suggest that the criteria applied in
the identification of socially responsible investments do not necessarily shield these stocks from equity
market shocks.

Table 3. Estimates of the MS-DCC-GARCH model.

Parameters
Models

World Americas Europe Asia-Pasiific

Panel A: Spillover parameters

cs 0.0033 (0.0139) 0.0159 (0.0099) 0.0052 (0.0371) 0.0319 (0.0289)
cc 0.0159 (0.0305) 0.0176 (0.0378) 0.0202 (0.0672) 0.0168 (0.0317)

as,s 0.0358 (0.0304) 0.0162 (0.0303) 0.0189 (0.0821) 0.0173 (0.0562)
as,c 0.0633 (0.7564) 0.0249 (1.9827) 0.0082 (2.8751) 0.0110 (2.8601)
ac,s 0.0252 (0.8179) 0.0582 (1.7571) 0.0593 (2.9988) 0.1014 (3.7029)
ac,c 0.0337 *** (0.0106) 0.0786 *** (0.0092) 0.0772 ** (0.0365) 0.0945 *** (0.0192)
bs,s 0.1266 *** (0.0265) 0.1496 *** (0.0388) 0.2183 *** (0.0590) 0.1549 *** (0.0229)
bs,c 0.4627 *** (0.0253) 0.6228 *** (0.0306) 0.4593 *** (0.0721) 0.3965 *** (0.0526)
bc,s 0.8503 (0.6626) 0.6612 (2.3041) 0.7239 (2.9214) 0.9425 (2.1682)
bc,c 0.4003 (0.7189) 0.3353 (2.0511) 0.4324 (3.0450) 0.3686 (2.8084)

Panel B: DCC parameters

α(st = 1) 0.0181 *** (0.0036) 0.0427 *** (0.0040) 0.0880 *** (0.0054) 0.0361 *** (0.0060)
β(st = 1) 0.9750 *** (0.0063) 0.9430 *** (0.0058) 0.8528 *** (0.0102) 0.9553 *** (0.0147)
α(st = 2) 0.0677 *** (0.0250) 0.0839 *** (0.0108) 0.1073 *** (0.0301) 0.0778 * (0.0444)
β(st = 2) 0.7769 *** (0.0999) 0.8730 *** (0.0172) 0.8095 *** (0.0602) 0.8314 *** (0.1668)

Panel C: Regime Inference

log L of MS-DCC −4029.247 −3084.625 −2785.198 −4495.000
log L of DCC −5103.762 −4034.694 −3898.901 −5275.907

AIC of MS-DCC 2.661 2.041 1.844 2.968
AIC of DCC 3.360 2.658 2.569 3.474

LR linearity Test 2149.030 *** 1900.138 *** 2227.405 *** 1561.813 ***
p11 0.982 0.984 0.969 0.979
p22 0.935 0.930 0.889 0.930
n1 2387.100 2478.600 2377.700 2352.100
n2 655.900 564.400 665.300 690.900

Prob(Regime 1) 0.781 0.812 0.781 0.770
Prob(Regime 2) 0.219 0.188 0.219 0.230

Duration of Regime 1 55.140 61.670 32.080 47.740
Duration of Regime 2 15.420 14.320 8.980 14.220

Note: This table reports the estimates of the MS-DCC-GARCH model given in Equations (1)–(3). The matrix R for
the World, Americas, Europe, and Asia-Pacific models are formed as R = (SIWORLD GLOBAL), R = (SINAMRC
AMRCS), R = (SIEUROPE UROPE), and R = (SIASPCF ASPCF), respectively. The GARCH part of the model is
specified as a GARCH(1,1). The subscript s denotes the SRI return series while subscript c denotes conventional
return series. The models are estimates over the full sample period 1 January 2004–2 September 2015 with
n = 3044 observations. The lag order for the Vector Autoregressive VAR part of the model was selected by the AIC
and is one for all four models. The MS-DCC-GARCH model was estimated using the maximum likelihood (ML)
method. The likelihood ratio (LR) linearity test is reported with p-value of the [67]. Standard errors of the estimates
are given in parentheses. log L stands for the log likelihood, pii for the regime transition probabilities, Prob (Regime
i) for the ergodic (limit) probability of regime i, and ni for the number of observations falling in regime i according
to the ergodic probability. ***, ** and * represent significance at the 1%, 5%, and 10% levels, respectively.
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Examining the volatility persistence coefficients measured by (aii + bii), we generally observe
moderate to weak volatility persistence, relatively weaker in the case of sustainable indexes.
The volatility persistence coefficients for the conventional (sustainable) indices are estimated as
0.433 (0.162), 0.413 (0.165), 0.509 (0.237), and 0.463 (0.172) for the World, Americas, Europe, and
Asia-Pacific regions, respectively. Considering positive own volatility shocks observed in the case
of sustainable indexes, implied by highly significant b11 estimates, it can be argued that historical
information on return and volatility in sustainable equity markets could be utilized in forecasting
future volatility despite the evidence of weak volatility persistence in these markets.

Formal tests of causality in volatility between the conventional and sustainable stock markets
are presented in Table 4. Four alternative spillover tests are utilized to test the null hypothesis of no
unidirectional volatility spillover from market X to market Y (X ⇒ Y) and no bidirectional spillover
between markets X and Y (X ⇔ Y). The first test is a Wald test involving two zero restrictions on the
relevant parameters in matrices A and B in Equation (2). The next two tests are the LM-based robust
(NT-R) and non-robust (NT-NR) tests of causality in conditional variance proposed by [68]. Finally, the
fourth test (HH) is the Hafner-Herwartz [69] LM test of causality on conditional variance.

Table 4. Volatility spillover tests.

Test Type Wald NT-R NT-NR HH

Panel A: Unidirectional volatility spillovers from conventional to sustainable

H0 : GLOBAL ⇒ SIWORLD 26.0335 *** 33.5088 *** 9.9801 *** 7.9773 **
H0 : AMRCS ⇒ SINMARC 3.9563 1.7234 5.2534 2.3548

H0 : EUROPE ⇒ SIEUROPE 6.9236 3.9381 5.1069 9.6125 **
H0 : ASPCF ⇒ SIASPCF 7.2269 5.2085 4.9439 7.6233

Panel B: Unidirectional volatility spillovers from sustainable to conventional

H0 : SIWORLD ⇒ GLOBAL 5.7180 * 9.9768 *** 13.6846 *** 3.0029
H0 : SINMARC ⇒ AMRCS 1.8908 1.1614 5.285 2.1588

H0 : SIEUROPE ⇒ EUROPE 4.4583 2.2569 3.0597 0.338
H0 : SIASPCF ⇒ ASPCF 4.7144 3.1005 2.1225 0.3585

Panel C: Bi-directional volatility spillovers between sustainable and conventional

H0 : GLOBAL ⇔ SIWORLD 19.4387 *** 0.2948 32.5822 *** 42.6304 ***
H0 : AMRCS ⇔ SINMARC 5.847 2.8848 10.5384 ** 4.5136

H0 : EUROPE ⇔ SIEUROPE 11.3819 ** 6.195 8.1666 * 9.9505 **
H0 : ASPCF ⇔ SIASPCF 11.9413 ** 8.3090 * 7.0664 7.9818 *

Note: The table reports causality tests for testing the null hypothesis of no one unidirectional volatility spillover
from variable X to variable Y, demoted, X ⇒ Y as well as the bidirectional volatility spillover, denoted X ⇔ Y.
The Wald tests for testing the no volatility spillover restrictions were imposed on Equation (1). The tests report
that the tests are distributed as Chi-square with 2 and 4 degrees of freedom, respectively, for unidirectional and
bidirectional tests. The HH test is the [69] LM test of causality on conditional variance. NT-R is the [68] robust test
of the causality in conditional variance, while the NT-NR is the non-robust version of the [68] test. HH, NT-R, and
NT-NR tests are LM tests and the univariate specification for conditional variances is a GARCH(1,1) model. We
compute HH, NT-R, and NT-NR tests to tests only causality in conditional variance from X variable (Japan or US) to
Y variable. ***, ** and * represent significance at the 1%, 5%, and 10% levels, respectively.

Examining the unidirectional spillover tests from the conventional to sustainable indices reported
in Panel A, we find that all four tests consistently reject no causality in variance in the case of the broader
world index, further supporting prior evidence of significant volatility spillovers from conventional to
sustainable stocks. Although not as consistently significant as in the conventional-to-sustainable case,
some evidence of volatility spillover in the opposite direction is also found for the world index in Panel
B, supported particularly by the causality tests of [68]. On the other hand, the formal unidirectional tests
for the other regions reported in Panels A and B did not generally yield evidence of risk transmissions
in either direction for regional indices. The tests for bidirectional spillover effects reported in Panel C
further support prior findings for the world index, indicating bi-directional risk transmissions across
the sustainable and conventional stock indices. On the other hand, we observe largely inconsistent test
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results for regional indices, consistent with the findings in Panels A and B. Overall, the format tests
clearly indicate significant risk transmissions from conventional to sustainable stocks in the case of
the world index while somewhat weaker evidence of volatility spillover in the opposite direction is
also observed.

4.4. Dynamic Correlations

The regime-switching specification that governs the data is tested against the static alternative
using a battery of specification tests including the likelihood ratio (LR) linearity test with a p-value
of [64], further supported the Akaike (AIC) information criteria. Both formal tests and the information
criteria reported in Panel C of Table 3 consistently favor a two-regime MS-DCC-GARCH specification
over the static DCC-GARCH alternative, indicating strong support for the presence of two distinct
market regimes. The smoothed probability plots for the first regime reported in Figure 2 indicate that
the first regime largely corresponds to normal market periods with the smoothed probabilities for this
regime dropping to near zero values during the GFC period, as well as the late-2011 and early-2012
periods when the Eurozone uncertainty hit its peak. Therefore, we conclude that the first regime
characterizes normal (or low) volatility periods while the second regime is the high volatility regime.

 

Figure 2. Smoothed probability estimates of regime 1. Note: The figure plots the smoothed probability
estimates of the low volatility regime (regime 1). The shaded regions in the figures correspond to the
periods where the smoothed probability of regime 1 is the maximum.

Panel B in Table 3 presents the parameter estimates for the MS-DCC-GARCH model that generates
the regime-specific conditional correlations. We observe highly significant α(st) and β(st) estimates in
both regime 1 (low volatility) and regime 2 (high volatility), implying significant correlations between
the conventional and sustainable market indices in both regimes. The sums α(st) + β(st) are estimated
as 0.99 (0.83), 0.98 (0.95), 0.94 (0.90) and 0.99 (0.90) for the low (high) volatility regime for the World,
North America, Europe, and Asia-Pacific regions, respectively, suggesting that correlations are highly
persistent in both regimes consistently across all regions. Relatively higher values of α(st) + β(st) for
the regional indices in both regimes imply that the correlation persistence is more pronounced at the
regional level, possibly driven by regional fundamentals driving return dynamics in equity markets.
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The inferences from the MS-DCC parameter estimates reported in Panel B are further
supported by the probability weighted dynamic conditional correlations reported in Figure 3
(The probability weighted time-varying conditional correlations ρij,t are calculated as ρij,t = p1,tρij,1,t +

(1 − p1,t)ρij,2,t, where ρij,k,t, k = 1, 2, are the time-varying conditional correlations in regime k and
p1,t = P(st = 1|ψt−1) is the predictive probability of being in regime 1 at time t given the information
set ψt−1 available through time t − 1). The dynamic correlations are highly time-varying for most
regions, with the exception of European markets where correlations consistently range in the upper 90%.
The significant time variation in the case of the other regional indices, however, further confirms the use
of the DCC specification against the constant correlation alternative. Examining the plots in Figure 3, we
see that both the global and regional indices exhibit a high degree of association between conventional
and sustainable stocks, more consistently in the case of European stocks. Despite the high level of
correlations found across all regional indices, however, a somewhat decreasing pattern in conditional
correlations is observed for the Asia-Pacific region, suggesting that sustainable securities might have
relatively better diversification potential for equity investors in this region. Nevertheless, the dynamic
correlations clearly indicate a high degree of association between sustainable and conventional market
indices, suggesting that sustainable stocks may have limited diversification benefits for conventional
equity portfolios globally.

Figure 3. Dynamic correlation estimates from the MS-DCC-GARCH. Note: Figure plots the
dynamic correlation estimates from the MS-DCC-GARCH model given in Equations (1)–(3).
The correlations are obtained as the correlation coefficients are regime dependent and directly
obtained from Equations (1)–(4) using the ML estimation. Since the correlations are regime-dependent
and the two sets of correlations ρij,1,t and ρij,2,t are estimated for regimes 1 and 2, we obtain
ρij,t = p1,tρij,1,t + (1 − p1,t)ρij,2,t, where p1,t = P(st = 1|ψt−1) is the predictive probability of being
in regime 1 at time t given the information set ψt−1 available through time t − 1. See Note to Table 3
for model details.

5. Portfolio Analysis

Having examined the dynamic conditional correlations between sustainable and conventional
stocks, we next focus our attention on the risk and return tradeoffs offered by sustainable stocks
for conventional equity investors. For this purpose, we consider a currently ‘undiversified’ investor,
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i.e., an investor who is fully invested in a conventional stock index, and form bivariate portfolios by
supplementing the undiversified portfolios with sustainable counterparts one at a time. Two alternative
bivariate portfolios are examined, one based on the risk-minimizing portfolio strategy of [70]. (This
model follows the dynamic risk-minimizing hedge ratio of [70] computed as θ∗t = −h12,t/h2,t where
hi,t = var(Ri,t) and h12,t = cov(R1,t, R2,t) with the subscripts 1 and 2 representing the assets in the
bivariate portfolio. In our application, this is based on a $1 long position in the conventional portfolio.)
The other is based on the optimal portfolio weight of [71]. (This model follows the minimum-variance
portfolio formula of [71], where the regime-independent covariances used in the computation of
portfolio weights are obtained as the probability weighted average of regime-dependent covariances
with the corresponding predictive regime probabilities as the weights.) A similar procedure is applied
in a similar context in [58–60,72].

Table 5 presents the summary statistics for the in-sample period covering
2 January 2004–19 February 2014, with 2644 observations. We report in the table the summary
statistics for portfolio returns as well as the optimal portfolio weights based on the portfolio strategies
of [70,71]. Hedge effectiveness (HE), measured as the percentage of portfolio return volatility that
is reduced by supplementing the undiversified portfolio with the sustainable index, along with the
corresponding Sharpe ratios, are also reported in the table. Panels A, B, C and D in Table 5 present the
findings for the ‘undiversified’ stock portfolios representing an investor who is currently fully invested
in the conventional Dow Jones World, Americas, Europe, and Asia-Pacific indices, respectively. In each
panel, the row labeled ‘undiversified’ provides the summary statistics for an undiversified investor
who is currently fully invested in the corresponding conventional market.

Table 5. Summary statistics for in-sample portfolios.

Mean S.D. Min Max HE Sharpe Ratio

Panel A: World Market

Undiversified Portfolio Return 0.028 1.154 −7.886 9.883 – 0.024
MS-DCC-GARCH Hedged Portfolio Return 0.018 0.295 −1.928 1.961 93.567 0.061

DCC-GARCH Hedged Portfolio Return 0.017 0.293 −1.931 2.026 93.478 0.058
MS-DCC-GARCH Optimal Portfolio Return 0.034 1.012 −8.413 7.775 23.082 0.034

DCC-GARCH Optimal Portfolio Return 0.024 0.940 −6.590 9.883 33.664 0.026
MS-DCC-GARCH Optimal Hedge Ratio 0.929 0.070 0.780 1.209 – –

DCC-GARCH Optimal Hedge Ratio 0.935 0.059 0.814 1.122 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.618 0.417 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.635 0.407 0.000 1.000 – –

Panel B: Americas Market

Undiversified Portfolio Return 0.022 1.268 −9.736 10.515 – 0.017
MS-DCC-GARCH Hedged Portfolio Return 0.010 0.199 −1.177 0.959 97.533 0.050

DCC-GARCH Hedged Portfolio Return 0.009 0.201 −1.177 1.068 97.478 0.045
MS-DCC-GARCH Optimal Portfolio Return 0.009 0.458 −9.453 8.993 16.666 0.020

DCC-GARCH Optimal Portfolio Return 0.009 0.472 −9.453 8.993 14.638 0.019
MS-DCC-GARCH Optimal Hedge Ratio 1.047 0.053 0.828 1.221 – –

DCC-GARCH Optimal Hedge Ratio 1.042 0.015 0.960 1.080 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.078 0.216 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.002 0.027 0.000 1.000 – –

Panel C: European Market

Undiversified Portfolio Return 0.019 1.476 −10.130 10.512 – 0.013
MS-DCC-GARCH Hedged Portfolio Return 0.006 0.149 −1.804 1.601 98.987 0.040

DCC-GARCH Hedged Portfolio Return 0.005 0.149 −1.804 1.601 98.979 0.034
MS-DCC-GARCH Optimal Portfolio Return 0.038 1.429 −10.130 10.512 6.342 0.027

DCC-GARCH Optimal Portfolio Return 0.015 1.466 −10.130 10.512 1.354 0.010
MS-DCC-GARCH Optimal Hedge Ratio 0.977 0.028 0.865 1.088 – –

DCC-GARCH Optimal Hedge Ratio 0.977 0.006 0.956 0.996 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.744 0.409 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.980 0.073 0.295 1.000 – –

Panel D: Asia-Pacific Market

Undiversified Portfolio Return 0.017 1.218 −9.114 9.008 – 0.014
MS-DCC-GARCH Hedged Portfolio Return 0.005 0.239 −1.431 1.434 96.135 0.021

DCC-GARCH Hedged Portfolio Return 0.003 0.240 −1.340 1.295 96.104 0.013
MS-DCC-GARCH Optimal Portfolio Return 0.016 1.094 −9.114 9.008 3.775 0.015

DCC-GARCH Optimal Portfolio Return 0.017 1.192 −9.114 9.008 0.000 0.014
MS-DCC-GARCH Optimal Hedge Ratio 0.854 0.052 0.700 1.052 – –

DCC-GARCH Optimal Hedge Ratio 0.851 0.005 0.837 0.868 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.977 0.130 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 1.000 0.000 1.000 1.000 – –

Note: The in-sample period covers 2 January 2004–19 February 2014 with 2644 observations. HE stands for the
hedge effectiveness index.
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As expected, the risk-minimizing portfolio strategy of [70] yields the largest reduction in return
volatility, consistently in all panels. For example, focusing on Panel A, while the undiversified portfolio
that is fully invested in the conventional world index has return volatility of 1.154%, supplementing
the portfolio with the sustainable counterpart helps reduce portfolio risk down to 0.295% (0.293%),
leading to a 93.5% (93.4%) reduction in portfolio volatility based on the MS-DCC (DCC) specification,
respectively. Clearly the high conditional correlations between the conventional and sustainable stock
indices reported earlier help reduce return volatility in the hedged portfolio as the strategy by [70]
takes a short position in the corresponding sustainable index. On the other hand, the optimal portfolio
weight strategy of [71] does not work as effectively in mitigating portfolio risk, yielding about 33%
risk reduction at best in the case of the world index in Panel A.

Examining the Sharpe ratios reported in the last column in each panel, we observe that
supplementing the conventional portfolio with a position in the sustainable counterpart leads
to a significant improvement in risk-adjusted returns in all panels. The improvement in Sharpe
ratios is especially evident in the case of the risk-minimizing portfolio strategy of [70], where
risk-adjusted returns are more than double in most regions, with the exception of Asia-Pacific in
Panel D. Furthermore, comparing the risk adjusted returns and hedge effectiveness values for the
MS-DCC-GARCH- and DCC-GARCH-based portfolios, we observe that the MS-DCC-GARCH model
yields more favorable outcomes across all panels, underscoring the superiority of dynamic specification
over the static counterpart. Overall, the in-sample portfolio findings reported in Table 5 suggest that
supplementing conventional stock portfolios with their sustainable counterparts could both help
reduce portfolio volatility and yield much improved risk-adjusted returns. However, this can only
be achieved following the risk-minimizing portfolio strategy of [70], which takes advantage of the
high correlations between the conventional and sustainable stocks by taking a short position in the
sustainable index.

The in-sample portfolio results reported in Table 5 are further supported by the out-of-sample
results reported in Table 6. The out-of-sample period covers 20 February 2014–2 September 2014,
including 400 observations, with the estimates obtained as one-step forecasts recursively during the
out-of-sample period. Consistent with the findings in Table 5, we observe that the risk-minimizing
portfolio strategy yields a significant reduction in portfolio risk when the conventional index is
supplemented by a position in the sustainable counterpart. The largest risk reduction is observed for
the Americas (Panel B) and Europe (Panel C), with more than 96% of return volatility eliminated in the
hedged portfolio. Interestingly, hedging the conventional portfolio risk with a short position in the
sustainable counterpart also helps improve the risk/return profile of the portfolio in all regions. More
strikingly, the negative Sharpe ratios observed for the World and Asia-Pacific indexes turn around
to positive risk adjusted returns when the conventional index is supplemented by the sustainable
counterpart. A similar improvement in risk-adjusted returns is also observed in other panels, indicating
significant diversification benefits from sustainable stocks. In sum, despite the high conditional
correlations observed between conventional and sustainable market indices, the analysis of both in-
and out-of-sample portfolios clearly suggest significant diversification gains from supplementing
conventional portfolios by positions in sustainable stocks. However, these diversification gains can only
be achieved by implementing the risk-minimizing portfolio strategy of [67], which takes advantage of
the high correlations by taking opposite positions in the conventional and sustainable portfolios.

442



Sustainability 2017, 9, 1799

Table 6. Summary statistics for out-of-sample portfolios.

Mean S.D. Min Max HE Sharpe Ratio

Panel A: World Market

Undiversified Portfolio Return −0.015 0.686 −3.986 2.119 – -0.022
MS-DCC-GARCH Hedged Portfolio Return 0.008 0.219 −1.154 1.369 89.818 0.037

DCC-GARCH Hedged Portfolio Return 0.008 0.220 −1.206 1.375 89.712 0.036
MS-DCC-GARCH Optimal Portfolio Return 0.018 0.525 −2.284 3.038 41.380 0.034

DCC-GARCH Optimal Portfolio Return 0.010 0.566 −2.284 2.488 32.011 0.018
MS-DCC-GARCH Optimal Hedge Ratio 0.916 0.069 0.760 1.071 – –

DCC-GARCH Optimal Hedge Ratio 0.927 0.041 0.844 1.025 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.648 0.390 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.734 0.299 0.000 1.000 – –

Panel B: Americas Market

Undiversified Portfolio Return 0.002 0.792 −3.988 3.438 – 0.003
MS-DCC-GARCH Hedged Portfolio Return 0.006 0.141 −0.661 0.458 96.830 0.043

DCC-GARCH Hedged Portfolio Return 0.006 0.152 −0.649 0.500 96.287 0.039
MS-DCC-GARCH Optimal Portfolio Return 0.005 0.700 −2.903 3.438 21.883 0.007

DCC-GARCH Optimal Portfolio Return 0.003 0.800 −3.552 3.853 −2.088 0.004
MS-DCC-GARCH Optimal Hedge Ratio 0.995 0.050 0.864 1.161 – –

DCC-GARCH Optimal Hedge Ratio 1.037 0.011 0.994 1.073 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.370 0.421 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.001 0.011 0.000 0.153 – –

Panel C: European Market

Undiversified Portfolio Return −0.040 0.917 −3.182 3.122 – −0.044
MS-DCC-GARCH Hedged Portfolio Return −0.001 0.132 −1.067 1.181 97.930 −0.008

DCC-GARCH Hedged Portfolio Return −0.002 0.132 −1.095 1.181 97.928 −0.015
MS-DCC-GARCH Optimal Portfolio Return −0.032 0.827 −2.911 3.122 18.625 −0.039

DCC-GARCH Optimal Portfolio Return −0.039 0.891 −3.182 3.122 5.500 −0.044
MS-DCC-GARCH Optimal Hedge Ratio 0.975 0.029 0.840 1.060 – –

DCC-GARCH Optimal Hedge Ratio 0.981 0.006 0.967 0.997 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.734 0.393 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 0.933 0.165 0.200 1.000 – –

Panel D: Asia-Pacific Market

Undiversified Portfolio Return −0.019 0.708 −4.425 2.146 – −0.027
MS-DCC-GARCH Hedged Portfolio Return 0.003 0.328 −4.267 0.851 78.579 0.009

DCC-GARCH Hedged Portfolio Return 0.002 0.332 −4.370 0.886 78.034 0.006
MS-DCC-GARCH Optimal Portfolio Return −0.007 0.639 −2.305 2.146 18.430 −0.011

DCC-GARCH Optimal Portfolio Return −0.019 0.708 −4.425 2.146 0.000 −0.027
MS-DCC-GARCH Optimal Hedge Ratio 0.824 0.063 0.686 1.080 – –

DCC-GARCH Optimal Hedge Ratio 0.845 0.005 0.835 0.861 – –
MS-DCC-GARCH Optimal Portfolio Weight 0.928 0.222 0.000 1.000 – –

DCC-GARCH Optimal Portfolio Weight 1.000 0.000 1.000 1.000 – –

Note: The out-of-sample period covers 20 February 2014–2 September 2014 with 400 observations. HE stands for
the hedge effectiveness index.

6. Conclusions

This paper explores the potential diversification benefits of socially responsible investments
for conventional stock portfolios by examining the risk transmissions and dynamic correlations
between conventional and sustainable stock indices from a number of regions. Utilizing a Markov
regime-switching GARCH model with dynamic conditional correlations (MS-DCC-GARCH), we find
evidence of significant and positive volatility spillovers from conventional to sustainable equities,
suggesting that uncertainty regarding global equity markets spills over to the market for sustainable
stocks, driving return volatility in this market segment. Risk transmissions, however, are found to
be unidirectional, implied by largely insignificant spillover effects from sustainable to conventional
indexes. We argue that the economic, environmental and social criteria applied in the selection of
firms to be included in socially responsible indices do not necessarily shield these stocks from common
equity market shocks. Despite the presence of risk transmissions from conventional markets, however,
our findings also suggest that historical information on return and volatility in sustainable equity
markets could be utilized in forecasting future volatility in these markets. Thus, investors and trustees
of institutional funds who are concerned about stability in the market for sustainable investments
should not only monitor volatility in global conventional markets, but also supplement their volatility
forecasting models by measures of historical risk and return dynamics in these markets.
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Similarly, the analysis of dynamic conditional correlations suggests that both the global and
regional indices exhibit a high degree of association between conventional and sustainable stocks,
more consistently in the case of European stocks. Although significant time-variations in the dynamic
correlations are observed between conventional and sustainable stock returns, we estimate particularly
high correlations that consistently range in the upper 90% in the case of Europe. Interestingly, however,
despite the high correlations observed, the analysis of both in- and out-of-sample portfolios suggests
that significant diversification gains can be obtained from supplementing conventional portfolios by
positions in sustainable stocks. Improvement in risk adjusted returns is particularly striking for the
broader world index and the Asia-Pacific region when the negative Sharpe ratios for undiversified,
conventional portfolios turn around to positive values when the conventional index is supplemented
by the sustainable counterpart. However, our portfolio analysis also suggests that these diversification
gains can only be achieved by implementing an investment strategy that aims to minimize portfolio
risk and utilize sustainable assets in the short leg of the portfolio.

Given the availability of various exchange-traded funds that allow investors to choose investments
based on social and personal criteria, our findings have significant implications for both retail and
institutional investors. Thanks to the rapid growth experienced in the SRI market segment, investors
have their choices when it comes to allocating parts of their portfolios in various exchange traded funds
that reflect this growing segment. Furthermore, the fact that these funds are offered to investors at low
cost makes transaction costs less of a concern from a retail investor perspective. More importantly,
unlike the case for individual stocks, for which uptick rules apply, diversifying into SRIs via short
positions in exchange traded funds that do not have the uptick rules means that investors will have
greater flexibility in the creation of diversified portfolios as we recommend in our empirical results.
Overall, the findings suggest that sustainable investments can indeed provide significant diversification
gains for conventional stock portfolios globally and the fact that these investments are easily accessible
at low cost via a myriad of exchange traded funds makes them an appealing investment tool both for
retail and institutional investors.
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1. Introduction

Recent research shows that efforts to limit climate change should focus on reducing emissions of
carbon dioxide over other greenhouse gases or air pollutants. Many countries are paying substantially
greater attention to carbon emissions to improve air quality and public health. Carbon emissions
trading programs have been established at the international, regional, national, and sub-national levels
(see Figure 1).

Figure 1. Global mean temperatures. With and without carbon dioxide mitigation. Source: [1]
Rogelj et al. (2014).

As can be seen from Figure 1, in a scenario of ‘no carbon dioxide mitigation’, global temperatures
would be predicted to rise by over five degrees Celsius by 2100, but cutting emissions of methane,
HFCs, and black carbon would reduce this rise to around one degree Celsius. The results suggest that
carbon dioxide should certainly remain central to greenhouse gas emission cuts.

Figure 2 shows that projects and regions such as the CDM (Clean Development Mechanism),
RGGI (Regional Greenhouse Gas Initiative), and European Union (EU), countries like New Zealand,
Australia, and South Korea, the State of California in the USA, and the Province of Quebec inn Canada,
have passed and implemented programs to mitigate carbon emissions.

 

Figure 2. Implementation of programs to mitigate carbon emissions.
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The programs have operated in phases, with a pilot phase from 2005 to 2007 covering the power
sector and certain heavy industries, a second phase from 2008 to 2012 expanding coverage slightly,
and a third phase for 2013–2020 that adds a significant range of industrial activities.

The largest source of carbon emissions from human activities in some countries in Europe
and elsewhere is from burning fossil fuels for electricity, heat, and transportation. The price of fuel
influences carbon emissions, but the price of carbon emissions can also influence the price of fuel.

Owing to the importance of carbon emissions and their connection to fossil fuels, and the
possibility of [2] Granger (1980) causality in spot and futures prices, returns and volatility of carbon
emissions, it is not surprising that crude oil and coal have recently become a very important public
policy issue, and hence also a significant research topic.

Energy markets have recently expanded considerably due in large part to the rapidly accelerating
behaviour of investors in financial markets. The synergy between financial and energy markets is
that the financial aspect of fossil fuels and carbon emissions need to be analysed more carefully by
using advanced financial econometric methods. An important reference in the field of energy prices
and its consequences on financial markets are the empirical studies presented in [3] Ramos and Veiga
(2014). These macroeconomic variables include risk factors in the oil industry, risk taking in the airline
industry, prices, volatility, and shocks in the oil industry, oil shock spillovers to stock market returns,
equity returns, bond returns, and volatility market risks.

In a more microeconomic context, [4] Sawik, Faulin and Pérez-Bernabeu (2017a) examine
energy and environment issues with respect to multi-criteria analysis and multi-objective green
logistics optimization. The optimality criteria are presented in terms of environmental costs, that
is, the minimization of externality costs for noise, pollution, and fuel costs as compared with
their minimization. In a separate contribution, [5] Sawik, Faulin and Pérez-Bernabeu (2017b) solve
a multi-objective formulation problem by minimizing the total distance, and hence the costs to
a delivery company, and the amount of CO2 emissions. [6] Sawik, Faulin and Pérez-Bernabeu
(2017c) optimize a multi-criteria formulation for green vehicle routing problems by mixed integer
programming, specifically to decide the best delivery route to minimize the travel costs and optimize
the transportation route of a delivery company.

The plan of the remainder of the paper is as follows. Section 2 discusses the spot and futures
data for carbon emissions, coal, and oil that will be used in the empirical analysis for the EU and
USA. Section 3 discusses methodological issues, including univariate and multivariate conditional
volatility models, Granger causality, volatility spillovers, optimal hedge ratios, causality in returns
and volatility, as well as an interesting and novel adaptation of the likelihood ratio (LR) test to a
quasi likelihood ratio (QLR) test of the Diagonal BEKK model against the alternative of a Full BEKK
model. Section 4 examines the alternative unit root tests that are used to test for stationarity in the
data. Granger Causality and Spillovers in Returns and Volatilities are analysed in Section 5. Section 6
provides some concluding remarks.

2. Data

The length of the sample period for the empirical analysis was dictated by the availability of data
on carbon, coal, and crude oil spot and futures prices in the EU and the United States of America
(USA). The carbon emission trading market of the EU has the longest trading period for futures prices,
but not for spot prices. The USA is the leader in developing a wide range of financial derivatives,
such as futures prices, for financial, energy, and commodities, but not for carbon emissions, where
only spot prices are available.

Data for EU carbon emission, crude oil, and coal futures are available from 1 April 2008 to
20 May 2017, and these will be analyzed in the paper. Coal spot price in the EU is available on a weekly
basis. The spot prices of carbon emission and crude oil have a high correlation with the corresponding
futures prices. The volume of trades in the spot market of carbon emissions is much smaller than in
the futures market, as shown in Figure 3.
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Figure 3. Carbon futures and spot volumes for European Union (EU) 10 December 2012–19 May 2017.

Data for crude oil are available prior to 2000. However, the data for the spot prices of coal and
carbon emissions start from 17 July 2006 and 1 April 2008, respectively. Therefore, the data in the
empirical analysis for the European Union starts from the latest date for crude oil, coal, and carbon
emissions, namely 1 April 2008.

Data for carbon, coal, and oil spot prices from 5 January 2016 to 20 May 2017 for the USA will also
be analyzed in the paper, but data for futures prices of carbon emissions are not available for the USA.
Spot prices for coal and crude oil start prior to 2000. However, data for carbon emissions start from
1 May 2016. Consequently, the spot price data in the empirical analysis for the USA starts from the
latest date for oil, coal, and carbon emissions, namely 5 January 2016.

The transaction markets and units for the variables are different. EU carbon futures is the
Intercontinental Exchange EU allowance, which is traded in the ICE-ICE Futures Europe Commodities
market and is expressed in Euros per metric ton. EU coal futures is ICE Rotterdam Monthly Coal
Futures Contract, and is traded in the ICE-ICE Futures Europe Commodities market. EU oil futures is
the current pipeline export quality Brent blend, as supplied at Sullom Voe, is traded in the ICE-ICE
Futures Europe Commodities market, and is expressed in USDs per bbl.

Carbon spot prices in the USA are given as the United States Carbon Dioxide RGGI Allowance,
and are expressed in USDs per allowance. Coal spot prices are given as the Dow Jones US Total Market
Coal Index, which is expressed in USD. Oil spot returns are given as the West Texas Intermediate
Cushing Crude Oil, which is expressed in USDs per bbl. All of the currency units are transformed to
USD in the empirical analysis.

The endogenous variables used in the empirical analysis are daily returns, where the rate of
return is obtained as the first difference in the natural logarithm of the relevant daily price data.
The mnemonics EUcarbonfr, EUcoalfr, EUoilfr denote, respectively, the future returns of carbon
emission, coal, and oil in the European Union. Similarly, the mnemonics UScarbonsr, UScoalsr, USoilsr

denote, respectively, the spot returns for carbon emission, coal, and oil in the USA.
The variable sources and definitions are given in Table 1, with respect to the futures returns for

the EU and spot returns for the USA, as well as their transactions markets, and the descriptions of
the data.

For the USA, daily spot and futures prices are available for crude oil and coal, but there are no
daily spot or futures prices for carbon emissions. For the EU, there are no daily spot prices for coal or
carbon emissions, but there are daily futures prices for crude oil, coal, and carbon emissions.

For this reason, daily futures prices will be used to analyse Granger causality and volatility
spillovers in spot and futures prices of carbon emissions, crude oil, and coal. This will be based on the
Lagrange multiplier test of univariate causality in variance (strictly, causality in conditional volatility)
of [7] Hafner and Herwartz (2006), and more recently, [8] Chang and McAleer (2017). An extension to
multivariate tests of causality in conditional volatility will be a focus of the paper.
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Table 1. Data Sources and Definitions.

Variable Name Definitions Transaction Market Description

EUcarbonfr EU carbon futures return ICE-ICE Futures Europe
Commodities

ICE EUA Futures Contract
EUR/MT

EUcoalfr EU coal futures return ICE-ICE Futures Europe
Commodities

ICE Rotterdam Monthly Coal Futures Contract
USD/MT

EUoilfr EU oil futures return ICE-ICE Futures Europe
Commodities

Current pipeline export quality
Brent blend as supplied at Sullom Voe
USD/bbl

UScarbonsr US carbon spot return over the counter United States Carbon Dioxide RGGI Allowance
USD/Allowance

UScoalsr US coal spot return over the counter Dow Jones US Total Market Coal Index
USD

USoilsr US oil spot return over the counter West Texas Intermediate Cushing Crude
Oil USD/bbl

ICE is the Intercontinental Exchange; EUA is the EU allowance; MT is metric ton; RGGI (Regional Greenhouse
Gas Initiative) is a CO2 cap-and-trade emissions trading program that is comprised of ten New England and
Mid-Atlantic States that will commence in 2009 and aims to reduce emissions from the power sector. RGGI will be
the first government mandated CO2 emissions trading program in USA.

As the estimators are based on Quasi-Maximum Likelihood Estimators (QMLE) under the
incorrect assumption of a normal likelihood function, we will modify the likelihood ratio (LR) test to a
novel quasi-likelihood ratio test (QLR).

Definition of QLR test statistic: QLR = 2 (quasi maximized log likelihood value under the

alternative hypothesis − quasi maximized log likelihood value under the null hypothesis).

The QLR test statistic tests the multivariate conditional volatility Diagonal BEKK model, which
is used to estimate and test spillovers, and which has valid regularity conditions and asymptotic
properties, against the alternative Full BEKK model, which is used to estimate spillovers, but has valid
regularity conditions and asymptotic properties only under the null hypothesis of zero off-diagonal
elements. Dynamic hedging strategies using optimal hedge ratios will be suggested to analyse market
fluctuations in the spot and futures returns and volatility of carbon emissions, crude oil, and coal prices.

The QLR statistic has an asymptotic chi-squared distribution under the null hypothesis, with
degrees of freedom (df ) equivalent to the number of off-diagonal terms in the two m × m matrices, the
weighting matrix, A, and the stability matrix, B, of the Full BEKK model, namely 2m(m − 1).

The descriptive statistics for the endogenous returns of the variables are given in Table 2.
The highest standard deviation for the EU over the sample period is for carbon futures, followed by oil
and coal futures. Similarly, the highest standard deviation for the US market is for coal spot returns,
followed by carbon emission spot returns.

Table 2. Descriptive Statistics 2 April 2008–19 May 2017 for EU 6 January 2016–19 May 2017 for United
States of America (USA).

Variable Mean Median Max Min SD Skewness Kurtosis Jarque-Bera

EUcarbonfr −0.078 −0.038 24.561 −42.457 3.349 −0.708 17.624 21,434.2
EUcoalfr −0.022 0 17.419 −22.859 1.599 −1.268 44.924 175,155.8
EUoilfr −0.026 −0.015 12.707 −10.946 2.246 0.054 6.522 1232.8

UScarbonsr −0.248 0 13.937 −36.446 2.986 −5.236 66.269 61,346.8
UScoalsr 0.177 0.104 17.458 −14.183 4.041 0.047 5.343 81.99
USoilsr 0.094 0.037 11.621 −8.763 2.712 0.431 4.690 53.69

The Jarque-Bera Lagrange multiplier statistic for normality is based on testing the empirical skewness and kurtosis
against their normal counterparts.
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The returns have different degrees of skewness. The futures and spot returns of oil in the EU and
US markets, and coal spot returns in the USA are skewed to the left, indicating that these series have
longer left tails (extreme losses) than right tails (extreme gains). However, other returns are all skewed
to the right, especially carbon emission spot return in the USA, for which the value of the skewness is
high, indicating that these series have more extreme gains than extreme losses.

These stylized facts should be of interest to participants in commodity markets. All of the price
distributions have kurtosis that is significantly higher than three, implying that higher probabilities of
extreme market movements in either direction (gains or losses) occur in these futures markets, with
greater frequency in practice than would be expected under the normal distribution.

In the EU market, the highest kurtosis is for coal futures, followed by carbon futures and oil futures.
For the US market, the highest kurtosis is for carbon spot, followed by coal spot. The Jarque-Bera
Lagrange multiplier statistic is based on testing the empirical skewness and kurtosis against their
normal counterparts, and confirms the non-normal distributions for all of the returns series.

3. Methodology

Although financial and energy returns are almost certainly stationary, the empirical analysis
will commence with tests of unit roots based on ADF, DF-GLS, and KPSS. This will be followed by
an analysis and estimation of univariate GARCH and multivariate diagonal BEKK models (see [9]
Baba et al. (1985) [10] Engle and Kroner (1995)), from which the conditional covariances will be used
for testing co-volatility spillovers, that is, Granger causality in conditional volatility.

Despite the empirical applications of a wide range of conditional volatility models in numerous
papers in empirical finance, there are theoretical problems associated with virtually all of them.
The CCC ([11] Bollerslev (1990)), VARMA-GARCH ([12] Ling and McAleer (2003), and its asymmetric
counterpart, VARMA-AGARCH [13] McAleer et al. (2009)), models have static conditional covariances
and correlations, which means that accommodating volatility spillovers is not possible.

Apart from the diagonal version, the multivariate Full BEKK model of conditional covariances has
been shown to have no regularity conditions, and hence no statistical properties (see [14] McAleer et al.
(2008) and [15] Chang and McAleer (2017b), and the discussion below, for further details). Therefore,
spillovers can be considered only for the special case of Diagonal BEKK. The multivariate DCC model
of (purported) conditional correlations has been shown to have no regularity conditions, and hence no
statistical properties (see [16] Hafner and McAleer (2014) and [17] McAleer (2017) for further details).

The analysis of univariate and multivariate conditional volatility models below is a summary
of what has been presented in the literature (see, for example [18] Caporin and McAleer (2012) [19]
Chang et al. (2015), and especially [20] Chang et al. (2017)), although a comprehensive discussion
of the Full and Diagonal BEKK models is not available in any published source. In particular, the
application of the quasi likelihood ratio (QLR) test of the Diagonal BEKK model as the null hypothesis
against the alternative hypothesis of a Full BEKK model does not seem to have been considered in
the literature.

The first step in estimating multivariate models is to obtain the standardized residuals from
the conditional mean returns shocks. For this reason, the most widely used univariate conditional
volatility model, namely GARCH, will be presented briefly, followed by the two most widely estimated
multivariate conditional covariance models, namely the Diagonal and Full BEKK models.

3.1. Univariate Conditional Volatility

Consider the conditional mean of financial returns, as follows:

yt = E(yt|It−1) + εt (1)

where the financial returns, yt = ΔlogPt, represent the log-difference in the financial commodity or
agricultural prices, Pt, It−1 is the information set at time t − 1, and εt is a conditionally heteroskedastic
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error term, or returns shock. In order to derive conditional volatility specifications, it is necessary
to specify the stochastic processes underlying the returns shocks, εt. The most popular univariate
conditional volatility model, GARCH model, is discussed below.

Now consider the random coefficient AR (1) process underlying the return shocks, εt:

εt = φtεt−1 + ηt (2)

where φt ∼ iid(0, α), α ≥ 0, ηt ∼ iid(0, ω), ω ≥ 0, ηt = εt/
√

ht is the standardized residual, with ht

defined below. [21] Tsay (1987) derived the ARCH (1) model of [22] Engle (1982) and [23] Bollerslev
(1986) from Equation (2) as:

ht ≡ E(ε2
t

∣∣∣It−1) = ω + αε2
t−1 (3)

where ht represents conditional volatility, and It−1 is the information set available at time t − 1.
A lagged dependent variable, ht−1, is typically added to Equation (3) to improve the sample fit:

ht ≡ E(ε2
t

∣∣∣It−1) = ω + αε2
t−1 + βht−1 (4)

From the specification of Equation (2), it is clear that both ω and α should be positive, as they are
the unconditional variances of two different stochastic processes.

Given the non-normality of the returns shocks, the Quasi-Maximum Likelihood Estimators
(QMLE) of the parameters have been shown to be consistent and asymptotically normal in several
papers. For example [12] Ling and McAleer (2003) showed that the QMLE for a generalized ARCH(p,q)
(or GARCH(p,q)) is consistent if the second moment is finite. A sufficient condition for the QMLE of
GARCH(1,1) in Equation (4) to be consistent and asymptotically normal is α + β < 1.

In general, the proofs of the asymptotic properties follow from the fact that GARCH can be
derived from a random coefficient autoregressive process. Ref. [13] McAleer et al. (2008) give a general
proof of asymptotic normality for multivariate models that are based on proving that the regularity
conditions satisfy the conditions given in [24] Jeantheau (1998) for consistency, and the conditions
given in Theorem 4.1.3 in [25] Amemiya (1985) for asymptotic normality.

3.2. Multivariate Conditional Volatility

The multivariate extension of the univariate ARCH and GARCH models is given in [9] Baba et al.
(1985) and [10] Engle and Kroner (1995) (for caveats regarding Full BEKK, see [15] Chang and McAleer
(2017b)). In order to establish volatility spillovers in a multivariate framework, it is useful to define the
multivariate extension of the relationship between the returns shocks and the standardized residuals,
that is, ηt = εt/

√
ht.

The multivariate extension of Equation (1), namely yt = E(yt|It−1 ) + εt, can remain unchanged
by assuming that the three components are now m × 1 vectors, where m is the number of financial
assets. The multivariate definition of the relationship between εt and ηt is given as:

εt = D1/2
t ηt (5)

where Dt = diag(h1t, h2t, . . . , hmt) is a diagonal matrix comprising the univariate conditional volatilities.
Define the conditional covariance matrix of εt as Qt. As the m × 1 vector, ηt, is assumed to be

iid for all m elements, the conditional correlation matrix of εt, which is equivalent to the conditional
correlation matrix of ηt, is given by Γt. Therefore, the conditional expectation of (5) is defined as:

Qt = D1/2
t ΓtD1/2

t (6)

Equivalently, the conditional correlation matrix, Γt, can be defined as:

Γt =D−1/2
t QtD−1/2

t . (7)
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Equation (6) is useful if a model of Γt is available for purposes of estimating Qt, whereas (7) is
useful if a model of Qt is available for the purposes of estimating Γt.

Equation (6) is convenient for a discussion of volatility spillover effects, while both Equations (6)
and (7) are instructive for a discussion of asymptotic properties. As the elements of Dt are consistent
and asymptotically normal, the consistency of Qt in (6) depends on the consistent estimation of Γt,
whereas the consistency of Γt in (7) depends on the consistent estimation of Qt. As both Qt and Γt are
products of matrices, with inverses in (7), neither the QMLE of Qt nor Γt will be asymptotically normal
based on the definitions given in Equations (6) and (7).

3.3. Diagonal BEKK

The Diagonal BEKK model can be derived from a vector random coefficient autoregressive process
of order one, which is the multivariate extension of the univariate process given in Equation (2):

εt = Φtεt−1 + ηt (8)

where εt and ηt are m × 1 vectors, Φt is an m × m matrix of random coefficients, Φt ∼ iid(0, A), A is
positive definite, ηt ∼ iid(0, C), C is an m × m matrix.

Vectorization of a full matrix A to vec A can have dimension as high as m2 × m2, whereas
vectorization of a symmetric matrix A to vech A can have a smaller dimension of m(m + 1)/2 ×
m(m + 1)/2.

In a case where A is a diagonal matrix, with aii > 0 for all i = 1, . . . , m and
∣∣bjj

∣∣ < 1 for all j = 1, . . . ,
m, so that A has dimension m × m, [13] McAleer et al. (2008) showed that the multivariate extension of
GARCH(1,1) from Equation (8) is given as the Diagonal BEKK model, namely:

Qt = CC′ + Aεt−1ε′t−1 A′ + BQt−1B′ (9)

where A and B are both diagonal matrices, though the last term in Equation (9) need not come from an
underlying stochastic process. The diagonality of the positive definite matrix A is essential for matrix
multiplication as εt−1ε′t−1 is an m × m matrix; otherwise, Equation (9) could not be derived from the
vector random coefficient autoregressive process in Equation (8).

3.4. Full, Triangular and Hadamard BEKK

The full BEKK model in [9] Baba et al. (1985) and [10] Engle and Kroner (1995), who do not derive
the model from an underlying stochastic process, is presented as:

Qt = CC′ + Aεt−1ε′t−1 A′ + BQt−1B′ (10)

except that A and (possibly) B in Equation (10) are now both full matrices, rather than the diagonal
matrices that were derived in Equation (9) by using the stochastic process in Equation (8). The full
BEKK model can be replaced by the triangular or Hadamard (element-by-element multiplication)
BEKK models, with similar problems of identification and (lack of) existence.

A fundamental technical problem is that the full, triangular, and Hadamard BEKK models cannot
be derived from any known underlying stochastic processes, which means that there are no regularity
conditions (except by assumption) for checking the internal consistency of the alternative models,
and consequently no valid asymptotic properties of the QMLE of the associated parameters (except
by assumption).

Moreover, as the number of parameters in a full BEKK model can be as much as 3m(m + 1)/2, the
“curse of dimensionality” will be likely to arise, which means that the convergence of the estimation
algorithm can become problematic and less reliable when there is a large number of parameters to
be estimated.
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As a matter of empirical fact, the estimation of the full BEKK can be problematic even when m
is as low as five financial assets. Such computational difficulties do not arise for the Diagonal BEKK
model. Convergence of the estimation algorithm is more likely when the number of commodities is
less than four, though this is nevertheless problematic in terms of interpretation.

Therefore, in the empirical analysis, in order to investigate volatility spillover effects, the solution
is to use the Diagonal BEKK model for estimation. A quasi likelihood ratio (QLR) test is developed to
test the multivariate conditional volatility Diagonal BEKK model in Equation (9) (where A and B are
both diagonal matrices), which has valid regularity conditions and asymptotic properties, against the
alternative Full BEKK model in Equation (10) (where A and B in are now both full matrices), which
has valid regularity conditions and asymptotic properties only under the null hypothesis of zero
off-diagonal elements. The quasi likelihood ratio (QLR) test of the null Diagonal BEKK model against
the alternative of the Full BEKK model does not yet seem to have been presented in the literature.

3.5. Granger Causality, Volatility Spillovers, and Optimal Hedge Ratios

[13] McAleer et al. (2008) showed that the QMLE of the parameters of the Diagonal BEKK
model were consistent and asymptotically normal, so that standard statistical inference on testing
hypotheses is valid. Moreover, as Qt in (9) can be estimated consistently, Γt in Equation (7) can also be
estimated consistently.

The Diagonal BEKK model is given as Equation (9), where the matrices A and B are given as:

A =

⎡⎢⎣ a11 · · · 0
...

. . .
...

0 · · · amm

⎤⎥⎦, B =

⎡⎢⎣ b11 · · · 0
...

. . .
...

0 · · · bmm

⎤⎥⎦ (11)

The Diagonal BEKK model permits a test of Co-volatility Spillover effects, which is the effect of a
shock in commodity j at t − 1 on the subsequent co-volatility between j and another commodity
at t. Given the Diagonal BEKK model, as expressed in Equations (9) and (10), the subsequent
co-volatility must only be between commodities j and i at time t. [19] Chang et al. (2015) define Full
and Partial Volatility and Covolatility Spillovers in the context of Diagonal and Full BEKK models.
Volatility spillovers are defined as the delayed effect of a returns shock in one asset on the subsequent
volatility or covolatility in another asset. Therefore, a model relating Qt to returns shocks is essential,
and this will be addressed in the following sub-section. Spillovers can be defined in terms of full
volatility spillovers and full covolatility spillovers, as well as partial covolatility spillovers, as follows,
for i, j, k = 1, . . . , m:

(1) Full volatility spillovers:

∂Qiit/∂εkt−1, k �= i; (12)

(2) Full covolatility spillovers:

∂Qijt/∂εkt−1, i �= j, k �= i, j; (13)

(3) Partial covolatility spillovers:

∂Qijt/∂εkt−1, i �= j, k = either i or j. (14)

Full volatility spillovers occur when the returns shock from financial asset k affects the volatility
of a different financial asset i.

Full covolatility spillovers occur when the returns shock from financial asset k affects the
covolatility between two different financial assets, i and j.

Partial covolatility spillovers occur when the returns shock from financial asset k affects the
covolatility between two financial assets, i and j, one of which can be asset k.

456



Sustainability 2017, 9, 1789

When m = 2, only spillovers (1) and (3) are possible as full covolatility spillovers depend on the
existence of a third financial asset.

This leads to the definition of a Co-volatility Spillover Effect as:

∂Hij,t

∂ε j,t−1
= aii × ajj × εi,t−1, i �= j

As aii > 0 for all i, a test of the co-volatility spillover effect is given as a test of the null hypothesis:

H0 : aiiajj = 0

which is a test of the significance of the estimate of aiiajj in the following co-volatility spillover effect,
as εi,t−1 �= 0:

∂Hij,t

∂ε j,t−1
= aiiajjεi,t−1, i �= j.

If H0 is rejected against the alternative hypothesis, H1 : aiiajj �= 0, there is a spillover from the
returns shock of commodity j at t − 1 to the co-volatility between commodities i and j at t that depends
only on the returns shock of commodity i at t − 1. It should be emphasized that the returns shock
of commodity j at t − 1 does not affect the co-volatility spillover of commodity j on the co-volatility
between the commodities i and j at t. Moreover, spillovers can and do vary for each observation t − 1,
so that the empirical results average co-volatility spillovers will be presented, based on the average
return shocks over the sample period.

Granger (1980) [2] causality is based on the following vector AR (VAR(m,n)) models:

x(t) = a0 + a1x(t − 1) + · · ·+ amx(t − m) + b1y(t − 1) + · · ·+ bny(t − n) + u(t), (15)

y(t) = c0 + c1y(t − 1) + · · ·+ cny(t − n) + d1x(t − 1) + · · ·+ dmx(t − m)+v(t) (16)

The null hypothesis of Granger non-causality of y(t − 1) on x(t) is based on testing:

H0: bi = 0 for all i = 1, · · · n

in Equation (12), while the null hypothesis of Granger non-causality of x(t) on y(t − 1) is based
on testing:

H0: di = 0 for all i = 1,· · · m

in Equation (13). In the empirical analysis, m = n = 1 as daily data are used.
For the multivariate conditional mean returns equation:

yit = E(yit|It−1) + εit,i = 1, 2, · · · , m (17)

the bivariate random coefficient autoregressive process for εit is given as:

εit = φitεit−1+φjtε jt−1+ηit, i �= j (18)

where φit ∼ iid(0, αi), αi ≥ 0, φjt ∼ iid(0,αj), αj ≥ 0, ηit ∼ iid(0,ωi), ωi ≥ 0 , ηit = εit/
√

hit is
the standardized residual, hit is the conditional volatility obtained by setting φjt = 0 in bivariate
Equation (15):

εit = φitεit−1 + ηit

E
(

ε2
it

∣∣∣It−1

)
≡ hit = ωi + αiε

2
it−1

Adding another commodity, as in the bivariate Equation (15), gives:
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εit = φitεit−1 + φjtε jt−1 + ηit, i �= j

E
(

ε2
it

∣∣∣It−1

)
≡ hit = ωi + αiε

2
it−1 + αjε

2
jt−1

while adding first-order lags of hit and hjt gives:

hit = ωi + αiε
2
it−1 + αjε

2
jt−1 + βihit−1 + β jhjt−1

where
αi ≥ 0, αj ≥ 0, βi ∈ (−1, 1), β j ∈ (−1, 1)

The null hypothesis of non-causality in volatility is given as a test of:

H0: αj = β j = 0

Based on the empirical results, dynamic hedging strategies using optimal hedge ratios will be
suggested to analyse market fluctuations in the spot and futures returns and volatility of carbon
emissions, crude oil, and coal prices.

Using the hedge ratio: RH,t = RS,t − γtRF,t and its variance, namely:

var(RH,t|Ωt−1) = var(RS,t|Ωt−1)− 2γtcov(RS,t, RF,t|Ωt−1) + γ2
t var(RF,t|Ωt−1)

the optimal hedge ratio is given as:

γt|Ωt−1 = cov(RS,t, RF,t|Ωt−1)/var(RF,t|Ωt−1)

An extension of the recent research on the realized matrix-exponential stochastic volatility with
asymmetry, long memory, and spillovers, in [26] Asai, Chang and McAleer (2017), to multivariate
conditional volatility models, especially the use of the matrix-exponential transformation to ensure
a positive definite covariance matrix, will enable a significant extension of the univariate Granger
causality tests to be extended to multivariate Granger causality tests. This would be a novel extension
of the paper.

4. Unit Root Tests

In order to evaluate the characteristics of the data, we investigate whether shocks to a
series are temporary or permanent in nature. We will use the ADF test ([27] Dickey and Fuller,
1979; [28] Dickey and Fuller, 1982; [29] Said and Dickey, 1984), DF-GLS test ([30] Elliott et al., 1996),
and the KPSS test ([31] Kwiatkowski et al., 1992) to test for unit roots in the individual returns series.
The ADF and DF-GLS tests are designed to test for the null hypothesis of a unit root, while the KPSS
test is used for the null hypothesis of stationarity.

In Table 3, based on the ADF test results, the large negative values in all of the cases indicate a
rejection of the null hypothesis of unit roots at the 1% level. Based on the KPSS test, the small positive
values in all of the cases do not reject the null hypothesis of stationary at the 1% level. For the DF-GLS
test, the futures returns of carbon emissions and of coal in the EU, and the spot returns of carbon
emissions in the USA, reject the null hypothesis of unit roots at the 1% level. However, the results of
the coal and oil spot returns do not reject the null hypothesis. It should be noted that, for the USA,
a relatively small sample size of 357 observations is used.
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Table 3. Unit Root Tests 2 April 2008–19 May 2017 for EU 6 January 2016–19 May 2017 for USA.

Variables ADF DF-GLS KPSS

EUcarbonfr −37.79 * −3.09 * 0.05 *
EUcoalfr −35.48 * −10.34 * 0.12 *
EUoilfr −51.97 * −1.53 0.10 *

UScarbonsr −10.64 * −1.46 0.06 *
UScoalsr −19.30 * −0.43 0.18 *
USoilsr −20.96 * −0.78 0.07 *

* Denotes the null hypothesis of a unit root is rejected at 1%.

5. Granger Causality and Spillovers in Returns and Volatilities

Table 4 reports the results for the [2] Granger (1980) causality and spillover tests in returns, with
one lag being used throughout the empirical analysis. There is no evidence of bidirectional Granger
causality between carbon and coal futures for the EU. However, oil futures in the EU has a causal effect
on carbon emissions futures in the EU. For the USA, the carbon emissions spot has a causal effect on
the coal spot, as well as on the oil spot.

Table 4. Granger Causality Test for Returns 2 April 2008–19 May 2017 for EU 6 January 2016–19 May
2017 for USA.

Variables
Lags Outcome

Null Hypothesis

A Does Not Cause B B Does Not Cause A

A B F-Test p-Value F-Test p-Value

EUcarbonfr EUcoalfr 1 EUcarbonfr ← EUcoalfr 0.6190 0.4315 5.7112 0.0169
EUcarbonfr EUoilfr 1 EUcarbonfr ← EUoilfr 0.2337 0.6289 4.1837 0.0409
UScarbonsr UScoalsr 1 UScarbonsr → UScoalsr 4.6809 0.0312 0.9142 0.3397
UScarbonsr USoilsr 1 UScarbonsr → USoilsr 5.1310 0.0241 0.0075 0.9313

Estimates of the DBEKK and Full BEKK models for EU Carbon, Coal, and Oil Futures returns
are given in Table 5. The estimates of the weighting coefficients, A(1,1), are similar for the two
models, but the estimates of the weighting coefficients A(2,2) and A(3,3) are different for the two
models. Similar comments apply to the estimates of the matrix stability coefficients, B(1,1), B(2,2), and
B(3,43), respectively.

Table 5. DBEKK and Full BEKK for EU Carbon, Coal, and Oil Futures 2 April 2008–19 May 2017.

DBEKK C A B

CARBONfr
0.379 *** 0.024 ** 0.128 *** 0.311 *** 0.947 ***
(0.055) (0.010) (0.024) (0.025) (0.009)

COALfr
0.088 *** 0.022 0.118 *** 0.991 ***
(0.010) (0.075) (0.007) (0.001)

OILfr
0.000 −0.205 *** −0.977 ***

(0.077) (0.013) (0.003)

Full BEKK C A B

CARBONfr
0.435 *** −0.067 * 0.077 0.331 *** −0.014*** 0.007 0.936 *** 0.009 −0.005
(0.055) (0.038) (0.072) (0.023) (0.004) (0.006) (0.009) (0.007) (0.010)

COALfr
0.000 0.000 0.037 −0.086 *** 0.120 *** 0.274 *** 0.737 *** 1.110 ***

(0.068) (0.103) (0.029) (0.011) (0.017) (0.036)) (0.015) (0.023)

OILfr
−0.000 −0.104 *** −0.032 ** −0.168 *** −0189 *** −0.052 *** 0.054 ***
(0.101) (0.026) (0.013) (0.010) (0.024) (0.011) (0.015)

1. A =

⎡⎣ a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤⎦, B =

⎡⎣ b11 b12 b13
b21 b22 b23
b31 b32 b33

⎤⎦, C =

⎡⎣ c11 c12 c13
c21 c22 c23
c31 c32 c33

⎤⎦. 2. Standard errors are in

parentheses, *** denotes significant at 1%, ** denotes significant at 5%, * denotes significant at 10%.
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Given the differences in two of the three weighting coefficients in A in Table 5, it is not particularly
surprising that the quasi likelihood ratio (QLR) test in Table 6 of the null hypothesis, DBEKK, against
the alternative hypothesis, Full BEKK, leads to the rejection of the null hypothesis that the off-diagonal
elements of A and B are zero. The calculated chi-squared statistic with 12 degrees of freedom, at 34.32,
is greater than the critical value of 26.22 at the 1% level. Therefore, DBEKK is rejected, but Full BEKK
is not appropriate as it is valid only under the null hypothesis of zero off-diagonal coefficients for the
weighting matrix A and for the stability matrix B. In short, the Diagonal BEKK model is rejected, but
the full BEKK model is not an appropriate replacement.

Table 6. Quasi Likelihood Ratio (QLR) Test of DBEKK and Full BEKK for EU Futures 2 April 2008–19
May 2017.

Quasi Log-likelihood value for DBEKK −14,815.88
Quasi Log-likelihood value for Full BEKK −14,798.72
QLR test statistic 34.32
Critical value at 1% with 12 df 26.22

Estimates of the DBEKK and Full BEKK models for US Carbon, Coal, and Oil Spot returns are
given in Table 7. The estimates of the three weighting coefficients, A(1,1), A(2,2), and A(3,3), are
reasonably similar for the two models, as are the estimates of the stability coefficients B(1,1) and B(2,2),
though the estimates of B(3,3) are different for the two models.

In view of the similarities in the estimates of the three weighting coefficients in A in Table 7, the
quasi likelihood ratio (QLR) test in Table 8 of the null hypothesis, DBEKK, against the alternative
hypothesis, Full BEKK, leads to the non-rejection of the null hypothesis that the off-diagonal elements
of A and B are zero, as compared with the outcome in Table 6. The calculated chi-squared statistic with
12 degrees of freedom, at 22.18, is less than the critical value of 26.22 at the 1% level. Therefore, DBEKK
is not rejected against Full BEKK, which is valid only under the null hypothesis of zero off-diagonal
coefficients for the weighting matrix A and stability matrix B. In short, the Diagonal BEKK model is
empirically supported by the data.

Table 7. DBEKK and Full BEKK for US Carbon, Coal, and Oil Spot 6 January 2016–19 May 2017.

DBEKK C A B

CARBONsr
0.854 *** −0.276 0.129 0.707 *** 0.757 ***
(0.105) (0.294) (0.332) (0.073) (0.038)

COALsr
0.256 0.299 ** −0.199 *** 0.972 ***

(0.314) (0.154) (0.034) (0.008)

OILsr
0.000 −0.222 *** −0.964 ***

(1.029) (0.0035) (0.010)

Full BEKK C A B

CARBONsr
0.772 *** 0.119 0.685 *** 0.632 *** −0.023 −0.077 0.791 *** 0.004 −0.034
(0.092) (0.606) (0.178) (0.054) (0.089) (0.064) (0.025) (0.112) (0.063)

COALsr
0.000 0.000 0.002 −0.320 *** 0.036 −0.042 0.900 *** 0.578 ***

(0.528) (0.715) (0.033) (0.058) (0.041) (0.046) (0.056) (0.044)

OILsr
0.000 −0.028 −0.072 −0.252 *** 0.010 −1.267 *** 0.140 **

(0.721) (0.049) (0.092) (0.060) (0.080) (0.074) (0.082)

1. A =

⎡⎣ a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤⎦, B =

⎡⎣ b11 b12 b13
b21 b22 b23
b31 b32 b33

⎤⎦, C =

⎡⎣ c11 c12 c13
c21 c22 c23
c31 c32 c33

⎤⎦. 2. Standard errors are in

parentheses, *** denotes significant at 1%, ** denotes significant at 5%.
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Table 8. QLR Test of DBEKK and Full BEKK for US Spot 6 January 2016–19 May 2017.

Quasi Log-likelihood value for DBEKK −2499.27
Quasi Log-likelihood value for Full BEKK −2488.18
QLR test statistic 22.18
Critical value at 1% with 12 df 26.22

In light of the discussion based on Equations (14), partial co-volatility spillovers with DBEKK
are presented in Table 9. Based on the estimates of the weighting matrix A, six of the eight partial
co-volatility spillovers are negative, which means that a shock in one of carbon emission, coal, or oil
will have a one-period delayed negative impact on the conditional correlation between itself and one of
the other two commodities. Two of the eight partial co-volatility spillovers are positive, so an opposite
effect will be observed.

Table 9. Partial Co-volatility Spillovers with DBEKK for EU and USA 2 April 2008–19 May 2017 for EU
6 January 2016–19 May 2017 for USA.

Market
(

∂Hij,t
∂εk,t−1

)
Average Co-Volatility Spillovers

EU

j = k = coalfr, i = carbonfr −0.001 = −0.030 × 0.311 × 0.118
j = k = carbonfr, i = coalfr. 0.001 = 0.026 × 0.311 × 0.118
j = k = oilfr, i = carbonfr 0.002 = −0.030 × 0.311 × −0.205
j = k = carbonfr, i = oilfr. 0.001 = −0.023 × 0.311 × −0.205

USA

j = k = coalsr, i = carbonsr 0.020 = −0.140 × 0.707 × −0.199
j = k = carbonsr, i = coalsr −0.002 = 0.012 × 0.707 × −0.199
j = k = oilsr, i = carbonsr 0.022 = −0.140 × 0.707 × −0.222
j = k = carbonsr, i = oilsr 0.003 = −0.022 × 0.707 × −0.222

Co-volatility Spillovers:
∂Hij,t

∂εk,t−1
= aiiajjεi,t−1.

Given the discussion based on Equations (12) and (13), full co-volatility spillovers with DBEKK
are presented in Table 10. Based on the estimates of the weighting matrix A, two of the six full
co-volatility spillovers are negative, which means that a shock in one of carbon emission, coal, or
oil will have a one-period delayed negative impact on the conditional correlation between two of
the other commodities. Two of the six full co-volatility spillovers are positive, so an opposite effect
will be observed, while two of the six full co-volatility spillovers are zero, in which case there will be
no spillovers.

Table 10. Full Co-volatility Spillovers with Full BEKK for EU and USA 2 April 2008–19 May 2017 for
EU 6 January 2016–19 May 2017 for USA.

Market
(

∂Hij,t
∂εk,t−1

)
Co-Volatility Spillovers

EU
j = coalfr, i = carbonfr k = oilfr −0.001
j = oilfr, i = carbonfr k = coalfr, 0
j = coalfr, i = oilfr k = carbonfr 0.001

USA
j = coalsr, i = carbonsr k = oilsr −0.002
j = oilsr, i = carbonsr k = coalsr 0.004
j = coalsr, i = oilsr k = carbonsr 0

Co-volatility Spillovers:
∂Hij,t

∂εk,t−1
= aiiajkεi,t−1 + aijajkεj,t−1 + aikajiεi,t−1 + aikajjεj,t−1 + 2aikajkεk,t−1. A co-volatility

spillover of 0 is to three decimal places.

The results for full co-volatility spillovers in Table 10 are not as clear or as helpful as in the case
of the partial co-volatility spillovers in Table 9, as the estimates of the off-diagonal elements in the
weighting matrix A are not especially large.
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The unconditional and conditional volatility of carbon, coal, and oil futures returns for the EU
are shown in Figure 4a–f, while the unconditional and conditional volatility of carbon, coal, and oil
spot returns for the USA are shown in Figure 5a–f. The conditional volatility estimates are forecasts
of the unconditional volatilities. Both figures show that there is a significant difference between the
conditional and unconditional volatilities. As one of the purposes of the paper is to use conditional
volatilities to forecast optimal hedge ratios for the various spot and futures returns, any differences
between the unconditional and conditional volatilities is based on the unconditional volatilities being
unpredictable as compared to the conditional volatilities.

(a) (b)

(c) (d)

(e) (f)

Figure 4. Unconditional (a,c,e) and Conditional (b,d,f) Volatility of Carbon, Coal, and Oil Futures for
EU 2 April 2008–19 May 2017.
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(a) (b)

(c) (d)

(e) (f)

Figure 5. Unconditional (a,c,e) and Conditional (b,d,f) Volatility of Carbon, Coal, Oil Spot for USA
6 January 2016–19 May 2017.

The conditional co-volatility correlations for carbon, coal, and oil futures returns for the EU are
shown in Figure 6a–f, while the conditional co-volatility correlations for carbon, coal, and oil spot
returns for the USA are shown in Figure 7a–f. Both of the figures show that there are substantial
differences in the correlations of conditional co-volatility across the two markets and time periods for
carbon, coal, and oil futures returns.
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(a) (b)

(c) (d)

(e) (f)

Figure 6. Conditional Co-volatility (a,c,e) and Correlations (b,d,f) for Carbon, Coal, and Oil Futures
for EU 2 April 2008–18 May 2017.

 

(a) (b)

Figure 7. Cont.
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(c) (d)

(e) (f)

Figure 7. Conditional Co-volatility (a,c,e) and Correlations (b,d,f) for Carbon, Coal, Oil Spot for USA
6 January 2016–18 May 2017.

The optimal hedge ratios for carbon, coal, and oil futures returns for the EU, and optimal hedge
ratios for carbon, coal, and oil spot returns for the USA, are given in Figures 8a–f and 9a–f, respectively.
The hedge ratios show how the covariances in returns between two assets changes relative to the
variance of the hedging instrument. Both figures show that there is substantial variation in the optimal
hedge ratios, so that the futures and spot prices of carbon emissions, coal, and oil should be considered
contemporaneously and simultaneously in a portfolio that links the prices, returns, and volatilities of
carbon emissions to the use of fossil fuels.

 
(a) (b)

(c) (d)

Figure 8. Cont.
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(e) (f)

Figure 8. Optimal Hedge Ratios for Carbon (a,b), Coal (c,e), and Oil (d,f) Futures for EU 2 April
2008–19 May 2017.

 
(a) (b)

(c) (d)

(e) (f)

Figure 9. Optimal Hedge Ratios for Carbon (a,b), Coal (c,e), and Oil (d,f) Spot for USA 6 January
2016–18 May 2017.

Finally, Figure 10a–d show the optimal hedge ratios for carbon futures returns for the EU and
both coal and oil spot returns for the USA. In all cases, the optimal hedge ratios vary substantially,
which suggests that it would be sensible to use both markets to hedge carbon emission futures returns
in the EU against both coal and oil spot price returns in the USA.
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(a) (b)

(c) (d)

Figure 10. Optimal Hedge Ratios for Carbon (a,b) Futures of EU, and Coal (c) and Oil (d) Spot of USA
2 April 2008–18 May 2017.

6. Concluding Remarks

The paper discussed recent research that showed the efforts to limit climate change have been
focusing on the reduction of carbon dioxide emissions over other greenhouse gases or air pollutants.
Many countries have paid great attention to carbon emissions in order to improve air quality and
public health. The largest source of carbon emissions from human activities in many countries in
Europe and around the world has been from burning fossil fuels. The prices of both fuel and carbon
emissions can and do have simultaneous and contemporaneous effects on each other.

Owing to the importance of carbon emissions and their interconnection to the prices, financial
returns, and associated volatilities of fossil fuels, and the possibility of Granger causality in spot and
futures prices, returns, and volatility of carbon emissions, it is not surprising that crude oil and coal,
and their interactions with carbon emission prices, returns and volatility, have recently become very
important for public policy and an associated research topic.

For the USA, daily spot and futures prices are available for crude oil and coal, but there are no
daily spot or futures prices for carbon emissions. For the EU, there are no daily spot prices for coal
or carbon emissions, but there are daily futures prices for crude oil, coal, and carbon emissions. For
this reason, daily prices were used to analyse Granger causality and volatility spillovers in spot and
futures prices of carbon emissions, crude oil, and coal.

A quasi likelihood ratio (QLR) test was developed to test the multivariate conditional volatility
Diagonal BEKK model, which has valid regularity conditions and asymptotic properties, against
the alternative Full BEKK model, which has valid regularity conditions and asymptotic properties
only under the null hypothesis of zero off-diagonal elements. In short, Full BEKK has no desirable
mathematical or statistical properties, except either under the null hypothesis of zero off-diagonal
elements of the weighting matrix, or simply by assumption.

In the empirical analysis, DBEKK was rejected against the Full BEKK model for EU futures returns,
but DBEKK was not rejected against Full BEKK for US spot returns. Therefore, further work would
seem to be required for DBEKK in the case of EU futures returns, whereas DBEKK is empirically
supported by the data for US spot returns.

467



Sustainability 2017, 9, 1789

Dynamic hedging strategies using optimal hedge ratios were suggested to analyse market
fluctuations in the spot and futures returns and volatility of carbon emissions, crude oil, and coal
prices. It was suggested that the futures and spot prices of carbon emissions, coal, and oil should be
considered contemporaneously and simultaneously in a portfolio that links the prices, returns, and
volatilities of carbon emissions to the use of fossil fuels. It would also be sensible to use the prices in
both markets to hedge carbon emission price returns in the EU against both coal and oil spot price
returns in the USA.
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Abstract: This paper features an application of Regular Vine copulas which are a novel and recently
developed statistical and mathematical tool which can be applied in the assessment of composite
financial risk. Copula-based dependence modelling is a popular tool in financial applications, but is
usually applied to pairs of securities. By contrast, Vine copulas provide greater flexibility and permit
the modelling of complex dependency patterns using the rich variety of bivariate copulas which may
be arranged and analysed in a tree structure to explore multiple dependencies. The paper features the
use of Regular Vine copulas in an analysis of the co-dependencies of 10 major European Stock Markets,
as represented by individual market indices and the composite STOXX 50 index. The sample runs
from 2005 to the end of 2013 to permit an exploration of how correlations change indifferent economic
circumstances using three different sample periods: pre-GFC (January 2005–July 2007), GFC (July 2007–
September 2009), and post-GFC periods (September 2009–December 2013). The empirical results
suggest that the dependencies change in a complex manner, and are subject to change in different
economic circumstances. One of the attractions of this approach to risk modelling is the flexibility
in the choice of distributions used to model co-dependencies. The practical application of Regular
Vine metrics is demonstrated via an example of the calculation of the VaR of a portfolio made up of
the indices.

Keywords: regular vine copulas; tree structures; co-dependence modelling; European stock markets

1. Introduction

In the last decade copula modelling has become a frequently used tool in financial economics.
Accounts of copula theory are available in [1,2]. Hierarchical, copula-based structures have recently
been used in some new developments in multivariate modelling; notable among these structures is the
pair-copula construction (PCC). Joe (1996) [3] originally proposed the PCC and further exploration of
its properties has been undertaken by Bedford and Cooke [4,5] and Kurowicka and Cooke (2006) [6].
Aas et al., (2009) [7] provided key inferential insights which have stimulated the use of the PCC in
various applications, (see, for example, Schirmacher and Schirmacher (2008) [8], Chollete et al. [9],
Heinen and Valdesogo [10], Berg and Aas [11], Min and Czado [12] and Smith et al. [13]. Allen et al.,
(2013) [14] provide an illustration of the use of R-Vine copulas in the modelling of the dependences
amongst Dow Jones Industrial Average component stocks, and this study is a companion piece.
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There have also been some recent applications of copulas in the context of time series models (see the
survey by Patton (2009) [15], and the recently developed COPAR model of Breckmann and Czado [16],
which provides a vector autoregressive VAR model for analysing the non-linear and asymmetric
co-dependencies between two series). Nevertheless, in this paper we focus on static modelling of
dependencies based on R Vines in the context of modelling the co-dependencies of ten major European
markets as captured by ten major indices and one composite European index. We use the British market
represented by the FTSE100, the German market as captured by the DAX, the French market via the
CAC40, the Netherlands, via the AEX index, the Spanish market represented by the IBEX35, the Danish
market by means of the OMX Copenhagen 20, the Swedish market represented by the OMX Stockholm
PI Index, the Finnish market using the OMXHPI, the Portuguese market using the PSI General Index
(BVLG) and the Belgian market via the Belgian market via the Bell 20 Index (BFX). We also use the
EURO STOXX 50 Index, Europe’s leading Blue-chip index for the Eurozone, which consists of 50 major
stocks from 12 Eurozone countries: Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy,
Luxembourg, The Netherlands, Portugal and Spain. We undertake our analysis in three different sample
periods which include the GFC; pre-GFC (Jan 2005–July 2007), GFC (July 2007–September 2009), and
post-GFC periods (September 2009–December 2013). To further show the capabilities of this flexible
modelling technique, we also use R-Vine Copulas to quantify Value at Risk for an equally weighted
portfolio of our eleven European indices, as an empirical example. The main aim of the paper is to
demonstrate the useful application of both C-Vine and R-Vine measures of co-dependency at at time of
extreme financial stress and its effectiveness in teasing out changes in co-dependency.

The paper is divided into five sections: the next section provides a review of the background
theory and models applied, Section 3 introduces the sample, Sections 4 and 5 present the results for
our analyses featuring C-Vine and R-Vines, Section 6 provides an example of the use of R-Vines to
forecast the Value-at-Risk (VaR) and a brief conclusion follows in Section 7.

2. Background and Models

Sklar (1959) [17] provides the basic theorem describing the role of copulas for describing dependence
in statistics, providing the link between multivariate distribution functions and their univariate
margins. We can speak generally of the copula of continuous random variables X = (X1, ...Xd) ∼ F .
The problem in practical applications is the identification of the appropriate copula.

Standard multivariate copulas, such as the multivariate Gaussian or Student-t, as well as
exchangeable Archimedean copulas, lack the exibility of accurately modelling the dependence among
larger numbers of variables. Generalizations of these offer some improvement, but typically become
rather intricate in their structure, and hence exhibit other limitations such as parameter restrictions.
Vine copulas do not suffer from any of these problems.

Initially proposed by Joe [3] and developed in greater detail in Bedford and Cooke [4,5] and in
Kurowicka and Cooke [6], vines are a flexible graphical model for describing multivariate copulas built up
using a cascade of bivariate copulas, so-called pair-copulas. Their statistical breakthrough was due to Aas,
Czado, Frigessi, and Bakken [7] who described statistical inference techniques for the two classes of canonical
C-vines and D-vines. These belong to a general class of Regular Vines, or R-vines which can be depicted in a
graphical theoretic model to determine which pairs are included in a pair-copula decomposition. Therefore
a vine is a graphical tool for labelling constraints in high-dimensional distributions.

This area of the literature has expanded rapidly. Joe et al., (2010) [18] explore the tail dependence
and conditional tail dependence functions of vine copulas of lower-dimensional margins. In addition,
the effect of tail dependence of bivariate linking copulas on that of a vine copula is investigated.
Geidosch and Fisher (2016) [19] show the superiority of vine copulas over conventional copulas when
modeling the dependence structure of a credit portfolio. Fischer et al. [20] use vine copula based
quantile regression to stress testing German industry sectors.

One drawback in the application of vine copulas is that even for a moderate number of variables,
the number of alternative vine decompositions is very large and there is also a large set of
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candidate bivariate copula families that can be used as building blocks in any given decomposition.
Pangiotelis et al. [21] address this issue via the consideration of two greedy algorithms which automatically
select vine structures and component pair-copula building blocks, so as to reduce computional demands,
and report positive results from simulations and applications to data drawn from the retail sector. In a
similar vein, Bedford et al. [22] demonstrate how the application of vines can approximate any density
as closely as required. They operationalize their result by showing that minimum information copulas
can be used to provide parametric classes of copulas that have required levels of approximation. Scheffer
and Weiÿ [23] use nonparametric Bernstein vine copulas as bivariate pair-copulas to model VaR in a
GARCH context. Aas (2016) [24] provides a review of both inference methods and goodness-of-fit tests
for pair-copula constructions for financial applications, plus empirical applications of these models in
finance and economics, whilst Fermanian [25] similarly reviews recent developments in copula models.

A regular vine is a special case for which all constraints are two-dimensional or conditional
two-dimensional. Regular vines generalize trees, and are themselves specializations of Cantor trees.
Combined with copulas, regular vines have proven to be a flexible tool in high-dimensional dependence
modelling. Copulas are multivariate distributions with uniform univariate margins. Representing a
joint distribution as univariate margins plus copulas allows the separation of the problems of estimating
univariate distributions from problems of estimating dependence.

Figure 1 provides an example of two different vine structures, with a regular vine on the left and
a non-regular vine on the right, both for four variables.

Figure 1. Vines.

A vine V on n variables is a nested set of connected trees V = {T1, ..., Tn−1} , where the edges
of tree j are the nodes of tree j + 1, j = 1, ..., n − 2 . A regular vine on n variables is a vine in which
two edges in tree j are joined by an edge in tree j = 1 only if these edges share a common node,
j = 1, ..., n − 2. Kurowicka and Cook [26] provide the following definition of a Regular vine.

Definition 1. (Regular vine)
V is a regular vine on n elements with E(V) = E1 ∪ ... ∪ En−1 denoting the set of edges of V if

1. V = {T1, ..., Tn−1} ,
2. T1 is a connected tree with nodes N1 = {1, ..., n}, plus edges E1; for i = 2, ..., n − 1, Ti is a tree with nodes

Ni = Ei−1,
3. (proximity) for i = 2, ..., n − 1, and {a, b} ∈ Ei, with a = {a1, a2} and b = {b1, b2} it must hold that

{#(a ∩ b) = 1, where ∩ denotes the symmetric difference operator and # denotes the cardinality of a set.

An edge in a tree Tj is an unordered pair of nodes of Tj or equivalently, an unordered pair of
edges of Tj−1. By definition, the order of an edge in tree Tj is j − 1, j = 1, ..., n − 1. The degree of a node
is determined by the number of edges attached to that node. A regular vine is called a canonical vine,
or C-vine, if each tree Ti has a unique node of degree n − 1 and therefore, has the maximum degree.
A regular vine is termed a D-vine if all the nodes in T1 have degrees no higher than 2.
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Definition 2. (The following definition is taken from Cook et al., (2011) [27]). For e ∈ Ei, i ≤ n − 1,
the constraint set associated with e is the complete union of U∗

e of e, which is the subset of {1, ..., n} reachable
from e by the membership relation.

For i = 1, ..., n − 1, e ∈ Ei, if e = {j, k}, then the conditioning set associated with e is

De = U∗
j ∩ U∗

k

and the conditioned set associated with e is

{
Ce,j, Ce,k

}
=
{

U∗
j \ De, U∗

k \ De

}
.

Figure 2 below shows a D-Vine with 5 dimensions.

Figure 2. D-Vine 5 Dimensions.

Figure 3 shows an R-Vine on 4 variables, and is sourced from Dissman (2010) [28]. The node names appear
in the circles in the trees and the edge names appear below the edges in the trees. Given that an edge is a set of
two nodes, an edge in the third tree is a set of a set. The proximity condition can be seen in tree T2, where the
first edge connects the nodes {1, 2} and {2, 3}, and both share node 2 in tree T1.

Figure 3. Notation and Properties of Bivariate Elliptical and Archimedean Copula Families included
in CDVine.
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2.1. Modelling Vines

Vine structures are developed from pair-copula constructions, in which d(d − 1)/2 pair-copulas
are arranged in d − 1 trees (in the form of connected acyclic graphs with nodes and edges). At the start
of the first C-vine tree, the first root node models the dependence with respect to one particular variable,
using bivariate copulas for each pair. Conditioned on this variable, pairwise dependencies with respect
to a second variable are modelled, the second root node. The tree is thus expanded in this manner;
a root node is chosen for each tree and all pairwise dependencies with respect to this node are
modelled conditioned on all previous root nodes. It follows that C-vine trees have a star structure.
Brechmann and Schepsmeier (2012) [29] use the following decomposition in their account of the
routines incorporated in the R Library CDVine, which was used for the empirical work in this paper.
The multivariate density, the C Vine density w.l.o.g. root nodes 1, ..., d,

f (x) =
d

∏
k=1

fk(xk)×
d−1

∏
i=1

d−i

∏
j=1

ci,i+j|1:(i−1)(F(xi | x1, ..., xi−1), F(xi+j | x1, ..., xi−1) | θi,+j|1:(i−1)) (1)

where fk, k = 1, ..., d, denote the marginal densities and ci,i+j|1:(i−1) bivariate copula densities with
parameter(s) θi,i+j|1:(i−1) (in general, ik : im means ik, ..., im). The outer product runs over the d − 1 trees
and root nodes i, while the inner product refers to the d − i pair copulas in each tree i = 1, ..., d − 1.

D-Vines follow a similar process of construction by choosing a specific order for the variables.
The first tree models the dependence of the first and second variables, of the second and third,
and so on, ... using pair copulas. If we assume the order is 1, ..., d, then first the pairs (1, 2), (2, 3), (3, 4)
are modelled. In the second tree, the co-dependence analysis can proceed by modelling the conditional
dependence of the first and the third variables, given the second variable; the pair (2, 4 | 3), and so forth.
This process can then be continued in the next tree, in which variables can be conditioned on those
lying between entries a and b in the first tree, for example, the pair (1, 5 | 2, 3, 4). The D-Vine tree
has a path structure which leads to the construction of the D-vine density, which can be constructed
as follows:

f (x) = ∏d
k=1 fk(xk)× ∏d−1

i=1 ∏d−i
j=1 cj,j+i|(j+1):(j+i−1)(F(xj | xj+1, ..., xj+i−1), F(xj+i | xj+1, ..., xj+i−1) | θj,j+i|(j+1):(j+i−1)) (2)

The outer product runs over d− 1 trees, while the pairs in each tree are determined according to the
inner product. The conditional distribution functions F(x | ν) can be obtained for an m − dimensional
vector ν. This can be done in a pair copula term in tree m − 1, by using the pair-copulas of the previous
trees 1, ..., m, and by sequentially applying the following relationship:

h(x | ν, θ) := F(x | ν) =
∂Cxνj |ν−j

(F(x | ν−j), F(νj | ν−j) | θ)

∂F(νj | ν−j)
(3)

where νj is an arbitrary component of ν, and ν−j denotes the (m− 1)- dimensional vector ν excluding νj.
The bivariate copula function is specified by Cxνj |v−j with parameters θ specified in tree m.

The model of dependency can be constructed in a very flexible way because a variety of pair copula
terms can be fitted between the various pairs of variables. In this manner, asymmetric dependence
or strong tail behaviour can be accommodated. Figure 3 shows the various copulae available in the
CDVine library in R.

2.2. Regular Vines

Until recently, the focus had been on modelling using C and D vines. However, Dissmann [28] has
pointed the direction for constructing regular vines using graph theoretical algorithms. This interest
in pair-copula constructions/regular vines is doubtlessly linked to their high flexibility as they can
model a wide range of complex dependencies.
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Figure 4 shows an R-Vine on 4 variables, and is sourced from Dissman [28]. The node names
appear in the circles in the trees and the edge names appear below the edges in the trees. Given that an
edge is a set of two nodes, an edge in the third tree is a set of a set. The proximity condition can be
seen in tree T2, where the first edge connects the nodes {1, 2} and {2, 3}, plus both share the node 2 in
tree T1.

Figure 4. Example of R-Vine on 4 Variables. (Source Dissman (2010)).

The drawback is the curse of dimensionality: the computational effort required to estimate all
parameters grows exponentially with the dimension. Morales-Nápoles et al. [30] demonstrate that

there are ( n
2 ) × (n − 2)! × 2

(
n − 2

2
)

possible R-Vines on n nodes. The key to the problem is whether
the regular vine can be either truncated or simplified. Brechmann et al. [28] (p. 2) discuss such
simplification methods. They explain that: “by a pairwisely truncated regular vine at level K, we mean
a regular vine where all pair-copulas with conditioning set equal to or larger than K are replaced
by independence copulas”. They pairwise simplify a regular vine at level K by replacing the same
pair-copulas with Gaussian copulas. Gaussian copulas mean a simplification since they are easier
to specify than other copulas, easy to interpret in terms of the correlation parameter, and quicker
to estimate.

They identify the most appropriate truncation/simplification level by means of statistical model
selection methods; specifically, the AIC, BIC and the likelihood-ratio based test proposed by Vuong
(1989) [31]. For R-vines, in general, there are no expressions like Equations (2) and (3). This means that
an efficient method for storing the indices of the pair copulas required in the joint density function,
as depicted in Equation (4), is required; (4) is a more general case of (2) and (3).

f (x1, ..., xd) =

[
d

∏
k=1

fx(xk)

]
×
[

d−1

∏
i=1

∏
e∈Ei

cj(e),k(e)|D(e)(F(xj(e) | xD(e)), F(xk(e) | xD(e)))

]
(4)

Kurowicka [32] and Dissman [28] have suggested a method of proceeding which involves
specifying a lower triangular matrix M = (mi,j | i, j = 1, ..., d) ∈ {0, ..., d}d×d, with mi,i = d − i + 1.
This means that the diagonal entries of M are the numbers 1, ..., d in descending order. In this matrix,
each row proceeding from the bottom represents a tree, the diagonal entry represents the conditioned
set and by the corresponding column entry of the row under consideration. The conditioning set is
given by the column entries below this row. The corresponding parameters and types of copula can be
stored in matrices relating to M. The following example in Figure 5 is taken from Dissman [28].

The first section of Figure 5 provides a key to indicate the 5 different types of copulas used in
this example, ranging from Gaussian (1) to Frank (5). The second lower triangular matrix T1 shows
the application of particular types of copulas in the trees, P1

1 shows the parameters estimated, and P2
1

provides the extra parameters needed when we apply the t copula.
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Figure 5. Matrix Mapping of vine copulas (source Dissman (2010)).

In Figure 6 the bottom row of M1corresponds to T1, the second row to T2, and so on. In order to
determine the edges in T1, we combine the numbers in the bottom row with the diagonal elements
in the corresponding columns, for example the edges are (4, 3), (5, 2), (1, 2) and so on. In order to
determine the edges in T2, we combine the numbers in the second row from the bottom with the
diagonal elements in the corresponding columns and condition on the elements in the bottom row.
This would give edges (4, 2 | 3), (5, 3 | 2), (1, 3 | 2), and so on The final entry is given by the upper
entries to the left of the matrix (4, 7 | 65123).

Figure 6. Use of Matrices to Store R-vine Information (source: Dissman (2010)).

2.3. Prior Work with R-Vines

The literature was initially mainly concerned with illustrative examples, (see, for example,
Aas et al. [7], Berg and Aas [11], Min and Czado [12] and Czado et al. [33]). Mendes et al., (2010) [34]
use a D-Vine copula model to a six-dimensional data set and consider its use for portfolio management.
Dissman [28] uses R-Vines to analyse dependencies between 16 financial indices covering different
European regions and different asset classes, including five equity, nine fixed income (bonds),
and two commodity indices. He assesses the relative effectiveness of the use of copulas, based on
mixed distributions, t distributions and Gaussian distributions, and explores the loss of information
from truncating the R-Vine at earlier stages of the analysis and the substitution of independence copula.
He also analyses exchange rates and windspeed data sets with fewer variables.
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The research in this paper extends the work of Dissman [28] applying R-Vines to a European
financial data set using a set of eleven European stock indices and features an exploration of how their
dependency structures change through periods of extreme stress as represented by the GFC. The paper
also features an example of how the dependencies captured by the R-Vine analysis can be used to
assess portfolio Value at Risk (VaR) in a manner that closely parallels Breckmann and Czado [35] who
adopted a factor model approach discussed below.

There have been other studies on European stock return series: Heinen and Valdesogo [10]
constructed a CAPM extension using their Canonical Vine Autoregressive (CAVA) model using
marginal GARCH models and a canonical vine copula structure. Breckmann and Czado [35] develop
a regular vine market sector factor model for asset returns that uses GARCH models for margins,
and which is similarly developed in a CAPM framework. They explore systematic and unsystematic
risk for individual stocks, and consider how vine copula models can be used for active and passive
portfolio management and VaR forecasting.

3. Sample

We use a data set of daily returns, which runs from 1 January 2005 to 31 January 2013 for ten
European indices and the composite blue chip STOXX50 European index. We use the British FTSE
100 Index, the German DAX Index, the French CAC 40 Index, the Netherlands AEX Amsterdam Index,
the Spanish Ibex 35 Index, the Danish OMX Copenhagen 20 Index, the Swedish OMX Stockholm
All Share Index, the Finnish OMX Helsinki All Share Index, the Portuguese PSI General Index,
and the Belgian Bell 20 Index. As a composite European market index we use the STOXX 50.
This index covers 50 stocks from 12 Eurozone countries: Austria, Belgium, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, the Netherlands, Portugal and Spain. We divide our sample into
returns for the pre-GFC (January 2005–July 2007), GFC (July 2007–September 2009) and post-GFC
(September 2009–December 2013) periods. The sample is shown in Table 1.

Table 1. Index Data.

Reuters RIC Code Index

.FTSE British FTSE Index
.GDAXI German DAX Index
.FCHI French CAC 40 Index
.AEX AEX Amsterdam Index
.IBEX Spanish Ibex 35 Index

.OMXC20 OMX Copenhagen 20 Index
.OMXSPI OMX Stockholm All Share Index
.OMXHPI OMX Helsinki All Share Index

.BVLG Portuguese PSI General
.BFX Belgian Bell 20 Index

.STOXX50 European STOXX 50

Tables 2 and 3 provide descriptive statistics for the ten European market indices and the composite
European STOXX50 index broken down into our three periods; pre-GFC (January 2005–July 2007),
GFC (July 2007–September 2009) and post-GFC (September 2009–December 2013). It is apparent that the
mean and median returns are uniformly positive in the pre-GFC period, and uniformly negative in the
GFC period, whilst the median return is either zero or positive for all but two of the indices during this
period. In the post-GFC the mean and median returns for most markets are positive or zero except in
the cases of the Spanish and Portuguese markets where there are negative mean returns. The standard
deviation is higher in all markets in the GFC period. The Bera-Jarque test significantly rejects normality
of the daily return distributions for all indices in all periods. The returns are skewed but in many cases
change the direction of the skew from positive to negative in different periods. Only three markets
display negative skewness in the GFC period; the Danish, the Portuguese and the Belgian markets.
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All markets except the Swedish one show greater excess-kurtosis during the GFC period. The GFC
period is also characterised by a higher value of the Hurst exponent in all markets, with a value greater
than 0.57 in all markets, suggesting the markets display long memory in times of crisis.

The descriptive statistics provided in Tables 2 and 3 suggest that the European index return series
in our sample are non-Gaussian and are subject to changes in skewness and kurtosis in the different
sample sub-periods. This suggests they should be amenable to analysis by copulas which may capture
the effects of fat tails and changes in distributional characteristics.

Table 2. Descriptive statistics for indices by sub-period: Pre-GFC, GFC, and Post-GFC.

Index PRE-GFC January 2005–June 2007 GFC July 2007–August 2009 Post GFC September 2009–December 2013

.FTSE

Mean 0.000555640 −0.000895714 0.000295718
Median 0.000738054 0.000203498 0.000584525

St. Deviation 0.00813613 0.0238888 0.0129783
Skewness −0.149519 0.0528700 −0.224389

Ex-Kurtosis 1.19971 4.78545 2.23948
Bera-Jarque test 41.467 (0.00) 539.38 0.000 245.837 (0.00)
Hurst Exponent 41.467 0.57554 0.453993

.GDAXI

Mean 0.000965496 −0.000573968 0.000457927
Median 0.00117051 0.000537208 0.000326914

St. Deviation 0.00984275 0.0235477 0.0166782
Skewness −0.198918 0.188195 −0.189233

Ex-Kurtosis 1.06819 4.83638 2.14630
Bera-Jarque test 35.2434 (0.00) 553.989 (0.00) 223.835
Hurst exponent 0.513785 0.577037 0.503562

.FCHI

Mean 0.000704096 −0.000794553 0.000107354
Median 0.000603012 0.000142254 0.000167647

St. Deviation 0.00919530 0.0244639 0.0178098
Skewness −0.225337 0.187499 −0.0293812

Ex-Kurtosis 1.29375 4.94817 2.75582
Bera-Jarque test 50.9105 (0.00) 579.714 (0.00) 2.75582
Hurst exponent 0.480051 0.570031 0.4944

.AEX

Mean 0.000706398 −0.00100306 0.000233513
Median 0.000689552 0.000104563 0.000746154

St. Deviation 0.00866571 0.0252091 0.0151689
Skewness −0.168285 0.0194178 −0.106574

Ex-Kurtosis 1.79428 4.93931 2.18174
Bera-Jarque test 90.3996 (0.00) 574.377 (0.00) 226.455 (0.00)
Hurst exponent 0.510652 0.606603 0.503613

.IBEX

Mean 0.000754932 −0.000376594 −0.000156397
Median 0.000457241 0.00000 0.000000

St. Deviation 0.00896277 0.0237746 0.0199591
Skewness −0.179712 0.0160456 0.176078

Ex-Kurtosis 1.19903 4.57761 3.89965
Bera-Jarque test 42.5008 493.327 (0.00) 722.488 (0.00)
Hurst exponent 0.51974 0.602261 0.552881

.OMXC20

Mean 0.000812167 −0.000564910 0.000499859
Median 0.00132764 0.00000 0.000802048

St. Deviation 0.00993412 0.0239638 0.0144641
Skewness −0.765524 −0.187144 −0.116423

Ex-Kurtosis 2.80674 4.22380 2.12358
Bera-Jarque test 277.268 (0.00) 423.095 (0.00) 215.069
Hurst exponent 0.498681 0.59553 0.520375
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Table 3. Descriptive statistics for indices by sub-period: Pre-GFC, GFC, and Post-GFC (Contd).

Index PRE-GFC January 2005–June 2007 GFC July 2007–August 2009 Post GFC September 2009–December 2013

.OMXSPI

Mean 0.000865551 −0.000760510 0.000458071
Median 0.000980873 0.00000 0.000724200

St. Deviation 0.0111512 0.0276237 0.0177400
Skewness −0.295747 0.230350 −0.208441

Ex-Kurtosis 3.58218 2.34544 2.67172
Bera-Jarque test 357.559 134.501 (0.00) 344.573 (0.00)
Hurst exponent 0.522449 0.574409 0.497336

.OMXHPI

Mean 0.000938877 −0.000984965 0.000108658
Median 0.000484177 −0.000943853 0.000373821

St. Deviation 0.0103049 0.0242644 0.0167601
Skewness −0.115052 0.139482 −0.115636

Ex-Kurtosis 2.36500 2.40933 2.21433
Bera-Jarque test 153.152 138.489 233.587 (0.00)
Hurst exponent 0.49008 0.61372 0.538587

.BVLG

Mean 0.000891032 −0.000884323 −0.000169933
Median 0.000892271 −8.71710e-005 5.77024e-005

St. Deviation 0.00703327 0.0199733 0.0159551
Skewness 0.0898224 −0.160906 −0.00138346

Ex-Kurtosis 1.05671 6.43503 3.74001
Bera-Jarque test 31.64 (0.01) 977.29 (0.00) 659.168 (0.00)
Hurst exponent 0.6217 0.614598 0.556314

.BFX

Mean 0.000692830 −0.00108296 0.000151703
Median 0.000817080 0.00000 0.000179149

St. Deviation 0.00877648 0.0222434 0.0158848
Skewness −0.225903 −0.131889 0.00987544

Ex-Kurtosis 1.59909 3.23142 2.90360
Bera-Jarque test 74.898 247.462 (0.00) 397.323 (0.00)
Hurst exponent 0.54556 0.641453 0.497547

.STOXX50

Mean 0.000642054 −0.000752410 6.45717e-005
Median 0.000635064 0.000153018 0.00000

St. Deviation 0.00922232 0.0241936 0.0179815
Skewness −0.154465 0.0851528 0.00350895

Ex-Kurtosis 1.33626 4.29802 2.88743
Bera-Jarque test 51.0231 (0.00) 435.568 (0.00) 392.895 (0.00)
Hurst exponent 0.474577 0.587196 0.504895

4. Results

The results are presented here in two parts. In the first subsection below we model the
dependence structure of the European set of indices, in three subperiods covering GFC. The second
subsection gives results from an empirical exercise modelling VaR using R-Vine Copulas for a 10 asset
portfolio and contrasts it with the results of a more traditional Gaussian approach undertaken in a
GARCH framework.

4.1. Dependence Modelling Using Vine Copula

We divide the data into three time periods covering the pre-GFC (January 2005–July 2007),
GFC (July 2007–September 2009), and post-GFC periods (September 2009–December 2011) to run the
C-Vine and R-Vine dependence analysis for the stocks comprising Dow Jones Index. Before we can do
this we require appropriately standardised marginal distributions for the basic company return series.
These appropriate marginal time series models for the Dow Jones data have to be found in the first
step of our two step estimation approach. The following time series models are selected in a stepwise
procedure: GARCH (1, 1), ARMA (1, 1), AR(1), GARCH(1, 1), MA(1)-GARCH(1, 1). These are applied
to the return data series and we select the model with the highest p-value, so that the residuals
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can be taken to be i.i.d. The residuals are standardized and the marginals are obtained from the
standardized residuals using the Ranks method. These marginals are then used as inputs to the Copula
selection routine. The copula are selected using the AIC criterion. We first discuss the results obtained
from the pre-GFC period data followed by the GFC and post-GFC periods.

4.2. Pre-GFC

The following Figure 7 presents the structure of the C-Vines.

Figure 7. Results-C-Vine Tree-1 Pre-GFC.

For this C Vine selection, we choose as root node the node that maximizes the sum of pairwise
dependencies to this node.We commence by linking all the stocks to the STOXX50 index which is
at the centre of this diagram. We use a range of Copulas from for selection purposes; the range
being (1:6). We apply AIC as the selection criterion to select from the following menu of copulae:
1 = Gaussian copula, 2 = Student t copula (t-copula), 3 = Clayton copula, 4 = Gumbel copula,
5 = Frank copula, 6 = Joe copula.

We then compute transformed observations from the estimated pair copulas and these are used as
input parameters for the next trees, which are obtained similarly by constructing a graph according to
the above C-Vine construction principles (proximity conditions), and finding a maximum dependence
tree. The C-Vine tree for period 2 is shown Figure 8.

The pre-GFC C-Vine copula specification matrix is displayed in Table 4 below. It can be seen from
the top and bottom of the first column in Table 4 that in the pre-GFC period the strongest correlations
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are between the FTSE and Belgian Index BFX. The BFX remains at the bottom across all columns in the
last row of Table 4.

Figure 8. C-Vine Tree 2 Pre-GFC.

From Table 4, it can be seen that the strongest individual correlations in the pre-GFC period,
are between the FTSE at the top of the first column, BFX in the final row, and the individual diagonal
entries starting with the FTSE at the top of the first column, which define the edges. The FTSE is
correlated with BVLG (security 11), then conditioned by its relationship with OMXHPI (security 8),
the Helsinki exchange index, then OMXSPI (security 5), the Stockholm index, then OMXC20 (security 3),
the Copenhagen index, and so on. It can also be seen in Table 2 that C Vines are less flexible in that
the same security number can usually be seen to appear across the rows. This means that it is
always appearing in the nodes at that level in the tree. R Vines are more flexible and do not have
this requirement. Later in the paper, we will concentrate on the results of the R Vine analysis.

Table 5 shows which copula are fitted to capture dependencies between the various pairs of indices.
At the bottom of column 1 in Table 5 we can see that number 2 copula, the Student t copula is applied,
to capture the dependency between FTSE and BFX, and then it is conditioned by the relationship with
BVLG but this relationship uses a Frank copula (5), and so forth. All 6 categories of copula are used in
Table 5 but the Student t copula appears most frequently in the table, followed by the Frank copula, the
Gaussian copula, the Clayton copula and finally the Joe copula and the Gumbel copula appear once each.

It can be seen in Table 6 in the entries in the bottom row that there are strong positive dependencies
between subsets of the markets concerned. The entry in the bottom of the first column shows the
strong positive dependency between the FTSE and BFX. All the entries in the bottom row of Table 6
are strongly positive. We can see in the first column, that once we have conditioned the FTSE on its
relationships with the markets in the bottom half of the column it is strongly positively related to
the STOXX50. Not all the dependencies indicated in Table 6 are positive though, and there are 11 cases
of negative co-dependency, once the relationship across other nodes has been taken into account.
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Table 4. Pre-GFC C-Vine Copula Structure.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 1 0 0 0 0 0 0 0 0 0 0
GDAXI 9 3 0 0 0 0 0 0 0 0 0
FCHI 3 9 9 0 0 0 0 0 0 0 0
AEX 10 10 10 2 0 0 0 0 0 0 0
IBEX 2 2 2 10 4 0 0 0 0 0 0

STOXX50 4 4 4 4 10 5 0 0 0 0 0
OMXC20 5 5 5 5 5 10 7 0 0 0 0
OMXSPI 7 7 7 7 7 7 10 8 0 0 0
OMXHPI 8 8 8 8 8 8 8 10 10 0 0

BVLG 11 11 11 11 11 11 11 11 11 11 0
BFX 6 6 6 6 6 6 6 6 6 6 6

Table 5. Pre-GFC C-Vine Copula Specification Matrix.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0
GDAXI 2 0 0 0 0 0 0 0 0 0 0
FCHI 2 2 0 0 0 0 0 0 0 0 0
AEX 2 3 5 0 0 0 0 0 0 0 0
IBEX 5 2 2 1 0 0 0 0 0 0 0

STOXX50 5 2 1 5 5 0 0 0 0 0 0
OMXC20 3 2 3 1 1 1 0 0 0 0 0
OMXSPI 5 1 5 5 3 4 5 0 0 0 0
OMXHPI 1 3 2 3 6 5 1 5 0 0 0

BVLG 5 1 5 5 5 2 1 3 1 0 0
BFX 2 2 2 2 2 2 2 2 2 2 0

Table 6. Pre-GFC C-Vine Copula Parameter Estimates.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0
GDAXI 0.152236 0 0 0 0 0 0 0 0 0 0
FCHI 0.786802 0.437083 0 0 0 0 0 0 0 0 0
AEX 1.418514 0.053894 1.036334 0 0 0 0 0 0 0 0
IBEX 1.033914 0.672986 0.162141 0.137522 0 0 0 0 0 0 0

STOXX50 −0.18660 1.068144 0.155770 0.076751 0.205075 0 0 0 0 0 0
OMXC20 −0.06799 −0.011583 −0.092367 0.201391 0.973316 0.083272 0 0 0 0 0
OMXSPI −0.16274 0.016648 −0.261361 0.182827 0.714802 0.047323 −0.025852 0 0 0 0
OMXHPI 1.05367 0.087220 0.0779183 0.126660 0.071290 −0.004308 0.031866 1.223109 0 0 0

BVLG 1.56654 0.164849 1.2442506 0.408728 −0.130783 −0.129392 0.148569 0.226344 0.196334 0 0
BFX 0.94972 0.871079 0.9334080 0.8309762 0.827286 0.973728 0.978593 0.693275 0.890633 0.718538 0

Table 7 shows the second set of parameters, in cases where one is needed, for example the Student
t copula.

Table 7. Pre-GFC C-Vine Copula Second Parameter Estimates.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0
GDAXI 15.375671 0 0 0 0 0 0 0 0 0 0
FCHI 9.544367 12.310803 0 0 0 0 0 0 0 0 0
AEX 9.401744 0 0 0 0 0 0 0 0 0 0
IBEX 0 10.267206 10.233424 0 0 0 0 0 0 0 0

STOXX50 0 10.124756 0 0 0 0 0 0 0 0 0
OMXC20 0 8.646548 0 0 0 0 0 0 0 0 0
OMXSPI 0 0 0 0 0 0 0 0 0 0 0
OMXHPI 0 0 8.390870 0 0 0 0 0 0 0 0

BVLG 0 0 0 0 0 12.429237 0 0 0 0 0
BFX 8.686229 5.378347 3.377834 8.575454 11.885624 7.882211 6.454538 9.626281 13.482133 8.332783 0

Table 8 shows the tau matrix for the C Vine copulas in the pre-GFC period.
The bottom row of Table 8 captures the strongest dependencies between the pairs of markets,

as represented by their respective indices.
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A key concern in this paper is the issue of how dependencies have changed as a result of the GFC?

4.3. GFC Period

Figure 9 shows tree 1 for C-Vine copula estimates in the GFC period, and Figure 10 shows tree 2
for the same period.

Figure 9. Results-C-Vine Tree-1 GFC.

Figure 10. C-Vine Tree 2 GFC.
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We are interesting in examing whether the major financial shock which constituted the GFC
caused a noticeable change in dependencies?

Table 9 and 10 depicts the copulas chosen to capture dependency relationships during the
GFC period.

Table 9. GFC C-Vine Copula Structure.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 1 0 0 0 0 0 0 0 0 0 0

GDAXI 9 9 0 0 0 0 0 0 0 0 0

FCHI 11 11 5 0 0 0 0 0 0 0 0

AEX 5 5 11 2 0 0 0 0 0 0 0

IBEX 2 2 2 11 10 0 0 0 0 0 0

STOXX50 10 10 10 10 11 3 0 0 0 0 0

OMXC20 3 3 3 3 3 11 4 0 0 0 0

OMXSPI 4 4 4 4 4 4 11 7 0 0 0

OMXHPI 7 7 7 7 7 7 7 11 8 0 0

BVLG 8 8 8 8 8 8 8 8 11 11 0

BFX 6 6 6 6 6 6 6 6 6 6 6

Table 10. GFC C-Vine Copula Specification Matrix.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0

GDAXI 6 0 0 0 0 0 0 0 0 0 0

FCHI 2 2 0 0 0 0 0 0 0 0 0

AEX 3 1 5 0 0 0 0 0 0 0 0

IBEX 1 2 2 2 0 0 0 0 0 0 0

STOXX50 5 3 4 5 2 0 0 0 0 0 0

OMXC20 5 2 6 4 2 4 0 0 0 0 0

OMXSPI 2 2 2 2 2 2 2 0 0 0 0

OMXHPI 1 4 2 2 5 2 2 5 0 0 0

BVLG 2 2 2 2 2 2 2 2 2 0 0

BFX 2 2 2 2 2 2 2 2 2 2 0

A comparison of the entries in Table 10, the copula specification matrix for the GFC, with those in
Table 5, the pre-GFC copula specification matrix, reveals that there is much less us of Gaussian copulas,
3 in Table 10, compared with 11 in Table 5. There is now a much greater use made of the Student
T copula, on 36 occasions in Table 10, compared with 18 in Table 5. The use of the Gumbel copulas has
increased from 1 to 4 occasions and the Clayton copula is only used on 2 occasions compared with
5 pre-GFC. The use of the Frank copula has declined from 15 to 6, whilst the Joe copula, now makes
2 appearances compared to 1 pre-GFC. The massive expansion of the use of the Student t copula,
together with the other changes mentioned, is consistent with greater weight being placed on the tails
of the distribution durng the GFC period.

The dependencies are captured in the Tau matrix shown in Table 11. A comparison of the values
in Table 11, the tau matrix for the GFC, with those in Table 8, the tau matrix for the GFC period, reveals
that the relationships have become more pronounced. If we look at the dependencies in the bottom
row of Table 11, in 7 from the total of 10 cases the dependencies have increased. It is also true that there
has also been a marginal increase in negative dependencies, from 10 pre-GFC to 12 during the GFC,
but the values of these are of a low order. The picture that emerges from Table 11 is one of an increase
in dependencies between these major European stock markets during an economic down-turn.
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4.4. Post-GFC Period

We will now turn our attention to the post-GFC period. In the case of the European markets, this is
likely to be less-clear cut, given that it was characterised by economic turmoil related to the subsequent
post-GFC European Sovereign debt crisis. Figure 11 displays the first tree post-GFC, and Figure 12 the
second tree.

Figure 11. Results-C-Vine Tree-1 post-GFC.

Figure 12. Results-C-Vine Tree-2 post-GFC.
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Table 12 shows the post-GFC C-Vine copula structure, and Table 13 the post-GFC C-Vine Copula
Specification Matrix.

Table 12. Post-GFC C-Vine Copula Structure.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 2 0 0 0 0 0 0 0 0 0 0

GDAXI 11 7 0 0 0 0 0 0 0 0 0

FCHI 7 11 1 0 0 0 0 0 0 0 0

AEX 1 1 11 3 0 0 0 0 0 0 0

IBEX 3 3 3 11 9 0 0 0 0 0 0

STOXX50 9 9 9 9 11 10 0 0 0 0 0

OMXC20 10 10 10 10 10 11 5 0 0 0 0

OMXSPI 5 5 5 5 5 5 11 8 0 0 0

OMXHPI 8 8 8 8 8 8 8 11 4 0 0

BVLG 4 4 4 4 4 4 4 4 11 11 0

BFX 6 6 6 6 6 6 6 6 6 6 6

Table 13. Post-GFC C-Vine Copula Specification Matrix.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0

GDAXI 3 0 0 0 0 0 0 0 0 0 0

FCHI 1 3 0 0 0 0 0 0 0 0 0

AEX 3 1 4 0 0 0 0 0 0 0 0

IBEX 2 4 2 3 0 0 0 0 0 0 0

STOXX50 3 5 1 5 4 0 0 0 0 0 0

OMXC20 3 4 1 1 4 2 0 0 0 0 0

OMXSPI 2 2 5 2 1 1 3 0 0 0 0

OMXHPI 4 2 2 1 2 5 5 1 0 0 0

BVLG 3 2 2 2 2 6 1 1 2 0 0

BFX 2 2 2 2 2 2 2 2 2 2 0

It can be seen in Table 13 that there is a marked change in the type of copula used to capture
dependencies in the post-GFC period. The use of the Gaussian copula has risen from 3 during the GFC
period to 10 in the post-GFC period, and the application of the Student t copula has dropped from 36
during the GFC to 24 in the post GFC period, whilst the use of the Clayton copula in the post-GFC
period rises to 8 from 2 in the GFC period. The Gumbel copula is used on 6 occasions, whilst the
Frank copula appears only 5 times, compared with 15 in the pre-GFC period. Finally, the Joe copula,
is made use of on 1 occasion. The increase in the use of the Gaussian copula and the reduction in the
use of the Student t copula suggests there is much less emphasis on the tails of the distributions in the
post-GFC period.

The post-GFC tau matrix is shown in Table 14. The structure of dependencies that emerges in
Table 14 is quite complex when compared to those of the GFC period. In the bottom row the positive
dependencies captured in the tau statistics have increased in 7 of the total of 10 cases. In the GFC
period there were 12 negative tau coefficients in the matrix, where as in the post-GFC period this
number has reduced to 10. Thus, the broad picture that emerges in the post-GFC period, based on
the use of C-Vine copulas, is that overall dependencies increased in the post-GFC period across the
major European markets, in association with their experience of the European Sovereign debt crisis.
The greater use of Gaussian copulas and the reduction in the use of Student t copulas in this period,
suggests that tail behaviour was less important.

We now switch to the more flexible R-Vine framework to compare the two approaches.
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5. R Vine Copulas

5.1. The Pre-GFC Period

The trees for the pre-GFC period are shown in Figures 13 and 14.

Figure 13. Results-R-Vine Trees-1 and 2 pre-GFC.
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Figure 14. Results-R-Vine Tree-3 pre-GFC.

It can be seen in Figures 13 and 14 above that the R Vine structure is more flexible. Tree 1
shows that a sub-group of the European markets are linked together; namely the Portuguese (BVLG),
Brussels (BFY), the French (FCHI) and the Danish (OMXC20), they are then linked to the European
Index (STOXX50). The other markets; Amsterdam (AEX), Germany (GDAXI), Stockholm (OMXSPI),
Spain (IBEX), the UK (FTSE), and Helsinki (OMXHPI), have the strongest co-dependency with the
European Index (STOXX50). This is also apparent in Tables 15 and 16 which show.

Table 15. Pre-GFC R-Vine Copula Structure.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 4 0 0 0 0 0 0 0 0 0 0

GDAXI 7 1 0 0 0 0 0 0 0 0 0

FCHI 10 7 5 0 0 0 0 0 0 0 0

AEX 11 10 7 8 0 0 0 0 0 0 0

IBEX 3 11 10 7 9 0 0 0 0 0 0

STOXX50 2 3 11 10 7 2 0 0 0 0 0

OMXC20 9 2 3 11 10 7 6 0 0 0 0

OMXSPI 5 9 2 3 11 10 7 7 0 0 0

OMXHPI 8 5 9 2 3 11 10 10 3 0 0

BVLG 1 8 8 9 2 3 11 11 10 11 0

BFX 6 6 6 6 6 6 3 3 11 10 10
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Table 15 shows the types of copulas fitted in the empirical analysis.
The advantage of the use of R Vines is apparent in Table 15. Complex patterns of dependency can

be readily captured. It can be seen that at different dependencies conditioned across the same node six
different copulas are used. For example, in column 1 the first copula used is the Clayton copula (no 3),
followed by the Frank copula (no 5) for a couple of levels, then the Joe Copula (no 6), the Frank copula
(no 5), two cases of the Gaussian (no 1), then the Gumbel (no 4), then the Frank copula again, and
finally, the Student t (no 2). This variety of usage is apparent across Table 15 at various levels in the
tree structures used to capture dependencies. The bottom row consists entirely of Student t copulas.

The copulas used to capture co-dependencies are different from the pre-GFC period C-Vine
analysis. In that case, illustrated in Table 4; 11 Gaussian, 18 Student t copulas, 5 Clayton copulas,
I Gumbel, 15 Frank copulas, and 1 Joe Copula were used. By contrast, in Table 15, 11 Gaussian,
18 Student t, 9 Clayton, 3 Gumbel, 12 Frank and 1 Joe copula are used. This follows, given that
different co-dependencies are captured in the tree because there are not constraints on the pairings in
R Vine copulas.

In the interests of brevity the details of the parameters estimated are not tabulated but the tau
matrix, is shown in Table 16. The entries in Table 16 for R-Vines can be contrasted with those in Table 8
for C-Vines. Once again, given the nature of the analysis, the strongest dependencies between the
various indices are captured by the entries in the bottom row of the table. Overall, the picture of
dependencies is similar to those captured by the C-Vine analysis. The biggest change is in the first
column of Table 16 in that the relationships between the FTSE and STOXX50, OMXC20 and OMXSPI
have now become negative, but it has to be born in mind that the relationship is now conditioned on
the much stronger relationship between the FTSE and BFX.

5.2. R-Vines GFC

Figure 15 provides the trees for the R-Vine analysis in the GFC period.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0

GDAXI 3 0 0 0 0 0 0 0 0 0 0

FCHI 5 5 0 0 0 0 0 0 0 0 0

AEX 5 2 4 0 0 0 0 0 0 0 0

IBEX 6 5 1 2 0 0 0 0 0 0 0

STOXX50 5 4 2 3 1 0 0 0 0 0 0

OMXC20 1 1 2 3 5 5 0 0 0 0 0

OMXSPI 1 2 5 3 5 1 1 0 0 0 0

OMXHPI 4 1 3 3 3 1 3 5 0 0 0

BVLG 5 1 5 2 2 2 1 1 3 0 0

BFX 2 2 2 2 2 2 2 2 2 2 0

Figure 15. Pre-GFC R-Vine Copula Specification Matrix.

The trees shown in Figure 16 indicate that dependencies have changed because of the influence of
the GFC and the FTSE is now linked via the French FCHI to the STOXX50, whilst the OMXC20 and
OMXSPI are now linked via the FCHI to the STOXX50. Previously, in the pre-GFC period the BVLG
and the BFX were linked by the FCHI, but this is no longer the case.

Table 17 once again suggests the importance of capturing tail risk in financial and economic
downturns plus the importance of fat-tailed distributions. Only 4 Gaussian copulas are applied in
Table 17, where as the Student t copula dominates, being used on 38 occasions. There are 2 applications
of the Clayton copula, 5 of the Gumbel and 4 of the Frank, whilst the Joe copula is used on 1 occasion.
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Figure 16. Results-R-Vine Trees-1 and 2 GFC.
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Table 17. GFC R-Vine Copula Specification Matrix.

FTSE GDAXI FCHI AEX IBEX STOXX50 OMXC20 OMXSPI OMXHPI BVLG BFX

FTSE 0 0 0 0 0 0 0 0 0 0 0

GDAXI 3 0 0 0 0 0 0 0 0 0 0

FCHI 2 2 0 0 0 0 0 0 0 0 0

AEX 4 1 2 0 0 0 0 0 0 0 0

IBEX 5 5 2 2 0 0 0 0 0 0 0

STOXX50 3 2 1 6 4 0 0 0 0 0 0

OMXC20 2 1 2 5 2 2 0 0 0 0 0

OMXSPI 1 2 4 2 4 2 2 0 0 0 0

OMXHPI 5 2 2 2 2 2 2 2 0 0 0

BVLG 2 2 2 2 2 2 2 4 2 0 0

BFX 2 2 2 2 2 2 2 2 2 2 0

Table 18 provides details of the tau matrix for the GFC period. The change in dependencies
in the R-Vine analysis following the GFC is complex and difficult to interpret in a clear-cut fashion.
In terms of the dependencies captured in the bottom row of Table 18, 5 show and increase in their
values, compared with the pre-GFC entries in Table 1, 6 but 5 also show a decrease. In terms of the
whole matrix, the number of negative entries in Table 18 is 10, the same as the number in Table 16, but
because of complex changes in patterns of dependencies, they now occur at predominantly different
positions in the matrix.

We will therefore move on to the post-GFC R-Vine analysis.

5.3. Post-GFC R-Vines

Figure 17 shows the R-Vine trees in the post-GFC period. Figure 17 reveals that the relationships
between the markets have changed in a complex manner in the post GFC period. It can be seen in tree
1 that the FTSE is now linked to the STOXX50 via the Dutch and French Indices. The Finnish, Danish
and Swedish markets are also linked via the Durch and French markets to the STOXX50. The German
and Spanish markets have individual links to the STOXX50, whilst the Portuguese market is linked via
the Belgian index to the STOXX50. Table 19 shows the types of copulas used to map dependencies in
the post-GFC period.

The Gaussian copula is used on 9 occasions whilst the Student t copula again dominates with
25 entries in Table 19, a considerable reduction on the 38 times it was applied during the GFC period.
The Clayton copula appears 4 times, the Gumbel on 2 occasions. Greater use is made of the Frank copula,
which appears 8 times and finally the Joe copula is used on 4 occasions.

The tau dependency matrix is shown in Table 20.
The tau matrix in Table 20 shows that dependencies have again changed in a complex manner in

the post-GFC period which coincides with the European Sovereign debt crisis. The large dependencies
in the bottom row have increased in 6 of the 10 cases in the post-GFC period. However, there are
12 cases of negative relationships in Table 20 as opposed to 8 in Table 18 representing the GFC period.
These changes are interesting but do not give a direct indication of the usefulness of R-Vine modelling.
We undertake an empirical application in the next section, which features a Value at Risk, (VaR) analysis,
and this provides an illustration of its use in risk-assessment.

Fink et al., (2017) [36] use a Markov-switching R-vine model to explore the existence of different
global dependence regimes. They explore the relationships between stock and volatility indices in Asia,
Europe and the USA. They confirm the presence of normal and abnormal regimes. Our analysis is
different in that we choose a particular time period to represent the GFC, whereas they use smoothed
rolling windows, in an attempt to tease out changes in parameters in a Markov-switching analysis.
They mention greater reliance on the Gumbel copula in the GFC period which we similarly note
becomes more prominent in this period.
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Figure 17. Results-R-Vine Trees-1 and 2 post-GFC.

496



Sustainability 2017, 9, 1762

T
a

b
le

1
8

.
G

FC
R

-V
in

e
C

op
ul

a
Ta

u
m

at
ri

x.

F
T

S
E

G
D

A
X

I
F

C
H

I
A

E
X

IB
E

X
S

T
O

X
X

5
0

O
M

X
C

2
0

O
M

X
S

P
I

O
M

X
H

P
I

B
V

L
G

B
F

X

FT
SE

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

G
D

A
X

I
0.

02
04

28
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
FC

H
I

0.
04

02
43

−0
.0

50
24

1
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
A

EX
0.

09
01

11
−0

.0
51

60
1

0.
03

40
37

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

IB
EX

0.
17

48
82

−0
.0

23
30

5
0.

20
11

17
0.

06
00

31
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
ST

O
X

X
50

0.
08

53
50

0.
13

39
03

0.
13

46
54

0.
03

72
00

0.
04

76
10

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

O
M

X
C

20
0.

07
40

12
−0

.0
26

94
1

0.
08

89
42

0.
06

73
69

0.
07

48
24

−0
.0

48
00

8
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
O

M
X

SP
I

−0
.0

20
36

9
-0

.0
69

50
0

0.
08

73
10

0.
01

46
13

0.
03

84
48

0.
06

36
28

−0
.0

04
54

3
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
O

M
X

H
PI

0.
10

60
49

−0
.0

70
20

6
0.

09
35

32
0.

13
30

80
0.

07
60

88
0.

05
26

08
−0

.0
33

87
7

0.
03

17
25

0.
00

00
00

0.
00

00
00

0.
00

00
00

BV
LG

0.
20

34
36

0.
14

76
73

0.
11

23
57

0.
12

55
06

0.
17

66
01

0.
20

82
58

0.
17

78
47

0.
13

55
07

0.
18

38
17

0.
00

00
00

0.
00

00
00

BF
X

0.
65

15
92

0.
84

46
66

0.
72

53
72

0.
74

90
98

0.
86

74
56

0.
80

19
41

0.
79

06
37

0.
70

21
16

0.
62

52
31

0.
72

06
95

0.
00

00
00

T
a

b
le

1
9

.
Po

st
-G

FC
R

-V
in

e
C

op
ul

a
Sp

ec
ifi

ca
ti

on
M

at
ri

x.

F
T

S
E

G
D

A
X

I
F

C
H

I
A

E
X

IB
E

X
S

T
O

X
X

5
0

O
M

X
C

2
0

O
M

X
S

P
I

O
M

X
H

P
I

B
V

L
G

B
F

X

FT
SE

0
0

0
0

0
0

0
0

0
0

0
G

D
A

X
I

6
0

0
0

0
0

0
0

0
0

0
FC

H
I

2
3

0
0

0
0

0
0

0
0

0
A

EX
5

5
4

0
0

0
0

0
0

0
0

IB
EX

1
5

5
2

0
0

0
0

0
0

0
ST

O
X

X
50

1
6

5
1

1
0

0
0

0
0

0
O

M
X

C
20

3
5

3
6

3
1

0
0

0
0

0
O

M
X

SP
I

6
2

1
4

5
3

1
0

0
0

0
O

M
X

H
PI

5
1

5
2

2
1

2
2

0
0

0
BV

LG
2

2
2

5
2

2
2

2
2

0
0

BF
X

2
2

2
2

2
2

2
2

2
2

0

T
a

b
le

2
0

.
Po

st
-G

FC
R

-V
in

e
C

op
ul

a
Ta

u
m

at
ri

x.

F
T

S
E

G
D

A
X

I
F

C
H

I
A

E
X

IB
E

X
S

T
O

X
X

5
0

O
M

X
C

2
0

O
M

X
S

P
I

O
M

X
H

P
I

B
V

L
G

B
F

X

FT
SE

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

G
D

A
X

I
0.

02
19

69
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
FC

H
I

−0
.0

25
81

9
0.

05
17

38
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
A

EX
0.

10
91

36
−0

.0
42

11
4

0.
09

12
42

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

IB
EX

0.
06

82
08

−0
.0

55
66

1
0.

01
41

28
0.

09
24

98
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
ST

O
X

X
50

−0
.0

73
81

3
0.

02
35

14
0.

00
12

63
−0

.0
36

65
6

0.
01

70
84

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

O
M

X
C

20
0.

01
50

55
−0

.0
35

00
9

0.
06

32
44

0.
06

78
10

0.
06

06
44

0.
18

36
91

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

0.
00

00
00

O
M

X
SP

I
0.

01
30

31
0.

06
95

06
−0

.0
91

39
8

0.
14

41
84

0.
11

73
96

0.
07

14
69

−0
.0

43
60

1
0.

00
00

00
0.

00
00

00
0.

00
00

00
0.

00
00

00
O

M
X

H
PI

0.
14

03
92

−0
.0

19
25

6
0.

05
30

89
0.

06
55

57
−0

.0
70

60
6

−0
.1

19
36

2
0.

19
29

45
−0

.0
47

77
4

0.
00

00
00

0.
00

00
00

0.
00

00
00

BV
LG

0.
21

18
72

0.
08

26
07

0.
32

90
59

0.
18

45
64

−0
.2

94
97

9
−0

.2
83

99
6

0.
10

19
14

0.
13

59
48

0.
17

99
39

0.
00

00
00

0.
00

00
00

BF
X

0.
65

73
77

0.
74

84
38

0.
75

02
31

0.
74

48
93

0.
85

69
93

0.
81

90
42

0.
85

53
28

0.
91

24
98

0.
81

89
48

0.
71

12
42

0.
00

00
00

497



Sustainability 2017, 9, 1762

There are some further limited parallels between our work and that of Beil (2013) [37], who applies
vine copula analysis to global indices and includes the DAX and STOXX in a broader global
analysis which includes a separate period for 2007–2008, which is designated as the GFC period.
However, Beil [37] makes relatively less use of the Gumbel copula in the truncated crisis period of
this analysis. Furthermore, the overall sample of indices used is very different, and includes both US
and Asian stock indices, and their corresponding volatility indices.

6. An Empirical Application

Empirical Example

We have used C-Vine and R-Vine Copulas to map dependence structures between some of the
major European markets. These, in turn, can be used for portfolio evaluation and risk modelling.
The R-Vine approach potentially gives better results than usual bivariate copula approach given that
the copulas selected via Vine copulas are more sensitive to the asset’s return distributions.

The co-dependencies calculated by R-Vine copulas can be used for portfolio Value at
Risk quantification. We construct an equally weighted portfolio of the eleven market indices to explore
the use of Vine copulas in modelling VaR using a portfolio example. The data used for this part of the
analysis is from 3 January 2010 to 31 December 2011 with total 504 returns per asset, the eleven selected
assets in the portfolio are our eleven European market indices. We use a 250 days moving window
dynamic approach to forecast the VaR for this equally weighted portfolio which results in 254 forecasts.
The main steps of the approach are as outlined below:

1. Convert the data sample to log returns.
2. Select a moving window of 250 returns.
3. Fit GARCH(1,1) with Student-t innovations to convert the log returns into an i.i.d. series. We fit

the same GARCH(1,1) with student-t in all the iterations to maintain uniformity in the method,
and this approach also makes the method a little less computationally intensive.

4. Extract the residuals from Step-3 and standardize them with the Standard deviations obtained
from Step-3.

5. Convert the standardized residuals to student-t marginals for Copula estimation. The steps above
are repeated for all the 10 stocks to obtain a multivariate matrix of uniform marginals.

6. Fit an R-Vine to the multivariate data with the same copulas as used in Section 1.
7. Generate simulations using the fitted R-Vine model. We generate 1000 simulations per stock for

forecasting a day ahead VaR.
8. Convert the simulated uniform marginals to standardized residuals.
9. Simulate returns from the simulated standardized residuals using GARCH simulations.
10. Generate a series of simulated daily portfolio returns to forecast 1% and 5% VaR.
11. Repeat step 1 to 10 for a moving window.

The approach above results in VaR forecasts which whilst not dependent in time have the advantage
of being co-dependent on the stocks in the portfolio. We use this approach as a demonstration of a
practical application of the information about co-dependencies captured by the flexible Vine Copula
approach applied to construct VaR forecasts. Figure 18 and Table 21 plots the 1% and 5% VaR forecasts
along with original portfolio return series obtained from the method. The plot shows that the VaR
forecasts closely follow the daily returns with few violations.

Table 13 below gives the results from Unconditional Coverage (Kupiec) and Conditional Coverage
(Christoffersen) (Christoffersen [38] and Christoffersen, Hahn & Inoue, 2001 [39]) which are based on
the number of VaR violations compared to the actual portfolio returns. According to the results in the
table both the tests accept both 1% and 5% VaR models for the forecasting period.

As a direct contrast we also use our series of index returns combined into an equally weighted
portfolio to construct a simulation of a VaR analysis based on the use of a GARCH(1, 1) model. The
relative number of violations of the VaR set at 1% and 5% should indicate whether our vine copula
approach better captures the complex structure of dependencies and is better suited to VaR analysis.
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We proceed as follows:

1. Convert the data sample to log returns.
2. Select a moving window of 250 returns.
3. Fit GARCH(1,1) with Normal innovations to convert the log returns into an i.i.d. series.
4. Extract the fit from step-3 and simulate 1000 returns per asset.
5. Repeat step-3 and 4 for all the stocks and then calculate the portfolio return from the

simulated series.
6. Generate a series of simulated daily portfolio returns to forecast 1% and 5% VaR.
7. Repeat step 1 to 10 for a moving window.

Figure 18. Portfolio Value-at-Risk analysis based on application of vine copulas.

A plot of the results of this exercise is shown in Figure 19 and Table 22. A brief glance at this
shows that the application of a GARCH(1,1) model and the Gaussian distribution leads to multiple
violations of the VaR 5 per cent (black line) and the VaR 1 percent (red line), whereas the VaR calculated
on the basis of vine copulas, as shown in Figure 18, lead at most, to two breaches of the VaR.

Figure 19. Portfolio Value-at-Risk analysis based on application of a GARCH(1,1) model.
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7. Conclusions

In this paper we used the recently developed R Vine copula methods (see Aas et al. [7], Berg and
Aas [11], Min and Czado [12] and Czado et al. [33]) to analyse the changes in the co-dependencies
of ten European stock market indices and the composite STOXX50 index for three periods spanning
the GFC: pre-GFC (January 2005–July 2007), GFC (July 2007–September 2009) and post-GFC periods
(September 2009–December 2013). The results suggest that the dependencies change in a complex
manner and there is evidence of greater reliance on the Student t copula in the copula choice within
the tree structures for the GFC period which is consistent with the existence of larger tails to the
distributions of returns. One of the attractions of this approach to risk-modelling is the flexibility
available in the choice of distributions used to model co-dependencies. We demonstrated the calculation
of portfolio VaR on the basis of these dependency measures and the method appears to work well on
the basis of coverage ratio tests, which do not reject the null hypthesis in back-tests. This contrasts
with the results on simulations to the same data set based on a GARCH(1, 1) model and the
Gaussian distribution.

The main limitation is the static nature of the approach and dynamic applications are in the
process of development. Breckmann and Czado [16] have proposed a COPAR model which provides
a vector autoregressive VAR model for analysing the non-linear and asymmetric co-dependencies
between two series. A more dynamic approach will be the subject of future work.
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Abstract: Based on detailed shipping figures for Suriname’s main harbour in Paramaribo, we estimate
the total shipments (in kilograms) of original and falsified medical products for 1996–2008 across five
product categories. Using various time series techniques and diffusion models, we document that
total cumulative shipments of falsified products make about 40% of total shipments. We observe
that there are apparently two distinct sets of consumers for original and for falsified products.
Subsequently, we survey more than 300 citizens of Suriname from various demographics and ask
questions about their potential adoption of falsified medicines. We find that income, age, and family
size have no correlation, while the way people are insured does. Hence, the two sets of consumers can
roughly be identified and clear-cut policy suggestions are presented. “The World Health Organization
(WHO) estimates that up to 1% of medicines available in the developed world is likely to be counterfeited. This
figure rises to 10% globally, although in some developing countries they estimate one third of medicines are
counterfeit” (Various internet sites consulted January 2010 and the best estimate we have).

Keywords: falsified products; medication; health risk; low-income country

1. Introduction

The diffusion of pharmaceutical products has received some attention in the recent literature; see
for example [1]. It has been documented that the diffusion patterns show various similarities with the
diffusion patterns of durable consumer goods, see for example [2]. As pharmaceutical products may
experience the impact of regulatory regimes, diffusion patterns may change direction and slope due
to these regimes, see for example [3]. In all studies available, there is a strong focus on the diffusion
patterns in western countries, usually driven by data availability, although [2] also include data for
various low-income countries. A common assumption across all studies is that the focus is on the
producer of the pharmaceutical products, usually the US or European companies.

In this paper we also address the diffusion patterns of pharmaceutical products, where we relegate
the focus on the actual shipments of such products in a low-income country. This change of focus then
naturally has to include the fact that in low-income countries often many pharmaceutical products are
potentially falsified products. The exact available amount of these falsified drugs is unknown, and
therefore we will first provide a method to estimate the fraction of falsified products within a single
low-income country.

Exact data on falsified drugs are usually not available, and certainly not in a low-income country.
One way to estimate the size of the falsified market is to try to disentangle the falsified diffusion from
the total diffusion, as is proposed in [4] for software products. An alternative would be to estimate it
directly from the shipments data, if these are available, see for example [5].

Sustainability 2017, 9, 1732; doi:10.3390/su9101732 www.mdpi.com/journal/sustainability504
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The focus in the present paper is the diffusion of original and falsified medical products in the
South American country Suriname. Based on detailed data on shipments of products in five distinct
categories, we estimate the diffusion of original and falsified products for the sample from 1996 to
2008. With these data, we can analyze the correlations between the two diffusion patterns. Also, we
examine the lead and lag structure across original and falsified products. Finally, we estimate the total
cumulative shipments using the familiar Bass model, and we compare the total levels for each of the
categories. So, we provide estimates of the total amount that in the end will have found its way to
consumers, here in Suriname. Note that we are not interested in the actual figures, but merely in the
fraction of falsified products in the total amount.

One key main finding in this paper is that falsified drugs and other medical products eventually
make up around 40% of the total shipments in this particular country of Suriname. Note that this
fraction exceeds the estimates of the WHO. A second finding is that the two diffusion processes are
correlated contemporaneously, reacting similarly to the same outside shocks, but that there is no
significant lead or lag relationship. This suggests that the original and falsified products each address
a distinct segment of the market. This finding has led us to survey many individuals in Suriname and
to ask a range of questions. We aimed to find the distinctive features of the two groups of consumers,
and it seems that the key distinctive feature concerns insurance. Basically, poor insurance means that
people are more likely to opt for fake medication.

The outline of the paper is as follows. First, in Section 2 we describe the first part of the data
collection which entails the creation of the two series for original and for falsified products. In Section 3
we analyze these data using basic time series techniques and familiar diffusion models. Section 4
continues with a discussion of the outcomes of a survey amongst more than 300 citizens of Suriname.
Section 5 concludes with a discussion of the main findings and their implications.

2. Data Collection on Adoption over Time

We have collected data for the South American country of Suriname. It is a small and open
economy, with a single large (maritime) harbour in the capital city of Paramaribo. The country has
many natural resources. It used to be a colony of the Netherlands, before it became independent in
1975. Economic growth slowed down since the beginning of the 1980s, but since 2000 there has been
steady growth in GDP and an increase in welfare. The country is sparsely populated, with most of the
citizens living in the coastal area. Although average welfare is on the rise, the income inequalities in
Suriname are quite large. The country boasts a non-negligible group of multi-millionaires, but on the
other hand it is estimated that more than 60% of the population is below international poverty levels.

Sales records for medical products simply do not exist. Hence, we will have to estimate the
diffusion patterns of these products using alternative methods. We consulted the General Bureau of
Statistics (GBS) in Suriname and we were able to collect annual data on the imports of products in
five categories for the period 1996 to and including 2008. The product categories are: Pharmaceutical
items; Medicine, for sale small scale; Medicine, not for sale small scale; Wound-covering materials; and
Blood items. These imports are measured in kilograms and in total value (in US dollars). We decided
to take the weights as the measurement unit to avoid correction for inflation in the exporting countries.
Crucial for our purposes is that we have information on the countries of origin of the shipments. In
Appendix A, we give the countries of origin, and we indicate from which countries which products in
the five categories originate. Clearly, Suriname imports from a long list of countries, and there is also
variation across the categories.

To estimate the shipments of original products and falsified products, we use the software piracy
index, which can be obtained from www.nationmaster.com. This website presents a list of countries
and gives an estimate of the fraction of products (here: computer software) that are most likely falsified.
In Appendix B we provide a list of relevant countries for our product categories and the corresponding
percentages. Like this list, we shall take it as likely that 23% of the pharmaceutical products that
are imported from Japan amount to falsified products, and that as much as 82% of these products
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originating from China are falsified. Of course, we shall never be certain whether these percentages
also hold for our product categories, nor if this figure changes over time or amounts to a biased
estimate, and hence the subsequent data should not be considered as exact amounts, but merely as
estimates. At the same time, and for our purposes, the absolute numbers do not matter, as only their
time series properties do. In order to allow the reader to verify the computations about which we
report in the next section, we present our data in Appendix C. Graphical details and other aspects of
these series will be discussed in the next section.

3. Analysis of Shipments Data

This section deals with the statistical analysis of the two diffusion series. We analyze the levels of
the shipments, as in Appendix C, and the cumulated shipments. The latter are used to estimate the
eventual total size of the market. The first pairs of series are analyzed to see if there are leading or
lagging diffusion processes amongst the two series. We discuss the methodology, first for cumulative
shipments and then for shipments themselves, and we discuss the results in each of the five categories.

3.1. Methodology for Cumulative Shipments

We denote the level of the original products shipments as Ot and the level of the shipments of
falsified product as Ct where t = 1996, 1997, . . . , 2008. We also compute the cumulative shipments,
and label these as COt and CCt. Graphs of the series for the five categories appear in Figures 1–5. The
second panel of each of these figures suggests that the cumulative shipments obey a product life cycle
that can also be observed in the diffusion of durable products. Hence, the first part of our methodology
involves considering diffusion models to estimate the inflection points and the total levels of these
cumulative series.
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Figure 1. Shipments and cumulative shipments of original and falsified products:
Pharmaceutical items.

0

40,000

80,000

120,000

160,000

200,000

96 97 98 99 00 01 02 03 04 05 06 07 08

ORIGINAL COUNTERFEIT

0

100,000

200,000

300,000

400,000

500,000

96 97 98 99 00 01 02 03 04 05 06 07 08

CUMORIGINAL CUMCOUNTERFEIT

A
m

ou
nt

/k
g 

A
m

ou
nt

/k
g 

Year 

Year 

Figure 2. Shipments and cumulative shipments of original and falsified products: Medicine, for sale
small scale. Vertical axis is the amount and horizontal axis is the year.
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Figure 3. Shipments and cumulative shipments of original and falsified products: Medicine, not for
sale small scale. Vertical axis is the amount and horizontal axis is the year.

0

10,000

20,000

30,000

40,000

50,000

60,000

96 97 98 99 00 01 02 03 04 05 06 07 08

ORIGINAL COUNTERFEIT

A
m

ou
nt

/k
g 

Year 

Figure 4. Cont.

508



Sustainability 2017, 9, 1732

0

100,000

200,000

300,000

400,000

500,000

96 97 98 99 00 01 02 03 04 05 06 07 08

CUMORIGINAL CUMCOUNTERFEIT

A
m

ou
nt

/k
g 

Year 

Figure 4. Shipments and cumulative shipments of original and falsified products: Wound covering
materials. Vertical axis is the amount and horizontal axis is the year.
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Figure 5. Shipments and cumulative shipments of original and falsified products: Blood items. Vertical
axis is the amount and horizontal axis is the year.

509



Sustainability 2017, 9, 1732

For the COt and CCt variables, we consider the familiar Bass [6] model, which in our notation can
be written in regression format as

Ot = pomo + (qo − po)COt−1 − qo

mo
CO2

t−1 + εt (1)

and
Ct = pcmc + (qc − pc)CCt−1 − qc

mc
CC2

t−1 + vt (2)

for original and falsified products, respectively. The parameters p and q characterize the shape of the
diffusion pattern, and determine the location of the inflection point I which can be calculated as

I =
1

p + q
log(

q
p
) (3)

The parameters in the Bass model may be difficult to estimate in case the data does not yet
include the inflection point. If this happens, we replace the Bass model by the symmetric logistic curve,
given by

OCt =
mo

1 + exp(−γo(t − Io))
(4)

and
CCt =

mc

1 + exp(−γc(t − Ic))
(5)

for original and falsified products, respectively. Here the parameter γ characterizes the shape of the
curve, and again I corresponds with the timing of the inflection point. Due to the imposed symmetric
nature of the logistic curve, one can still reasonably adequately estimate the location of the inflection
point, even when it is not included in the sample. The estimation routine is Nonlinear Least Squares.
In both cases, that is the Bass model and the logistic curve, our interest lies in the parameters m, which
is the ultimate level of total shipments, and I, which is the location of the inflection point.

In Table 1 we present the present the estimates of the total level. We also compute the fraction of
mc over mo + mc. As said, this latter fraction is most relevant for our purposes. Table 1 suggests that it
can range from about 0.3 to 0.5, with an average close to 0.4. In words, about 40% of the eventual total
shipments in medical products in Suriname could concern falsified products. It is interesting to see
that the variation of the estimate of the fraction across the five product categories is quite small.

Table 1. Fraction of falsified shipments over total shipments, based on estimates of the eventual
total level.

Variable
Estimated Total Level

Original Falsified Fraction

(A) Pharmaceutical items 396,066 148,209 0.272
(B) Medicine, for sale small scale 1,283,915 1,262,614 0.496
(C) Medicine, not for sale small scale 4,463,491 2,128,846 0.323
(D) Wound-covering materials 582,769 386,618 0.399
(E) Blood items 372,778 267,351 0.418

Average 0.382

Note: The Bass model is used for (A), while the logistic model is used for (B), (C), (D) and (E).

Table 2 gives the estimates of the inflection points. For two of the five categories, the years with
these points coincide. For Medicine, not for sale small scale, the inflection point of falsified products
occurred earlier, suggesting that the total level for this series is attained earlier than for the original
products. For two categories the falsified series peak later, with Blood Items meaning that in the next
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few years after 2008 still a substantial amount of falsified products will be imported in Suriname, at
least, if the current situations persists.

Table 2. Estimated inflection points for original and falsified shipments.

Variable
Estimated Inflection Point

Original Falsified

(A) Pharmaceutical items 1999 1999
(B) Medicine, for sale small scale 2010 2010
(C) Medicine, not for sale small scale 2008 2006
(D) Wound-covering materials 2005 2006
(E) Blood items 2013 2018

Note: The Bass model is used for (A), while the logistic model is used for (B), (C), (D) and (E).

3.2. Methodology for Shipments

The graphs in Figures 1–5 seem to suggest that shipments of original and of falsified products
show similar diffusion patterns. It is of interest to see if one of the two series is leading (or lagging).

To examine leads and lags relations, we estimate a vector autoregression of order 1 (VAR(1)),
which consists of the following two equations

Ot = μ1 + β1Ct + ρ1Ot−1 + δ1Ct−1 + εt (6)

and
Ct = μ2 + β2Ot + ρ2Ot−1 + δ2Ct−1 + νt (7)

Note that a genuine VAR(1) model would not include current Ct and Ot, but here it allows for a
partial correction for current effects. The test of interest concerns the joint significance of ρ1, δ1 in (6)
and of ρ2, δ2 in (7).

In Table 3 we present the p values of the F tests. Except for the category Medicine, not for sale
small scale, we find that these parameters are not significantly different from zero. For the exceptional
category, we learn that lagged shipments of originals leads current shipments of originals. So, in sum,
there is no leading or lagging variable across originals and falsified products.

Table 3. p-values of the F test for the joint relevance of one-year lagged shipments of original products
and one-year lagged shipments of falsified products (Each equation contains an intercept and current
sales of the other variable).

Variable
Dependent Variable

Original Falsified

Pharmaceutical items 0.933 0.806
Medicine, for sale small scale 0.119 0.382

Medicine, not for sale small scale 0.038 0.325
Wound covering materials 0.389 0.840

Blood items 0.653 0.529

Table 4 gives the contemporaneous correlation between the two series, and it is quite evident that
this correlation is high.

Hence, we find that original and falsified medical products follow similar diffusion patterns,
and that no series is leading or lagging the other series. When it is assumed that all individuals
in Suriname are equally likely to need medical products, our findings suggest that the shipments
apparently address two distinct segments of consumers. There is a demand for original products

511



Sustainability 2017, 9, 1732

and there is a demand for falsified products, with the relative demand for originals in the end being
1.5 times as large as demand for falsified products, as the fraction of falsified products in the total
shipments is 40%.

Table 4. Correlation between shipments of original products and of falsified products.

Variable

Pharmaceutical items 0.973
Medicine, for sale small scale 0.914

Medicine, not for sale small scale 0.871
Wound covering materials 0.835

Blood items 0.932
Average 0.905

4. Health Care in Suriname

We now proceed with an in-depth analysis of who the two distinct segments of consumers might
be, that is, which characteristics qualify these two groups?

For that purpose we set out a survey amongst Surinamese individuals in Suriname. Suriname is a
country with a low-income economy, which has a population of approximately 534,000 inhabitants
(GBS 2013). It is estimated that more than 60% of the Surinamese population is below international
poverty levels, while there also is a non-negligible group of multi-millionaires in this country. Although
average welfare has been reported to be on the rise, the income inequalities in Suriname are quite large.

As is the case in countries all over the world, in Suriname the main responsibility concerning
public health lies in the hands of the Surinamese government. Its Ministry of Health (MOH) is the
government agency in Suriname which is responsible for ensuring the quality of health care and the
formulation of pharmaceutical policy, including monitoring its quality. There is a National Medicines
Policy 2004–2008 (NMP), which depicts the policy of the MOH with respect to the supply of medicines
in Suriname. Important aspects of the NMP include ensuring the availability and accessibility of the
selected essential medicines for the entire population, strengthening regulation bodies, and establishing
a national quality control laboratory [7]. With regard to the quality control of medicines, the MOH
reported that it has arranged and monitored the efficacy and safety of the drugs regulation in Suriname
in accordance with the WHO recommendations [8], [9].

In order to safeguard quality control, the MOH has regulation bodies (Registration Authority,
Pharmaceutical Inspection) in place and it is reported that the MOH works closely with other regulatory
and enforcement institutions such as the Inspection of Customs and Excise, the departments of the
Ministry of Trade and Industry and the Police Corps of Suriname [9]. In addition, the MOH has
partnerships with the professional association of Pharmacists in order to determine the Surinamese
Pharmacy Standard as a guide for self-regulation and other matters relating to the profession and
service. MOH also partners with other countries in their region, with which it exchanges information
about the quality of imported medicines as well as with producers to detect any wrongdoing [9].

In summary, the [9] reports that the quality of drugs which enter Suriname through official
channels (particularly pharmacies) and which are distributed in this country can be deemed as good,
due to the fact that: (1) all of these drugs are recorded in the register of packaged drugs; (2) all of these
drugs are subjected to a quality control; and (3) in the entire distribution and sales channels these
drugs are under the supervision of qualified pharmacists.

In spite of the abovementioned claims on the part of the MOH, one of the leading newspapers
in Suriname reported in 2011 that no less than 85% of total sales in the legal circuit in the country
concerned fake (SFFC) medicines (newspaper De Ware Tijd 17 September 2011, p. 1). This figure was
adopted from an investigation on the prevalence of fake (SFFC) medicines in Suriname, which was
reported to have been done by a private investigation agency on behalf of Pfizer (one of the largest
pharmaceutical companies in the world). Despite the press release issued in their defence suggesting
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that the claim was incorrect and that there was no such evidence, the [9] to date has seemed to fail to
present solid documentation to underpin their arguments.

An investigation regarding the strengthening of the pharmaceutical quality assurance and
legislation (from 2008 to 2010), which was commissioned by the MOH and which was done by
Health Research For Action (HERA), shed light on some key concerns [8]. These concerns are that,
although quality is central in the formulated NMP and even though this policy was prepared in
accordance with the WHO recommendations on how to develop and implement a national drug policy
and which was approved by the Government of Suriname in 2005, the applicable laws and regulations
in the field of medicinal products are still obsolete. The current legislation appears incomplete and
relies on the Medicines Act dating from 1896.

Also, while the MOH is able to guaranty the quality of the drugs that are formally admitted and
legally imported, the quality of all other drugs outside these official processes cannot be guaranteed. It
was also reported that there is little control on processes in the informal market. There is also a lack
of routine sampling on the market, and the only quality control laboratory in Suriname is that of the
Drug Supply Company Suriname (DSCS) (“Bureau Geneesmiddelen Voorziening Suriname”). This
laboratory occasionally performs tests at the request of the Pharmaceutical Inspection, even though the
DSCS laboratory has limited capacity and seemed to have performed without (adequate) professional
guidance for years. Furthermore, DSCS itself is one of the largest importers of drugs in Suriname and
therefore may not be seen as an independent institute. So, although the MOH attached importance to
establishing a national quality control laboratory in Suriname (as stated in the NMP), to date there is
no independent quality control laboratory for drugs in the country.

In addition, [8] shows that even though the MOH has several partnerships, there is
insufficient professional consultation between the authorities concerning registration, inspection,
pharmacovigilance (drug safety), the MOH and Council for the Essential Medicines Program (“Raad
voor het Essentieel Geneesmiddelenprogramma”), and as a result the regulatory system cannot
guarantee the quality of all drugs on the market. There is also no structural exchange of information
between countries with stringent medicine regulatory systems in order to optimize the system. Also,
the database of registered medicines is not accessible online, it is also inadequately automated, it is
only accessible for professionals, and the applications that the professionals submit are only processed
by hand.

Hence, taking all the above together, it seems that the Surinamese government apparently has a
long way to go before they will be able to ensure that the quality of drugs on the Surinamese market
meets the requirements set by the WHO (that is, in the formal system, and also reducing the size of the
informal system).

With regard to the availability of medicines in Suriname, it is the case that some medicines are
only available in pharmacies on a doctor’s prescription, while other medications can be purchased
without such a doctor’s prescription, in either a pharmacy, a drugstore or sometimes even in shops
and supermarkets. Concerning the medicines that are available to the Surinamese people, it is their
health insurance company (or insurer, which could be the government again) that determines which
medicines (the variety, the amounts, the brands and therefore the quality of medicines) pharmacies can
provide to the clients on doctor’s prescription. Although health insurance companies have to comply
with the NMP, each health insurance company (insurer) has its own medicines register containing those
medicines of which the cost are reimbursed by them, provided that these medicines are prescribed by
a doctor. Bear in mind that HERA reports that there is an inadequately functioning (quality) control
mechanism for pharmaceutical products. Below we will see that insurance is apparently a key factor.

Regarding the coverage of medical costs of the people in Suriname, the Pan American Health
Organization (2010, p. 6) reported that the medical costs of approximately 34% of the Surinamese
population are covered by private health insurance, company plans, or paid out-of-pocket. The State
Health Insurance Fund (SHI) (“Stichting Staatsziekenfonds”) covers the medical costs of 26% of the
Surinamese population. The majority of individuals who are insured by this health insurance company
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are employees of the Surinamese government, who are obliged to purchase their health insurance from
this health insurer. The Ministry of Social Affairs and Housing (MSAH) covers the medical costs of
31% of the Surinamese population, who are coined as the under-privileged. The medical costs of the
remaining 8% of the Surinamese population are covered by the Foundation Medical Mission Primary
Health Care Suriname (FMM) (“Stichting Medische Zending Primary Health Care Suriname”), which
is a private, non-profit, primary health care organization which focuses on communities in the interior
part of the country and which is subsidized by the MOH for a great part.

5. Collecting Survey Data

In order to select the sample from the population of Surinamese people from the age of 18 and
living in Paramaribo, we employed a multistage cluster sampling technique. GBS drew 30 clusters
in Paramaribo (the capital city of Suriname) from which 20 households were selected. Each cluster
had a pointer address providing the interviewers the first household where a respondent should be
interviewed. The 19 remaining households in every cluster were selected by using a specific method.
This method entails that the total of prospective 600 respondents from the 30 clusters (each with 20
households) were selected using the ‘birthday rule’.

Data collection lasted about six weeks in February and March 2013 and the survey response
rate was 52%, which amounts to 311 respondents. Most of the 298 prospective respondents who
did not cooperate either refused to participate, of whom, interestingly enough, the majority of these
respondents were people living in elite neighbourhoods, or they were not available for an interview
even after repeated visits by the interviewers. It might be that the survey response is influenced by
the fact that there have been several survey studies on other topics prior to this study, particularly
in Paramaribo. Consequently, various prospective respondents had the impression that they were
approached to partake in a study in which they had already participated. The majority of these
respondents did not even give the interviewers the opportunity for further explanation.

6. Results from the Survey

When we asked 311 individuals how often they have, consciously, purchased falsified medicines,
we had 283 valid cases with 71% who said “never”, and hence 29% said “not never”. 13% of the
respondents answered with “Rarely”, 10% with sometimes, 4% with “often” and 6 individuals (2%)
said “very often”. Of the 311 respondents who participated in this survey, 58% were females and 42%
were males.

40% of all respondents had a monthly income with a maximum of Surinamese Dollar SRD800
(approximately Euro183 or USD 246). The monthly income for the 2 subsequent categories (between
SRD800 and SRD1200 and between SRD1201 and SRD2000) was about 25% for each category. Only
11% of all respondents had a monthly income of at least SRD 2001 (approximately Euro616 or USD470).
A histogram is provided in Figure 6.

Even though, in general, not more than 40% of the respondents had a monthly income of SRD800
or less, among those who are subsidized by the government this number was 64%. Irrespective of
whether the costs of their health insurance were co-paid or fully paid by the employer (a distinction
which is further ignored), 69% of all the participating respondents had some kind of health insurance.
Among the remaining 31% of the respondents, only 8% were fully uninsured and paid their medical
bills themselves (out-of-pocket). The other 23% of this group of respondents was either subsidized by
the government through MSAH or through FMM.
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Figure 6. Income distribution of respondents, amounts in SRD.

Among those respondents who paid for their health insurance (the insured who either paid
their health insurance themselves or whose employer co-paid or fully paid the health insurance, a
distinction which is also further ignored in this investigation), 77% of them were insured by the SHIF,
22% were insured by a private health insurance company, and just 1% of all insured respondents were
insured by both SHIF and a private health insurance company.

In our following analyses the respondents with a SHIF health insurance as well as one by a private
insurance company are categorized under those who are insured by a private insurance company, as
this group accounts for only 1% of all respondents. This is because these insurance plans are often
perceived as being more favorable than those of SHIF, which is because private insurance companies
often offer more elaborate insurance packages.

With regard to the respondents who are insured, only 36% indicated to have always had all the
costs for medications reimbursed. In this category, those who are only insured by a private health
insurance company (not the SHIF) represent the majority (62%). Just 27% of the respondents who were
only insured by SHIF indicated to have always had all the costs for medications reimbursed.

Irrespective of how the medical expenses of the respondents are covered, about 80% of them
indicated they have never suspected in the past that medication they obtained from a pharmacy, thus
through the official channel (on doctor’s prescription), could have been an SFFC medication. Only
26% of the respondents who suspected to have obtained SFFC medication via the official channel did
not use these (supposed SFFC) medications. Almost one third of all respondents (27%) used these
supposed SFFC medications often or more frequently after obtaining them.

When we evaluate the correlations across the answers to the question of whether one consciously
purchased falsified medicines (with answers Never, Rarely, Occasionally, Often and Very often) with
various demographics in Table 5, we see that the only significant correlation appears for the way
people are insured. Hence, none of the variables of gender, income, age, or size of household associates
with the conscious use of falsified products.
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Table 5. Pearson Chi-square p-values of correlation between “conscious purchases of falsified medicines
and demographics.

The way health insurance is organized 0.001
Which health insurer? 0.731

Gender 0.636
Age 0.334

Personal monthly income 0.214
Household monthly income 0.555

Number of adults in household 0.327
Number of children in household 0.369

Total number of household members 0.136

When we zoom in on the insurance variable in Table 6, which portrays the results to the question
on the frequency of the consumers’ use of falsified medicine, we see that the answer “Never” is given
more often than expected by individuals who: (D) have a health insurance at a private company;
(E) have insurance via relatives (for example parents); and (F) who state that their employer takes care
of their insurance. At the same time, the answers “Rarely” and “Occasionally” are given more than
expected by people who answer: (A) “I have no health insurance”; and (B) “the Ministry pays for my
insurance due to my lack of income”.

Table 6. Type of insurance against frequency of use of falsified medicine.

Answer to Question:

Never Rarely Occasionally Often Very Often Insurance

A 18 6 + 0 2 0
B 34 11 + 14 + 1 1
C 1 0 2 0 0
D 31 + 3 1 3 + 0
E 28 + 3 3 1 0
F 80 + 13 7 4 4 +

G 1 0 1 0 0
H 2 0 0 0 1 +

+ Fraction more than expected; A: I have no health insurance; B: The Ministry pays for my insurance due to my lack
of income; C: FMM pays for my insurance; D: I have a health insurance at a private company; E: I have insurance
via relatives (for example parents); F: My employer takes care of my insurance; G: I am insured via my employer
and via someone else; H: I am insured via my employer and at a private company.

These results clearly indicate that the way people are insured marks a dichotomy. Poor insurance
associates with more conscious purchases and use of falsified medication.

7. Discussion of Results and Implications

In addition to the available global estimates of the WHO, we provided detailed estimates of
shipments of original and falsified medical products in the South American country of Suriname. The
precise numbers of these estimates are not particularly relevant, as we are interested in the relative
numbers and the current and dynamic correlations across the two series. When we analyze the
diffusion patterns, we see that total shipments (to be observed many years from now) will cover about
40% falsified products. Moreover, we see that current correlation is high, and that there are no relevant
leads or lags. Hence, the two types of shipments seem to address two distinct clusters of consumers.
And, indeed, when we collect survey data for Surinamese individuals we see that these clusters seem
to associate with the way the individuals are insured. Properly insured people have a smaller tendency
to purchase consciously falsified medicine. Here we foresee an important role for the government.

For Suriname we emphasize that the battle against falsified pharmaceutical products is one that
asks much effort on the part of the Surinamese government, in particular in relation to insurance. As a
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member of the WHO, this country needs to make greater effort to adopt the WHO schemes and to make
more use of the information, instructions, and opportunities presented by this organization’s global
coalition of stakeholders, that is, the International Medical Products Anti-Counterfeiting Taskforce
(IMPACT). The Surinamese government needs to tighten the relevant legislation and regulations
so that substantial fines and even more appropriate prison sentences can be declared against those
persons and organizations who engage in the import and sale of falsified pharmaceuticals. Given our
results, we also recommend that the control with regard to the market of medical products, not only in
the official distribution channel, is increased and regulations with respect thereto is tightened. Most
certainly, control in the official distribution channel for medical products must be intensified.

At the same time, the Surinamese government needs to raise the awareness of the citizens. As it
is assumed that the majority of the citizens have no background information on the pharmaceutical
products they use, let alone on how to detect falsified versions among the original pharmaceuticals (in
those cases where possible), the government must take the leading role in empowering the citizens by
adequately informing them about how to determine the originality of pharmaceuticals. The Surinamese
government must also inform the inhabitants about the fatal consequences of falsified versions of
pharmaceutical products, and thus the great health risks these products may inflict on those who
use them. The tightening of the government’s policy in the battle against falsified pharmaceuticals is
very likely to result in a significant reduction of the trade in these products in Suriname, and hence
reduce the risk of exposure to the dangers of these products. As mentioned earlier, not only legislation
and regulation policy needs to be tightened, but also the policy regarding control and the effective
implementation thereof, needs to be taken into account.

Additional to the Surinamese government, there are at least three stakeholders that can also
play a role in this battle. The first stakeholder is customs. Since it is suspected that large portions
of falsified pharmaceuticals are smuggled into the country, this stakeholder will need to improve its
control concerning the import of these products. Stricter control, combined with tight legislation and
regulation will enable the custom officials to increasingly contribute to reducing the import of and the
trade in falsified pharmaceuticals.

The second stakeholder, MOH, and more particular the Pharmaceutical Inspection, the control
mechanism of the Surinamese government with regard to the pharmaceutical products, is responsible
for inspecting and controlling the pharmaceutical market. This department is supported by the Office
for Pharmaceutical Supply in Suriname. The latter focuses on the quality controls of locally produced
and imported drugs. The Pharmaceutical Inspection, small in size, may lack the capability to optimally
inspect and control the pharmaceutical business in Suriname. We suggest that the government increases
its support to these organizations.

The final stakeholder is the consumer. As the consumer (thus the individuals, but also hospitals
and similar institutions) ultimately determine the extent to which the sale of products increase or
decrease, this stakeholder also needs to participate in reducing the trade in falsified pharmaceuticals
in Suriname. Of course, before consumers are able to consciously choose to purchase and use original
pharmaceutical products, first and foremost they will need to be adequately informed about the
disadvantages of falsified pharmaceuticals. Furthermore, they will need to be informed about how to
detect the falsified pharmaceuticals from the original versions, in those instances where this is possible.
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Appendix A. Import from Countries

Table A1. Imports from countries.

Countries
Product Category

A B C D E

Antigua x x
Dutch Antilles x x x x

Aruba x
Australia x x
Austria x x

Bahamas x
Barbados x x x
Belgium x x x x x

Brazil x x x x
Canada x x x x x
China x x x x x

Colombia x x x
Costa Rica x x

Cyprus x x
Denmark x x x

Egypt x
El Salvador x

United Emirates x
French Guyana x x x x

France x x x x x
Germany x x x x

Greece x
Guatemala x x

Guyana x x x
Hungary x

India x x x
Indonesia x x x

Israel x
Ireland x x

Italy x
Jamaica x x
Japan x x x

South Korea x x x x x
St Lucia x
Mexico x x

Namibia x
Netherlands x x x x x

New Zealand x x
Niger x

Norway x
Panama x x x x
Portugal x x

Puerto Rico x x x x
Russia x

San Marino x
South Africa x

Spain x
Sweden x x

Switzerland x x x x
Taiwan x x

Thailand x x x x
Trinidad and Tobago x x x x

United Kingdom x x x x
United States x x x x x

Venezuela x

(A) Pharmaceutical items; (B) Medicine, for sale small scale; (C) Medicine, not for sale small scale; (D) Wound
covering materials and (E) Blood items.
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Appendix B. Percentage of Products that Is Falsified (Based on the Software Piracy Rate,
www.nationmaster.com, Consulted December 2009)

Table A2. Countries and fraction of falsified products.

Antigua 50 Dutch Antilles 50
Aruba 50 Australia 28
Austria 25 Bahamas 50

Barbados 50 Belgium 25
Brazil 59 Canada 33
China 82 Colombia 58

Costa Rica 61 Cyprus 50
Denmark 25 Egypt 60

El Salvador 81 United Emirates 35
French Guyana 42 France 42

Germany 27 Greece 58
Guatemala 80 Guyana 50
Hungary 42 India 69
Indonesia 84 Israel 32

Ireland 34 Italy 49
Jamaica 50 Japan 23

South Korea 43 St Lucia 50
Mexico 61 Namibia 50

Netherlands 28 New Zealand 22
Niger 50 Norway 29

Panama 74 Portugal 43
Puerto Rico 44 Russia 73
San Marino 50 South Africa 34

Spain 43 Sweden 25
Switzerland 25 Taiwan 40

Thailand 78 Trinidad and Tobago 50
United Kingdom 26 United States 20

Venezuela 87

Note: When a country does not appear on the list, we use the score 50.

Appendix C. The Data

Table A3. Shipments of original and falsified products: Pharmaceutical items, general (in kilograms).

Year Original Falsified

1996 6984.570 2437.430
1997 6726.670 2404.330
1998 52,109.53 19,346.47
1999 79,784.10 29,644.90
2000 102,338.1 40,856.93
2001 22,542.07 8584.930
2002 75,868.91 20,278.09
2003 12,747.33 5462.670
2004 12,117.31 7397.690
2005 8025.620 2938.380
2006 8639.090 3554.910
2007 15,909.47 6238.530
2008 15,565.72 10,033.28
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Table A4. Shipments of original and falsified products: Medicine, for sale small scale (in kilograms).

Year Original Falsified

1996 7140.120 3402.880
1997 3721.980 1606.020
1998 1631.590 673.4100
1999 2360.470 818.5300
2000 25,662.14 9946.860
2001 55,775.76 16,261.24
2002 27,512.91 9549.090
2003 22,004.05 7445.950
2004 16,083.69 6314.310
2005 30,502.89 17,907.11
2006 43,727.94 24,332.06
2007 120,884.8 164,090.2
2008 56,326.23 32,061.77

Table A5. Shipments of original and falsified products: Medicine, not for sale small scale (in kilograms).

Year Original Falsified

1996 82,410.42 34,027.58
1997 126,437.3 53,107.74
1998 87,937.55 42,676.45
1999 66,519.33 45,686.67
2000 129,504.3 70,367.69
2001 91,668.09 48,919.91
2002 88,133.77 42,033.23
2003 237,083.1 105,841.9
2004 176,400.2 101,030.8
2005 413,139.4 479,416.6
2006 284,124.9 200,984.2
2007 278,071.7 127,044.3
2008 302,822.2 141,556.8

Table A6. Shipments of original and falsified products: Wound covering materials (in kilograms).

Year Original Falsified

1996 21,680.89 11,375.11
1997 25,731.19 26,771.81
1998 18,485.60 8128.400
1999 10,025.28 6677.720
2000 23,374.10 10,868.90
2001 28,716.47 17,209.53
2002 20,663.89 14,954.11
2003 45,351.56 23,804.44
2004 48,713.34 23,512.66
2005 33,667.00 16,122.00
2006 44,422.59 22,254.41
2007 33,909.00 21,029.00
2008 52,893.00 38,540.00
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Table A7. Shipments of original and falsified products: Blood items (in kilograms).

Year Original Falsified

1996 1007.850 364.1500
1997 12,778.71 11,796.29
1998 6391.800 2106.200
1999 2160.360 838.6400
2000 3251.140 1259.860
2001 3112.780 1131.220
2002 731.4600 370.5400
2003 5704.680 3990.320
2004 16,571.03 6558.970
2005 8564.730 3352.270
2006 1759.190 777.8100
2007 2634.270 1126.730
2008 45,435.90 17,764.10
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