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Agglomeration economies and firm TFP: different effects across industries

Abstract

This paper analyzes the effect of agglomeration economies on firms’ total factor productivity. We

propose the use of a control function approach to overcome the econometric issue inherent to the

two-stage approach commonly used in the literature. Estimations are conducted separately for four

industry groups, defined by technological intensity, to allow for non-uniform effects of agglomeration

economies on firms given their technological level. In addition, R&D is included to account for the

firms’ own efforts to foster productivity through creating and absorbing knowledge. Finally, radii

as well as administrative boundaries are used for defining regions. The results confirm differences

in the strength and even in the direction of agglomeration economies: While urban economies have

the largest effect on TFP for firms in high-tech industries, they have no effect on TFP in low-tech

industries. For firms in the latter industries, however, the variety of the local economic structure

has an impact, while this is irrelevant for the TFP of firms in high-tech industries. Only localization

economies have a positive and significant effect on TFP throughout, but the effect increases with

technological intensity of industries. Throughout, R&D is also found to have a positive effect that

increases with technological intensity.

Keywords: total factor productivity, manufacturing firms, agglomeration economies, spatial

concentration, structural estimation

JEL classification: R11, R12, R15, D24



1. Introduction

The increasing availability of firm-level data allows for testing the effects of agglomerations on

firm performance, thereby enriching the academic literature on agglomeration economies dating

back to Marshall (1920) and Weber (1929). Although the empirical evidence at the micro-level

is not unambiguous, it generally confirms the presumptions: there is evidence of a positive effect5

on employment (Henderson, 1986; Glaeser et al., 1992; Caragliu et al., 2016) and wages (Combes

et al., 2008; Matano and Naticchioni, 2012; Faberman and Freedman, 2016); firms also show higher

labor productivity (Melo et al., 2009, 2017; Ahrend et al., 2017) and more innovativeness (Hervas-

Oliver et al., 2018). However, so far there are few studies at the firm-level analyzing the effect of

agglomeration economies on the total factor productivity (TFP) of firms and the results of these10

studies are mixed.

Moreover, despite the many differences between the studies on firm TFP and agglomeration

economies, the literature on this topic shares four common characteristics: Firstly, all studies apply

a two-stage approach. The first stage envisages the estimate of TFP by means of a production

function. With the exception of Harris and Moffat (2015), agglomeration economies are ignored at15

this stage. Thereafter, the TFP is regressed on the variables of interest in order to (partly) explain

productivity or its development. This causes an issue: It is hard to justify that agglomeration

externalities affect TFP (second stage) while simultaneously pretending that the same variables

are irrelevant when estimating that very TFP (first stage). Secondly, industries are pooled in the

second stage, which implies uniform effects of agglomeration economies on TFP across industries.20

A third common characteristic is, apart from Cainelli and Ganau (2018), the predominant use of

administratively defined regions, such as NUTS-2 or local labor markets (LLMs), and the like.

Finally, none of the studies account for the R&D activity at firm-level and its effect on TFP.

This paper contributes to the literature in several ways. Firstly, using ideas and methods

from the productivity literature allows us to estimate the effect of various agglomeration indicators25

on TFP while estimating TFP and the production function itself. More specifically, a control

function approach along the lines of Ackerberg et al. (2015) is applied, with the agglomeration

indicators directly incorporated into the law of motion that describes TFP. This overcomes the

issue of the classic two-stage approaches. Secondly, we include the R&D activity of firms in the

function explaining TFP in order to account for the firms’ own efforts to create knowledge in30

order to foster their own productivity. Third, regions are once defined according to administrative
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entities and once by distance. Comparing the findings help to assess whether the practice of using

administratively defined regions is critical. Finally, we allow that agglomeration externalities can

affect TFP differently in accordance with the technological intensity of industries.

The analysis is conducted using firm-level data from German manufacturing firms covering the35

2003 to 2014 period. Our main results show that localization economies and urban economies

positively affect TFP. Yet, the results also reveal that the effect is stronger for firms in high-tech

industries than those in medium low-tech or low-tech industries. The effect of stronger competition

is also not equal across firms. In low-tech and medium low-tech industries, stronger competition

seems to unfold negative effects. In more technologically intensive industries, the effect of compe-40

tition is either slightly positive or has no effect at all. Differences between low-tech and high-tech

industries are also found for the variety within industries and across industries. While related

variety impacts firm TFP in low-tech industries, it is essentially irrelevant for TFP in high-tech

industries.

Although the analysis confirms the importance of agglomeration externalities, it also reveals a45

strong persistence of productivity. This persistence is most pronounced in low-tech industries and

the least pronounced in high-tech industries. The analysis also confirms the positive effects of R&D,

thus highlighting the importance of the firms’ own efforts for increasing their TFP. Moreover, the

effect of R&D increases with the technological intensity of industries. The use of different regional

definitions does not lead to decisively different results, proving their robustness. Yet, regional50

proximity affects the strength of the effects of some agglomeration economies. Further robustness

checks include estimations for SMEs and large enterprises only, again confirming the main findings.

The remainder of this paper is organized as follows. Section 2 presents the standard model

applied to date and discusses its main econometric issues. The section also discuss related studies.

Section 3 introduce the empirical approach used in the analysis. The data are described in section 4.55

The empirical results, robustness checks, and a discussion of the limitations are provided in section 5

while section 6 concludes.

2. State of the literature on agglomeration economies and firm TFP

2.1. Benefits of agglomeration economies

Whether spatial concentration of economic activities has advantages is an issue studied by60

regional economics since industrialization. The concentration of firms in dense areas is considered
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beneficial for firms for a large variety of reasons and mechanisms (Duranton and Puga, 2004;

Rosenthal and Strange, 2004). Inter alia, firms benefit from sharing. This refers to the fact that

firms share access to externalities that exist in denser areas. For example, all companies benefit

from a better infrastructure that is built and maintained when more firms are active in the same65

region. Moreover, each firm benefits from the access to local suppliers and service providers whose

numbers and diversity increases as more firms are active. Both the sales and procurement markets

are also bigger.

The advantages of a large labor market are known as matching and labor pooling. It refers to

the fact that a large number of firms within the same industry are usually accompanied by a large70

market of labor qualified for the different jobs within this industry. This makes it easier for firms

to find the necessary number of workers with the specific qualifications when needed. Moreover,

the matching accuracy between the skills needed by companies and the skills of the job-seeking

workforce is better the larger the local labor market.

Another positive externality of agglomeration areas is associated with learning. This refers to75

the creation, diffusion, and accumulation of new knowledge within and between industries. For

all of these learning and innovation processes, agglomeration areas comprising many and diverse

stakeholders offer benefits.

There are a variety of indicators to address these effects in the literature. Yet, it must be

emphasized that no indicator perfectly identifies a single specific mechanisms. Following Marshall80

(1920), Arrow (1962), and Romer (1986), the positive externalities associated with the specializa-

tion of a region on a specific industry are known as MAR externalities or localization economies.

Consequently, the localization economies variable measures the importance of a region for an in-

dustry within a country. However, those benefits that come from density and urbanization, which

are shared by all firms regardless of their industry affiliation, are considered urbanization economies85

(Isard, 1956). Jacobs (1969) argues that technological spillovers have a particularly large effect if

innovation and new knowledge are created in one industry, but then adapted and used within a

different industry. This refers to the learning effect outlined above. Accordingly, the diversity of

the sector structure in a region is beneficial. The literature developed this approach further by

differentiating between related and unrelated variety (Frenken et al., 2007). Finally, Porter (1990)90

argues that innovation and knowledge transfer increases as a result of more intense competition in

a region.

4



2.2. TFP, production functions and agglomeration economies

The starting point of previous analyses on the relationship between TFP and agglomeration

effects is a production function such as:95

Y = ΩF (L,K;β)eε, (1)

where Y is the output, L denotes labor, K capital and Ω the TFP. The vector of parameters is

β while ε is the error term. Implicitly or explicitly, it is furthermore assumed that TFP itself is

described by a function such as:

Ω = G(Z;γ), (2)

where Z contains the variables for agglomeration economies and γ is the vector of parameters.

To date, a two-stage approach is applied to estimate the effect of agglomeration economies,100

that is to estimate γ. The first stage is estimating Eq. (1) in order to obtain the coefficients for

the production inputs (β̂) and with these calculating TFP as Ω̂ = Y − F (L,K; β̂). This initial

estimation is conducted by a variety of different econometric methods, which themselves can have

two or more steps. The TFP, obtained from the estimation of Eq. (1), is used subsequently in the

second stage of the process in order to estimate Eq. (2).105

Such procedure causes two issues. The first is the well-known simultaneity issue first empha-

sized by Marschak and Andrews Jr. (1944). It is caused by the fact that firms know about their

productivity, or at least have some idea about it, consequently choosing their inputs accordingly,

while TFP is an unobserved variable for researchers. TFP is, therefore, part of the error term.

Hence, the actual estimation equation in logs is y = f(l, k;β) + ε with ε = {ω, ε}, whereby ε110

is the i.i.d. error that picks up true measurement error, while ω captures the productivity of a

firm.1 Consequently, the inputs are correlated with the error term causing an endogeneity issue

and, ultimately, leading to biased parameter estimates. It follows that all estimations ignoring this

issue are at risk of biased coefficients for the agglomeration variables in the second stage because

of incorrect input coefficients in the first stage that lead to incorrectly calculated ω̂. In other115

words, from β̂ 6= E(β) it follows that ω̂ 6= E(ω), which causes biased estimates of γ̂. Beginning

with Olley and Pakes (1996), control function approaches have been developed to overcome the

1Note that the introduction of an intercept β0 is not a solution as it just captures the time-constant industry average.
The time-varying and firm-specific parts of the TFP remain in the error term.
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simultaneity issue.2 They have become a powerful and popular technique for production function

estimations (e.g. Aw et al., 2011; De Loecker and Warzynski, 2012; De Loecker, 2013; Doraszelski

and Jaumandreu, 2013; De Loecker et al., 2016).120

The second issue is the correct incorporation of the agglomeration variables in the estimation.

De Loecker (2011) and De Loecker and Warzynski (2012) show that all relevant and observed

variables driving TFP "are required to be included when considering [the] intermediate inputs

[function] as proxy" (De Loecker and Warzynski, 2012, p.2446). Otherwise, the control function

is not properly approximating TFP and, as a result, part of the firm specific TFP remains in the125

error term, thus leading to biased input coefficients. This is in line with the reasoning in Harris

and Moffat (2015). They emphasize that ignoring the agglomeration variables when estimating

the production function in the first stage makes these variables "part of the random error term

ε̂it. Clearly, ... the coefficients on the factor inputs and thus ln ˆTFPit from such an approach [are]

biased because of an omitted variable(s) problem" (Harris and Moffat, 2015, p.1023). As a result,130

all second stage analyses have biased results.

We overcome the simultaneity problem by applying a control function along the lines of Acker-

berg et al. (2015). The second issue is addressed by incorporating agglomeration economies into

the control function when estimating the input coefficients of the production function. In fact, as

shown in the subsequent section, our approach sees the simultaneous estimation of both β̂ and γ̂.135

2.3. Related literature

There is a limited, but growing, micro-level empirical literature on the relationship between TFP

and the different measures for agglomeration economies as outlined above.3 The study of Martin

et al. (2011), which serves as a template for a number of subsequent studies, uses data covering

French manufacturing firms over the 1996 to 2004 period to analyze the effect of localization140

economies, industry diversity, intensity of competition, and urbanization economies on the TFP

of firms. The first stage sees the estimation of a Cobb-Douglas production function by means of

2The literature has a long history of addressing the simultaneity issue. For a comprehensive presentation see Ackerberg
et al. (2007).

3We abstain from presenting studies using solely aggregated data, whether aggregated at the sector level, the regional
level, or both, such as Antonelli et al. (2011) or Beugelsdijk et al. (2018). Studies including agglomeration variables as
standard inputs into a production function (Maré and Graham, 2013; Melo et al., 2009) are also not considered here.
The reason is that regardless of whether the dependent variable is gross output, value added, or labor productivity,
the underlying assumption in such models is that agglomeration economies directly affect the output of firms, just
like labor or capital. By definition, this means that they do not affect TFP.
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the method proposed by Levinsohn and Petrin (2003). This method is itself a two-step approach.

Production function estimations are conducted at the two-digit industry level. After the coefficients

are estimated and TFP is calculated, the agglomeration variables are regressed on the TFP in the145

second stage of the analysis. The agglomeration variables are calculated for 94 departments (NUTS

3 level) and 341 employment areas in continental France. Using OLS and the generalized method

of moments (GMM), urbanization and localization are found to positively affect TFP in most

regressions. In contrast, coefficients of the competition variable are ambiguous while industry

diversity seem to have no effect whatsoever.150

The approach has three main issues that also apply to the studies following Martin et al. (2011).

First, the method of Levinsohn and Petrin (2003) does not solve the endogeneity issue of the

production function estimation, as shown in the seminal and widely recognized study of Ackerberg

et al. (2006). Secondly, the assumptionthat agglomeration economics affects the TFP of firms is

imposed, and this is then tested by estimating the relationship between the respective variables155

and TFP. Yet, simultaneously, the authors pretend that agglomeration economics are completely

irrelevant when they estimate the production function and calculate the TFP. As discussed in the

previous section, this, again, causes an endogeneity issue. Finally, the second stage of the analysis

uses pooled data. This seems to be inconsistent. First the authors assume that industries differ

so substantially in terms of the applied technology, the labor requirements, capital requirements,160

the output markets, and the procurement markets etc. that it is necessary to estimate separate

production functions. But once it comes to the question of how the TFP of firms are affected by

agglomeration variables, e.g. the concentration of an industry in a region, they assume that there

are no differences what so ever between firms from totally different industries.

The study of Martin et al. (2011) has a number of characteristics that are also common to other165

studies on this topic. Firstly, and as already emphasized, is the use of the method of Levinsohn

and Petrin (2003) for estimating the production function and deriving TFP. This is also the case in

Combes et al. (2012), DiGiacinto et al. (2014), Cainelli et al. (2015), and Holl (2016). These studies,

as well as Harris and Moffat (2015) and Cainelli and Ganau (2018), also apply a Cobb-Douglas

specification in the first stage. Moreover, the production function is generally estimated separately170

for each two-digit industry. However, the second stage analyses are not conducted separately,

neither for each two-digit industry nor for industry groups; rather, the data are pooled for the

entire manufacturing industry. This imposes the assumption that the effects of agglomeration
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economies are uniform across all industries. All studies listed here, with the exception of Cainelli

and Ganau (2018), use administratively defined regions, be it NUTS-2 regions, NUTS-3 regions,175

or aggregated NUTS-regions. Moreover, the company’s own R&D activities are generally ignored,

both when estimating the production function as well as in the second stage when agglomeration

variables are used to explain the estimated first-stage TFP. Finally, the agglomeration variables are

also ignored when estimating the production function, thus causing the aforementioned issue. An

exception regarding the last two issues is Harris and Moffat (2015). They include agglomeration180

economies and R&D in the first stage production function estimation. However, they still ignore

R&D in the function that explains the TFP of firms.

The overall picture emerging from existing studies is mixed, with evidence regarding the benefits

of agglomeration economies going multiple ways. Using French data, Combes et al. (2012) find that

firms in denser populated areas have higher TFP, which points to positive effects from urbanization185

economies, while selection due to stronger competition is irrelevant. This is partly in line with the

findings of Martin et al. (2011) on urban economies and competition. Contrary results are found

in Cainelli et al. (2015), which analyze Italian manufacturing firms and use the same variables

definition for competition intensity, localization, urbanization, and diversity as Martin et al. (2011).

They constantly find positive effects for competition while the coefficients for location economies190

are only positive and significant in a very few specifications. The coefficients for urban economies

and diversity are usually not significantly different from zero. The results in Harris and Moffat

(2015) suggest a positive relationship between the population density of regions in the UK, which

serves as indicator for urban economies, and TFP growth in regions. DiGiacinto et al. (2014),

using data from Italian manufacturing firms and defining three regions that capture urban centers,195

industry districts, and others, find that firms in the first two regions have significantly higher TFP.

This is interpreted as support for the beneficial effects of urban economies and location economies.

Cainelli and Ganau (2018), using distances to define regions, analyze the effect of intra-industry

(localization economies) and inter-industry (Jacob) externalities on TFP. They find a positive

coefficient for the intra-industry density measure on short and medium distances, but a negative200

one for the inter-industry density measure on the distances up to 15 km. This is interpreted as

positive effects from localization economies and negative ones from variety. Finally, Holl (2016)

uses data on Spanish manufacturing firms when analyzing the effect of employment density and

population density at the municipal level as well as the distance to the next highway on the TFP
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of firms. She finds that a nearby highway is beneficial as is higher density. The latter points to a205

positive effects of urbanization.

The studies that deviate the most in terms of their econometric approach are Harris and Moffat

(2015) and Cainelli and Ganau (2018). Harris and Moffat (2015) acknowledges that ignoring the

agglomeration variables when estimating the production function in the first stage of the process

lead to biased input coefficients and, as a result, all second stage analyses would also have biased210

results. The authors overcome the issue by including the agglomeration variables together with

further control variables when estimating the production function by means of GMM (Blundell and

Bond, 1998).4 The second part of the analysis consists of regressing the variables capturing urban

economies and regional human capital together with a set of control variables on TFP growth

by means of OLS. Note that TFP growth is no longer firm specific, but rather it is aggregated215

at regional level. We follow Harris and Moffat (2015) by explicitly controlling for agglomeration

economies when estimating the production function. Our analysis deviate substantially by conduct-

ing the analysis separately for industry groups, by using different spatial definitions, by including

R&D as driver of TFP, and by overcoming the classical two-stage approach as described in section 3.

Cainelli and Ganau (2018) is in line with most studies with respect to the first stage of the220

analysis, as they estimate a simple Cobb-Douglas production function per two-digit Italian manu-

facturing industry and obtain TFP from these estimates. While applying the method proposed by

Wooldridge (2009) in order to overcome the simultaneity issue, they do not control for agglomera-

tion economies or R&D effort; therefore the omitted variables problem, as outlined by Harris and

Moffat (2015), remains an issue. However, while all studies listed in this section use administra-225

tively defined regions when constructing the agglomeration variables, Cainelli and Ganau (2018)

deviate by defining three circles around the location of each firm. They use the radii 0 ≤ d5 ≤ 5,

5 < d15 ≤ 15 and 15 < d30 ≤ 30 and calculate a density measure for the inter- and the intra-industry

externalities for each circle. In the second stage, these six regional variables and additional controls

are regressed on TFP growth, which captures the difference in TFP between 2009 and 2012, the230

start and the end of the observation period. Our analysis follows Cainelli and Ganau (2018), by

4Inter alia, they also include R&D when estimating the production function, but referring to a Griliches-type
functional relationship between output and R&D (Griliches, 1979). This approach postulate the functional form
Y = DCαLβKγeλt+u, with K being the knowledge stock, which often is substituted with R&D. In such a specifica-
tion, K directly affects the output but not the TFP. Consequently, firm-specific R&D is not included in the second
part of their analysis.
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applying radii in addition to administratively defined regions. It deviates by not using different

circles simultaneously, by refrain from the classical two-stage approach as outlined in section 2.2,

by overcoming the omitted variable bias when estimating the production function, and by including

the firms’ own R&D effort together with all agglomeration variables in the analysis.235

3. Model and estimation strategy

We follow the literature insofar as we assume that a production function F (·) exists that trans-

forms labor and capital inputs into outputs, as well as a function G(·) that explains TFP and how

it is affected by relevant variables. The function to be estimated, in logs, is shown in Eq. (3):

yit = f(lit, kit, cit;β) +
εit︷ ︸︸ ︷

ωit︸︷︷︸
g(Z;γ)

+εit, (3)

where i and t capture the firm and time dimension, respectively, to account for the panel structure240

of the data.

We deviate from the aforementioned studies by following the productivity literature for mod-

elling and estimating the relationship between TFP and the covariates which capture the character-

istics of agglomerations. As in Aw et al. (2011), Doraszelski and Jaumandreu (2013) or De Loecker

et al. (2016), covariates that directly affect TFP are included in the law of motion explaining TFP.245

As shown subsequently, the elasticities of functions f(·) and g(·) are estimated simultaneously using

a control function approach along the lines of Ackerberg et al. (2015).

Since the seminal paper of Levinsohn and Petrin (2003), control function approaches utilize the

assumption of an intermediate input demand function (mit = ht(..., ωit)) with certain character-

istics. These are, inter alia, that the intermediary input mit is a fully flexible input, TFP (ωit)250

is the only unobserved state variable in ht(·) and ht(·) is strictly monotonic in ωit. Because of

these assumptions, ht(·) is invertible and allows to obtain a function that serves as proxy for the

unobserved TFP in Eq. (1), i.e. ωit = h−1
t (...,mit) .5 Apart from the intermediate input, capital

and labor are also included in the control function. The latter dates back to the seminal paper of

Ackerberg et al. (2006, 2015) in which the authors prove that "lit is functionally dependent on kit,255

mit and t" (Ackerberg et al., 2015, pp. 2423), which is why identification of the labor coefficient

5See Levinsohn and Petrin (2003) for the proof of invertability.
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in the first step fails as it is done in Levinsohn and Petrin (2003). Moreover, De Loecker and

Warzynski (2012) states that all variables observed and relevant to the TFP should be included in

the proxy function. This leads to the proxy function ωit = h−1
t (lit, kit,mit, zit), where the vector

zit captures additional variables. Furthermore, the "exact variables to be included in zit depend on260

the application but will definitely capture variables leading to differences in optimal input demand

across firms" (De Loecker and Warzynski, 2012, p.2446). If the general premise is correct that

agglomeration economies affect companies and their productivity in many different ways, then the

respective agglomeration variables belong into zit.

By substituting the unobserved TFP with h−1
t , and after including the variables for agglomer-265

ations economies, the function to be estimated in the first-step of the control function framework

is:

yit = ϕt(lit, kit,mit, rit, zit) +Xθ + εit, (4)

with ϕt(·) ≡ f(lit, kit;β) + h−1
t (lit, kit,mit, rit, zit). Note that we also include R&D in function

h−1
t , because the firms’ own R&D efforts positively affect its TFP, as shown by Aw et al. (2011),

Doraszelski and Jaumandreu (2013), Kancs and Siliverstovs (2016), and others.6 This also takes270

into account that "firms are neither equally equipped to receive knowledge nor homogeneously

willing to serve as sources of spillover" (Cainelli and Ganau, 2018, p.923). By including R&D, our

analysis actually controls for this ability and willingness. This goes beyond previous studies on

the relationship between agglomeration economies and the TFP of firms. At this stage, additional

control variables (X) are included, such as legal form, year, and an east dummy.275

Eq. 4 is estimated as first step of the control function approach using OLS. Because the func-

tional form h−1
t is unknown, we follow the literature and use a polynomial as a proxy. As pointed

out before, the input coefficients obtained from this estimation are not identified, thus requir-

ing a second step. Control function approaches impose the assumption that TFP in t is deter-

mined by past experiences summarized in the information set Iit−1 and a shock to productivity

(ωit = E[ωit|Iit−1] + ξit). The shock ξit is assumed to be random, which is why it is uncorrelated

with the information set (E[ξit|Iit−1] = 0). Following the literature, ωit is governed by a first-order

Markov process and also driven by other relevant state variables. Assuming a linear relationship

6There is a large literature on the relationship between R&D and the productivity of firms as well as the direct effect
of R&D on firm performance that is not discuss here. Ugur et al. (2016) and Møen and Thorsen (2015) provide an
overview and conduct meta analyses confirming the beneficial effect of R&D.
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between R&D effort, agglomerations economies, and TFP, this yields:

ωit = g(ωit−1, rit−1, zit;γ) + ξit

= γ0 + γ1ωit−1 + γ2rit−1 + γ3z1,it + γ4z2,it + ...+ ξit. (5)

Estimating Eq. 5 is hampered by the fact that TFP is still unknown. Yet, from ϕt(·) = f(lit, kit;β)+

h−1
t (·) and ωit = h−1

t follows

ϕt = f(lit, kit;β) + γ0 + γ1
[
ϕt−1 − f(lit−1, kit−1;β)

]
+ γ2rit−1

+ γ3z1,it + γ4z2,it + ...+ ξit. (6)

Eq. 6 is estimated by means of GMM in an iterative process that minimizes the error term using

starting values for input coefficients and ϕ̂t calculated in the first step of the process. Note that

by estimating Eq. 6, not only are the input coefficients (β̂) obtained, but also, simultaneously, the

coefficients for the agglomeration variables (γ̂).

For the coefficients to be consistent, the variables need to be orthogonal to ξit, which is un-280

observed and, therefore, part of the error term. Identification is based on timing assumptions

regarding the firms’ decisions for the different inputs. Ackerberg et al. (2015) show that contem-

poraneous labor is a rather flexible input and that this creates an issue: even if labor is considered

less flexible than material7 and even if firms decide upon its use after t − 1 but before t, hence

at t − b with 0 < b < 1, it is still at least partly influenced by ξit. Therefore, the authors advise285

to use lagged labor as an instrument because the decision regarding its use is taken at t − b − 1

and, thus, lit−1 is not correlated with ξit. The same reasoning holds for R&D (see Aw et al., 2011;

Doraszelski and Jaumandreu, 2013; Kancs and Siliverstovs, 2016). Since Olley and Pakes (1996),

it is assumed that a firm’s decision on investing is taken in t− 1 but fully implemented in t, which

is why kit is uncorrelated with ξit. Finally, we impose the assumption that location is exogenous to290

the firm, which is why all contemporaneous agglomeration variables are orthogonal to ξit. Hence,

the following moment conditions apply: E[ξit|W t] = 0 with W t = {lit−1, kit, rit−1, zit}. Following

the bulk of the literature, f(·) is assumed to be a Cobb-Douglas function.

7This is a necessary assumption.
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4. Data

4.1. Datasets295

The analysis uses the AFiD-Panel manufacturing firms, which contains the Cost Structure

Survey for manufacturing firm (CS), the Investment Census for manufacturing firms (IC), and

the Annual Report for manufacturing firms (AR). The data are collected and processed by the

German Federal Statistical Office and the Statistical Offices of the Länder.8 The three datasets

are combined by the Statistical Office using unique firm IDs. Konold (2007), Koch (2007), and300

Fritsch et al. (2004) provide a detailed discussions of the datasets.9 The combined dataset covers

the 2003 to 2014 period. It is enriched with deflator series for material, value added, and capital as

well as deprecation rates at the two-digit industry level. These data are provided by the Statistical

Office. The georeference codes of municipalities, the assignment of communities to the individual

administrative units, i.e. NUTS-2 or NUT3-regions, are provided by the Federal Institute for305

Research on Building, Urban Affairs and Spatial Development (BBSR).10 In the following, we

focus on data preparation and on those characteristics of the datasets that are relevant for the

analysis.

The AR is a census of all manufacturing and quarrying firms with at least 20 employees. In some

industries, the threshold is 10 employees because of the size structure of the respective industries.11310

It contains only a few items, among them, the number of employees in each firm. Due to its full

coverage of the manufacturing industry, the employment numbers from the AR are used to calculate

the different indicators for agglomeration economies as described in section 4.2.

The IC is also a census of all manufacturing and quarrying firms with a threshold of 20 or,

in some industries, 10 employees. It covers the investment of firms, which are used to calculate315

the physical capital stock per firm. This is done with the perpetual inventory method (PIM)

in the version used by the OECD. In this version, the initial capital stock is the average of two

separately calculated initial capital stocks. The first utilizes the steady state assumption and, thus,

is calculated as the ratio of the lowest investment observed over the depreciation rate. The second

is the product between the observed labor and the capital-labor ratio at the two-digit industry level320

8Hereafter, we use the term Statistical Office for simplicity.
9See also www.forschungsdatenzentrum.de for details on the data and for data access.
10For more information, see https://www.bbsr.bund.de/BBSR/EN/Home/homepage_node.html.
11The share of employees working in firms with less than 10 total employees in the German manufacturing industry
is 7 percent.
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as provided by the Statistical Office.

The CS contains a full census of all firms with more than 500 employees and a representative

sub-sample for firms with 20-499 employees. The latter is held constant for four years before a

new sub-sample is drawn. The CS provides the data on the number of employees, value added,

consumption of raw materials and supplies, R&D activities, as well as data on the legal form, the325

federal state, and the industry code.

For privacy reasons, firm-level data do not contain the individual address of firms. Yet, the data

include the so called "Amtlichen Gemeindeschlüssel" (AGS). This is an 8-digit code that is unique

for each municipality.12 Thus, each firm can be assigned to a municipality and each municipality

to a region.330

4.2. Indicators of agglomeration economies

Regions are defined in two ways. Firstly, we make use of administratively defined regions,

namely the 96 "Raumordnugsregionen" (ROR).13 These regions are made up of NUTS-3 regions

and are constructed such that they capture an economic center and its surrounding. The affiliation

of a municipality to an ROR is determined by commuter flows, political structures, central services,335

etc., and set by the BBSR. The BBSR provides the table containing the municipalities per ROR.14

Each firm is assigned to one of the 96 ROR, based on the 8-digit AGS code of the municipality

where the firm is located.

Such a definition comes at a cost though: the well-known modifiable areal unit problem (MAUP)

(Openshaw, 1984). It also refers to the issue that all agglomeration indicators – when constructed340

for regions such as RORs (or NUTS-1 region, NUTS-2 regions, etc.) – ignore all information from

neighboring regions and the firms therein. It means, for example, that the RORs that surround

Berlin, which is the largest city in Germany and an own ROR,15 will very likely have indicator

values that are close to those in truly rural areas. However, Berlin is essential for the majority

of firms located in these ROR, which encircle the city completely. It is not just the major sales345

market, it is also the place where a large number of their partners and competitors are located.

12Figure A.1 in the appendix provides a visual overview of the municipality.
13Figure A.2 in the appendix provides a visual overview of the ROR.
14The ROR are largely compatible with the German metropolitan areas as defined by the OECD (2012).
15While the concept of a center and its surroundings is generally applied for the definition of RORs, the BBSR ignores
it with respect to Berlin, Bremen, and Hamburg. Each of these cities is an own ROR, but without the surrounding
countryside. Political considerations related to the German Federalism underlie this issue. Nevertheless, the MAUP
is a general issue that applies to all ROR, not just to Berlin.
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The second approach for defining regions, therefore, adapts the idea of Cainelli and Ganau

(2018) and make use of radii. The georeference codes of the municipalities are used instead of the

georeference codes of the firms, because latter is not included in the dataset due to the privacy

policy rules of the statistical office. The codes are provided by the BBSR and are part of the350

external information added to the data.

We apply the QGIS program and, essentially, draw a circle around each municipality using

either a 10 km or a 25 km radius. All municipalities within the respective radius are part of the

region that is defined by a municipality and the radius.16 Besides addressing the MAUP issue,

the use of a small region (10 km) also addresses the question if agglomeration externalities have355

different effects in smaller regions.

Based on Martin et al. (2011), we construct the following indicators for agglomeration economies

for each region, regardless of the spatial definition applied:

Localization economies. The externalities that come with a high concentration of firms in the same

industry in a region are understood as localization economies. The variable is defined as360

LOCjkit =
∑
iEMP jkit − EMP jkit∑

i

∑
k EMP jkit

, (7)

where EMP jkit is the number of employees in firm i at time t in a two-digit industry j and region k.

The denominator is the sum of all employees working in industry j at time t in the entire country.

In other words, the variable measures the region’s share of employment in an industry, corrected

for the number of employees in the firm under consideration. The variable varies by firm, time,

region and two-digit industry.365

Competition. The variable PORjkit captures regional competition intensity among firms in an in-

dustry j at time t in region k. It is calculated by means of the inverse of the Herfindahl index of

employment concentration:

PORjkit = 1∑
i(
EMP jkit
EMP jkt

)2
, (8)

16The georeference code refers to the center of a municipality. Hence, a municipality is only assigned to a region if
its center is within the respective radius.
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where EMP jkt is the sum of all employees working in industry j at time t in region k. The variable

varies across regions, industries and time, but is identical for all firms within a specific two-digit370

industry in a region at time t.

Urbanization economies. Population density, measured as inhabitants per square kilometer, is reg-

ularly used as indicator for urbanization economies. For firm i at time t that is located in region

k and active in the two-digit industry j, the urbanization economies variable is defined as:

URBjk
it = Inhabitantskt

(kmk)2 . (9)

Given this definition, all firms in a region, regardless of their industry affiliation, face the same375

population density. Thus, the variable varies across time and regions.

Related and unrelated variety. In contrast to Martin et al. (2011), which only uses a single variable

to capture diversity, we follow Basile et al. (2017) and distinguish between related and unrelated

variety. The related variety is measured by means of the inverse of the Herfindahl index of employ-

ment using the shares of the four-digit industries o within a two-digit industry j in a region k at380

time t. Accordingly, the variable is defined as:

V Rjkit = 1∑
o(
EMP okt
EMP jkt

)2
(10)

where EMP okt is the sum of employment in each four-digit industry o in region k at time t,

whereby only that four-digit industries o are considered that belong the two-digit industry j that

firm i belongs to. Simply put, it measures the diversity within a two-digit industry in a region.

The variable varies over time, region, and two-digit industry. The unrelated variety uses the shares385

of two-digit industries j in region k at time t:

V URjkit = 1∑
j(
EMP jkt
EMPkt

)2
, (11)

where EMP kt is the sum of all employees working in region k at time t, whereas EMP jkt is the sum

of all employees working in industry j at time t in region k. It measures the diversity of two-digit

industries within a region. The variable varies over time and regions.

16



4.3. Descriptive Statistics390

The unprocessed dataset contains 467,397 observations for the 2003 to 2014 period. The obser-

vations from the Annual Report are used to construct the indicators for agglomeration economies.

The production function estimations, however, are limited to those firms that are simultaneously

part of the investment census and the cost structure survey, as these datasets contain the produc-

tion function inputs and the value added. As shown in Table B.2 (column IS&CS), this limits395

the number of observations that can be used in the production function estimation to roughly

186,000. From this dataset, a few industries are dropped, such as mining, mainly because of too

few observations.17

Table 1: Descriptive statistics

Variable Description (unit) P5 Mean Median P95 Std. Dev. N

Yit Value added (1000 Euro) 836.11 22294.45 4546.03 67406.55 210720.74 174,863
Lit Employees 26 290.13 89 859 2160.98 174,863
Kit Capital (1000 Euro) 1544.6 46148.81 8810.37 134451.34 420673.86 174,863
Mit Material (1000 Euro) 391.41 38993.36 5082.96 114146.8 484444.42 174,863
Rit R&D 0 0.44 0 1 0.5 174,863
URBjk

it Urbanization 130.53 537.6 302.94 1519.2 596.82 174,863
PORjk

it Porter 2.22 16.79 10.62 50.04 18.73 174,863
V URjk

it Unrelated variety 3.8 8.87 9.17 12.82 2.55 174,863
V Rjk

it Related variety 1.24 4.02 3.47 8.4 2.24 174,863
LOCjk

it Localization 0.18 2.25 1.23 7.59 3.25 174,863

Source: Research Data Centres of the Federal Statistical Office and the Statistical Offices of the Länder, 2003-2014; own
calculations.

Following Cainelli et al. (2015) those observations that are below the 0.5 percentile or above

the 99.5 percentile in terms of the labor and capital productivity are dropped as outliers. This is400

done separately for each two-digit industry. Finally, all observation with missings in the relevant

variables are also dropped. Material, value added, and capital (the respective investments) are

deflated with respective series per two-digit industry. The final dataset used in the production

function estimations is an unbalanced panel with 174,863 observations. Table 1 shows the main

17We follow Richter and Schiersch (2017) and drop observations from the mining industries, from manufacturing of
tobacco products (C12), and from manufacturing of refined petroleum products (C19). The number of observations
is insufficient in these industries, which leads to conflicts with the privacy policy rules applied in the Statistical
Offices. We also drop manufacturing of other transport equipment (C30). The industry is quite heterogeneous as
it includes shipbuilding, train manufacturing, aircraft construction, truck construction, as well as construction of
rockets and satellites. This results in implausible estimates for labor and capital.
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descriptive statistics.405

The variables of interests are characterized by high variation. R&D activities are reported for

just 44 percent of the firm/year observations. The descriptive statistics at the two-digit industry

level reveal an even stronger heterogeneity, with a share of 10 percent in industry C10 (Manufactur-

ing of beverages) and a share of 75 percent in industry C26 (Manufacturing of computer electronic

and optical products). The population density ranges from less than 130 inhabitants per square410

kilometer to more than 1,500. The dataset contains municipalities with a value of 2.25 or less in

the Porter variable, pointing to a high concentration within these municipalities. At the same time,

the value of 50 signals a very low concentration as the respective value for the Herfindahl index

is 0.02. Similar pictures of high heterogeneity can be found regarding the related and unrelated

variety as well as the for the localization variable.415

5. Results

5.1. Main Results

Following Eurostat, four groups of industries are created in accordance with the technological

intensity: high-technology, medium high-technology, medium low-technology, and low-technology

industries.18 The estimations are conducted separately for each group as well as for the pooled420

data. In each case, industry dummies for two-digit industries are included as additional controls

in X.

Table 2 shows the estimation results when the indicators of agglomeration economies are con-

structed for RORs. The first two rows contain the coefficients for labor and capital. The remaining

rows contain the coefficients for the variables in the law of motion (g(·)). The coefficients for labor425

and capital are significant and have a magnitude within reasonable ranges in all estimations.

Column (5) contains the results for estimations across all industries. All indicators for agglomer-

ation economies as well as R&D and past TFP have significant coefficients. Importantly, the firms’

own R&D activity prove to be an important driver of TFP, despite controlling for the knowledge

effects that come through the agglomeration externalities. Hence, supporting firms in their R&D430

activities is a meaningful economic policy. Yet, even after controlling for the firms’ own knowledge

18See Table B.1 for the list of industries and the assignment of industries to the different groups. We also refer to
http://ec.europa.eu/eurostat/statistics-explained/index.php/Glossary:High-tech_classification_of_
manufacturing_industries.
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creation, agglomeration economies remain important too. Location and urbanization economies

positively affect TFP. This also holds for related and unrelated variety, the latter, however, only at

the 10% level. In contrast, the effect of additional competition is negative. Finally, the coefficient

of lagged TFP reveals a high persistence of productivity.

Table 2: Elasticities of production inputs and variables in the law of motion; technology groups; regions: ROR

(1) (2) (3) (4) (5)

low-tech medium
low-tech

medium
high-tech high-tech All

production function f(·) – output elasticities (β̂)

labour 0.624*** 0.773*** 0.780*** 0.93*** 0.715***
(0.00691) (0.00524) (0.00556) (0.01349) (0.00353)

capital 0.410*** 0.282*** 0.286*** 0.136*** 0.332***
(0.00713) (0.00459) (0.00489) (0.01196) (0.00323)

law of motion g(·) – elasticities regarding TFP (γ̂)

TFPt−1 0.982*** 0.944*** 0.938*** 0.923*** 0.958***
(0.00108) (0.00165) (0.00175) (0.00403) (0.0008)

R&D 0.0043*** 0.0037*** 0.0064*** 0.0201*** 0.0067***
(0.00051) (0.00047) (0.00059) (0.0017) (0.00029)

URB 0.0000 0.0026*** 0.0014*** 0.0053*** 0.0015***
(0.00029) (0.00032) (0.0004) (0.00087) (0.00019)

LOC 0.0006** 0.0009*** 0.001*** 0.0033*** 0.0005***
(0.00024) (0.00026) (0.00026) (0.00064) (0.00014)

POR -0.0024*** -0.0015*** 0.0029*** 0.0004 -0.0019***
(0.00033) (0.00032) (0.00057) (0.0012) (0.00021)

VUR 0.0012* -0.0022*** 0.002** -0.0022 0.0007*
(0.00061) (0.00066) (0.0008) (0.00175) (0.00039)

VR 0.0013** -0.0018*** -0.0054*** 0.0014 0.0012***
(0.00056) (0.00063) (0.00082) (0.00191) (0.00033)

Constant 0.111*** 0.42*** 0.456*** 0.666*** 0.281***
(0.00672) (-0.0122) (-0.0128) (-0.036) (0.00546)

N 43,911 42,172 41,286 8,025 135,394

Notes: * significance at p < .1 level, ** significance at p < .05 level, ***Significance at p < .01 level.
East/West, year, industry and legal form are controlled for in the first stage of ACF procedure.
Hansen-Test results are not reported as the p-value is always close 1, as it needs to be the cases
in GMM specifications with as many instruments as variables.
The number of observations drops in comparison to Table 1 because two subsequent observations
per firm are required due to the lag structure imposed.

435

Beyond these average effects, the analysis, for the first time, allows for assessing the hetero-

geneity of agglomeration economies regarding their effect on TFP across different sectors within

the manufacturing industry. To begin with, such heterogeneity is found with respect to the fac-

tors directly under control of the firms: the TFP in low-tech sectors is determined the most by
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the previous period TFP, while TFP has a considerably lower persistence in high-tech sectors. A440

company’s own research and development activities have, by far, the strongest effect on TFP in

high-tech industries. In medium high-tech sectors, the impact of R&D is lower than in high-tech

sectors, but still noticeably higher than in low-tech and medium low-tech industries.

Considerable differences are also found for urbanization. The level of urbanization has the

largest impact on TFP in high-tech industries, followed by medium low-tech and medium high-445

tech sectors. Among other potential reasons, this suggests that public research and education

activities, which are concentrated in large population centers with high population densities, are

likely to generate positive productivity effects. Another argument in favor of this interpretation

is that urbanization benefits do not affect firm TFP in low-tech industries that rely little on such

environment. The MAR externalities have a similar sectoral pattern, with the strongest effect450

in high-tech industries and the lowest coefficient for low-tech sectors. The positive coefficients

throughout support the presumption that clustering has positive externalities.

Large differences are found for the remaining indicators. While the regional intensity of com-

petition has negative effects in low-tech and medium low-tech industries, there is no or even a

slightly positive effect in the remaining industry groups. It follows that regional competition is455

rather unimportant for most of the export-oriented and globally active industries. By contrast, the

phenomena of ruinous competition seems to come to bear in rather domestically oriented, low-tech

industries.

Large sectoral differences are also found for the diversity variables. A large intra-sectoral (VR)

and inter-sectoral (VUR) variety has a positive impact on firms in low-tech industries. As these460

are industries with rather simple technical and less knowledge-demanding requirements, they might

actually gain from knowledge created by others and then adapted for use in a much more simplistic

form given their less demanding operations. At the same time, the indicators for related and

unrelated variety are not significantly different from zero in the high-tech industries. This might

be driven by the fact that these are usually firms with very specific technologies aiming at specific465

niche markets. For these firms, own knowledge creation seems to be more important.

Summing up, the results in Table 2 confirm that agglomeration externalities are relevant factors

for the firms’ TFP development. Yet, they also show that R&D remains an important driver for

TFP. Moreover, the results reveal and highlight that agglomeration externalities have distinctly

different effects for companies in different industries and there is not just the one - positive or470
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negative - effect of a specific agglomeration externality.

Table 3: Elasticities of production inputs and variables in the law of motion; technology groups; regions: 10km radii

(1) (2) (3) (4) (5)

low-tech medium
low-tech

medium
high-tech high-tech All

production function f(·) – output elasticities (β̂)

labour 0.628*** 0.729*** 0.768*** 0.892*** 0.693***
(0.01327) (0.01091) (0.01019) (0.02437) (0.00588)

capital 0.427*** 0.303*** 0.291*** 0.154*** 0.361***
(0.0116) (0.00848) (0.00989) (0.02195) (0.00544)

law of motion g(·) – elasticities regarding TFP (γ̂)

TFPt−1 0.98*** 0.948*** 0.94*** 0.884*** 0.956***
(0.00179) (0.00273) (0.00302) (0.00859) (0.00137)

R&D 0.0017** 0.0033*** 0.0078*** 0.0303*** 0.006***
(0.0008) (0.00085) (0.00105) (0.00346) (0.00047)

URB 0.000 0.0028*** 0.0013* -0.0013 0.0017***
(0.0004) (0.00048) (0.00065) (0.00189) (0.00028)

LOC 0.0003 0.0011*** 0.0016*** 0.0073*** -0.0001
(0.00031) (0.0004) (0.00048) (0.00147) (0.00021)

POR -0.0007** -0.0015*** 0.0006* 0.0007 0.0000
(0.00029) (0.00032) (0.00035) (0.00109) (0.00018)

VUR -0.0004 -0.0008 -0.0011 -0.0002 -0.0011***
(0.00046) (0.00056) (0.00079) (0.00219) (0.00033)

VR 0.0012*** 0.0003 -0.0011*** -0.0041*** 0.0003*
(0.0003) (0.00034) (0.00037) (0.00114) (0.00019)

Constant 0.115*** 0.374*** 0.44*** 1.118*** 0.276***
(-0.0105) (-0.0198) (-0.0226) (-0.0814) (0.0092)

N 16,000 14,825 14,941 2,559 48,325

Notes: * significance at p < .1 level, ** significance at p < .05 level, ***Significance at p < .01 level.
East/West, year, industry and legal form are controlled for in the first stage of ACF procedure.
Hansen-Test results are not reported as the p-value is always close to 1, as it needs to be the cases
in GMM specifications with as many instruments as variables.

As pointed out before, the results shown so far might be affected by the chosen regional defini-

tion. The analysis, therefore, not only distinguishes between sectors, but also makes use of different

spatial delineations. Table 3 shows the estimation results when regions are demarcated by the dis-

tances, here by a radius of 10 kilometers. Overall, the results using radii do not differ much from475

those using a functional-administrative spatial delineation. Urbanization and localization advan-

tages have, if statistically significant, the theoretically expected positive effect on TFP. In fact, the

comparison with Table 2 reveals that the effects of localization is larger for high-tech and medium

high-tech industries, suggesting that a higher concentration of similar firms in the immediate vicin-
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ity is particularly important for the localization effects to come into effect. This supports the idea480

of setting up clusters, especially for high-tech industries. At the same time, unrelated variety is

barely detectable in the different industry groups. Hence, a large variety of different industries in

close proximity to a firm is not relevant for its TFP. The coefficients of the remaining variables are

mostly in the same direction and range as in Table 2. Overall, the comparison between Table 3

and Table 2 reveals that different regional definitions are not decisively changing the results. Yet,485

it also shows that regional proximity affects the strength of the effects.

5.2. Robustness

The use of different regional definitions serves as a first robustness check. The similar results

confirm the general notion that agglomeration economies affect the TFP of firms, but they also

highlight that these effects differ between industries. Additional robustness checks include the490

separate estimations for SMEs and large firms as well as the use of a different radius.

Figure 1 compares the coefficients of each variable in function g(·) for estimations conducted

with the full sample (All), a sub-sample for firms with less than 100 employees (SME) and a sub-

sample for firms with more than 100 employees (LE).19 In these three estimations, the regions are

defined as ROR. In addition, the figure contains the coefficients of estimations in which the regions495

are defined according to radii (10 km and 25 km). For reasons of space, Figure 1 only contains

the coefficients for estimations that include all industries. The estimation results for each industry

group are shown in Figure A.3 to Figure A.6. The dots in the figures represent the point estimates,

while the 1.65 times the standard deviations defines the whiskers.20 These whiskers show whether

two coefficients are different from each other or from zero.500

As the first panel in Figure 1 shows, the coefficients of R&D are always significant and positive

with similar magnitudes in the different estimations. The coefficients for urban economies are also

always positive and significant. Yet, the effect is stronger for SMEs compared to large firms. The

coefficient of localization economies is insignificant in the subsample of SME and when radii are

used to define the regions. However, as already discussed when comparing the results in Table 3505

and Table 2, this is only the case in estimations for the entire manufacturing industry (column 5).

19The threshold is set such that the two subs-samples are more or less of equal size. Applying the Eurostat thresholds
for SMEs and large firms was not meaningful. The numbers for large companies was too low in many industries,
resulting in instable estimation, non-convergence of GMM and similar issues.

20The multiplier is chosen such that 90% of all observations lie within the range of x̄± 1.65 · σx. Accordingly, values
outside this range are not drawn from the distribution defined by x̄ and σx with a probability of 10%.

22



Figure 1: Point estimates and 1.65 of sd; manufacturing industry; regions: ROR & radii
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The coefficient for localization is positive and mostly significant in estimations for industry groups.

This holds for different size definitions as well as spatial definitions as revealed in Figure A.3 to

Figure A.6. The same reasoning applies to the coefficients of the Porter variable. In Figure 1,

the Porter variable is negative and significant in all estimations based on ROR, but insignificant510

if radii are used. At the industry group level, this difference between the spatial definitions is no

longer as pronounced as in Figure 1. Apart from the medium-high-tech industries, the coefficients

of the Porter variable are either all negative and significant or all insignificant (see Figure A.3 to

Figure A.6).

The coefficient of related variety in Table 2 is significant only because of its effect on large515

firms. As Figute 1 reveals, the coefficient is no longer significantly different from zero for SMEs.

In contrast, for different regional definitions, the coefficient remains to be positive and significant,
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which supports the results in Table 2. The coefficient for unrelated variety, on the other hand,

is less stable. This is also the case when comparing the coefficients in estimations for separate

industries (see Figure A.3 to Figure A.6).520

Summing up, by and large the robustness checks confirm the main results. In addition, they

highlight two points: First, if there are differences, then they are most pronounced between es-

timations for different spatial definitions. This indicates that agglomeration economies are not

strictly the same given different regional proximity. This supports the findings of Cainelli and

Ganau (2018). Secondly, while agglomeration economies have slightly different effects for SMEs,525

these differences are often not very pronounced. SMEs, thus, benefit in the same way as large firms

from agglomeration economies.

5.3. Limitations

Studies on agglomeration economies face several econometric issues and limitations, some of

them directly related to the use of regionally defined variables, while other are more general. These530

are, mainly: prices biases, selection of surviving firms, reverse causality, and the chosen regional

unit. These are briefly discuss in what follows.

The omitted price bias is an issue common to all production function estimations that make use

of deflated monetary values instead of physical quantities. If input or output prices differ between

firms, but industry price series are applied for deflating monetary variables, as it is commonly done,535

the estimations are exposed to the risk of the input price bias or the output price bias. See Klette

and Griliches (1996), Foster et al. (2008), Collard-Wexler and Loecker (2016), Grieco et al. (2016),

and De Loecker et al. (2016) on this issues. Our analysis is only partially confronted with the

problem that comes from different input prices because the input variables used in f(·) or g(·) are,

apart from capital, non-monetary.21 The output price bias stems from unobserved differences in540

output prices between firms. This affects the error term and can lead to biased coefficient if inputs

are correlated with these price differences. Given that input and output price information at the

firm-level is missing in our data, we cannot rule out that our estimations are affected by either or

both of these issues. Following De Loecker and Goldberg (2014), if capital is indeed subject to the

input price bias, the respective coefficient would be most likely underestimated and, consequently,545

21Material is less of an issue because its coefficient is not estimated due to the fact that the analysis relies on a
value-added production function. Material is only used in the proxy function, which is not designed to provide
consistent coefficients and is not used for calculating the TFP or for interpretation.
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TFP would be overestimated. In this case, the coefficients of the variables in function g(·) might

be upward biased. Yet, the direction of the output price bias is unclear and can well offset the

input price bias (De Loecker, 2011; Foster et al., 2008). Moreover, the capital and labor coefficients

show reasonable magnitudes, with the capital coefficients rather at the upper end of comparable

estimations in the literature. Hence, while we cannot explicitly rule out that our analyses are550

affected by price biases, there is little indication that this issue is so massive that our main results

are no longer valid. Another general problem is the selection bias, which results from the fact

that only surviving companies are observed (Olley and Pakes, 1996). As shown by Levinsohn and

Petrin (2003), however, the selection bias is a relevant issue in balanced panel but not in unbalanced

panels. Because making use of the latter, we do not consider selection bias to be a relevant issue555

in our analysis.

Reverse causality addresses the question of whether higher TFP can positively affect agglom-

eration characteristics. It is, in other words, a question of whether the relationship between pro-

ductivity and agglomeration economies is strictly unidirectional. While Graham et al. (2010) find

support for a bidirectional relationship, Cainelli et al. (2015) find no empirical evidence that TFP560

affects localization economies etc. We argue that TFP could only affect regions in the longer run,

which is why our analysis should be less affected by this problem.

Finally, the chosen geographical unit is another well-known issue of studies on agglomeration

economies. Our analysis makes use of different regional definitions to overcome it. As the previous

section proves, our main results are not affected by it. However, the analysis face the limitation565

that the data only contain the coordinates of the municipalities. Municipalities which partly belong

within a radius are ignored as long as the coordinate, which usually refers to the center of a

municipality, is not within the radius. Thus, our radii based spatial definition is imperfect.

6. Conclusion

Using data from German firms in the manufacturing sector, this study analyzes the effect of570

agglomeration externalities on firm-level total factor productivity (TFP). The analysis is conducted

separately for industry groups that are defined by their technological intensity in order to allow

for non-uniform effects of agglomeration economies. Furthermore, R&D activities and past TFP

are allowed to affect current TFP. The econometric approach overcomes the hitherto widely used

procedure of separating the estimation of the production function, in order to obtain TFP, from575
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the estimation of the effect of agglomeration externalities on TFP. We discuss the econometric

issue resulting from such an approach and propose the use of a control function approach that

simultaneous estimates output elasticities as well as the effects of several agglomeration externalities

on TFP.

The results reveal that TFP, as the bundle of all past experiences and firm characteristics,580

only changes slowly. This is reflected in the strong persistence of productivity. However, the more

dynamic and demanding the technological environment firms operate in, the more dynamics one

sees in TFP. Consequently, persistence is most pronounced in low-tech manufacturing industries

and the least pronounced in the high-tech manufacturing industries. Furthermore, the results

confirm the positive effect of R&D, thus confirming the importance of the firms’ own efforts for585

increasing their TFP. In line with the findings for persistence, the effect of R&D increases with the

technological intensity of industries.

Despite the importance of firm inherent aspects, the analysis confirms that agglomeration

economies remain important for TFP. The analysis also reveals, though, that the effect differs

strongly between firms in industries with different technological intensities. Urban economies are590

found to have the largest effect on TFP for firms in the high-tech industries. TFP of firms in

low-tech industries, on the other hand, are not affected at all by urban economies. For firms in the

latter industries, however, the variety of the local economic structure has an impact, while this is

irrelevant for the TFP of firms in high-tech industries. The effect of stronger competition is also

not equal for all firms. In low-tech and medium low-tech industries, stronger competition seems595

to unfold negative effects. Only localization economies have positive and significant effect on TFP

throughout, but the effect increases with the technological intensity of industries.

These findings should be seen in the light of the potentials and limitations of regional economic

policies. They show that the level of TFP in firms is affected not just by R&D, which is supported

through various subsidy programs at national level, but also the regional environment. Thus,600

regional economic policies can provide additional support and create a favorable environment.

Inter alia, cluster policies are an instrument increasingly used for this purpose in regional economic

policies in the US and in Europe (Delgado et al., 2010; Falck et al., 2010; Sternberg et al., 2010;

Duranton, 2011). Our industry-specific results suggest that supporting the development of spatially

concentrated high-tech clusters is especially promising. Firstly, firms in these industries benefit605

the most from the external effects of agglomeration of firms of the same industry in a region
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(localization benefits). Secondly, additional positive effects can be exploited if the high-tech clusters

are located in densely populated regions, since this type of industry also benefits strongly from

general urbanization advantages such as education and research infrastructure.

Yet, manufacturing encompasses more than just high-tech manufacturing. In Germany, just610

over 10% of value added in manufacturing is generated by high-tech industries and just under 40%

by medium-high-tech industries (Gornig and Schiersch, 2016). Consequently, almost half of the

value added is generated in low-tech and medium-low-tech manufacturing industries. Moreover,

countries such as Germany might be able to exploit the re-industrialization potential of low-tech

industries as a result of digitization (Koren, 2010). Our analysis shows that spatial effects stemming615

from related variety positively affect the TFP of firms in low-tech industries. Consequently, regional

development strategies aiming at these industries should try to bring a corresponding broadness

into such clusters.
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Appendix A Figures

Figure A.1: Municipalities in Germany, 2015

Source: BBSR
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Figure A.2: ROR in Germany, 2015

Source: BBSR
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Figure A.3: Low-tech industries; point estimates and 1.65 of sd; regions: ROR & radii
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Figure A.4: Medium low-tech industries; point estimates and 1.65 of sd; regions: ROR & radii
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Figure A.5: Medium high-tech industries; point estimates and 1.65 of sd; regions: ROR & radii
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Figure A.6: High-tech industries; point estimates and 1.65 of sd; regions: ROR & radii
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Appendix B Tables

Table B.1: Sector codes

Industry Code Technology
Industry ISIC Rev. 4 group

Manufacturing 10t33 -
Manufacturing of food products 10 low-tech
Manufacturing of beverages 11 low-tech
Manufacturing of textiles 13 low-tech
Manufacturing of wearing apparel 14 low-tech
Manufacturing of leather & related prod. 15 low-tech
Manufacturing of wood & prod. of wood etc. 16 low-tech
Manufacturing of paper & paper prod. 17 low-tech
Printing & reprod. of recorded media 18 low-tech
Manufacturing of chemicals & chemical prod. 20 medium high-tech
Manufacturing of basic pharm. prod. & pharm. prep. 21 high -tech
Manufacturing of rubber & plastics prod. 22 medium low-tech
Manufacturing of other non-metallic mineral prod. 23 medium low-tech
Manufacturing of basic metals 24 medium low-tech
Manufacturing of fabricated metal prod., exc. mach. & equip. 25 medium low-tech
Manufacturing of computer, electronic & optical prod. 26 high -tech
Manufacturing of electrical equipment 27 medium high-tech
Manufacturing of machinery & equipment 28 medium high-tech
Manufacturing of motor vehicles, trailers & semi-trailers 29 medium high-tech
Manufacturing of furniture 31 low-tech
Other Manufacturing 32 low-tech
Repair & installation of machinery & equipment 33 medium low-tech

Source: UN (2008).

Table B.2: Number of observation per dataset

year CS IC AR CS&IS Total

2003 16,728 37,714 40,036 15,813 41,110
2004 16,099 37,680 39,694 15,522 40,266
2005 15,420 37,015 38,941 14,920 39,500
2006 14,884 36,985 38,191 14,515 39,007
2007 14,532 37,255 38,346 14,265 38,658
2008 17,304 37,815 38,822 16,818 39,358
2009 16,735 36,338 37,539 16,341 38,006
2010 16,226 35,979 37,044 15,903 37,432
2011 15,766 36,277 37,163 15,523 37,485
2012 17,148 36,771 37,638 15,696 39,172
2013 16,639 37,001 37,784 15,685 38,851
2014 16,187 37,054 37,688 15,452 38,552
, Total 193,668 443,884 458,886 186,453 467,397

Source: AFiD Panel Manufacturing Firms.
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