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Abstract: 

The internet has become the primary source of information for most of the 

population in modern economies, and as such, it provides an enormous amount of 

readily available data. Among these are the data on the internet search queries, 

which have been shown to improve forecasting models for various economic and 

financial series. In the aftermath of the global financial crisis, modeling and 

forecasting mortgage demand and subsequent approvals have become a central issue 

in the banking sector as well as for governments and regulators. Here, we provide 

new insights into the dynamics of the UK mortgage market, specifically the demand 

for mortgages measured by new mortgage approvals, and whether or how models of 

this market can be improved by incorporating the online searches of potential 

mortgage applicants. Because online searches are expected to be one of the last steps 

before a customer’s actual application for a large share of the population, intuitive 

utility is an appealing approach. We compare two baseline models – an 

autoregressive model and a structural model with relevant macroeconomic variables 

– with their extensions utilizing online searches on Google. We find that the 

extended models better explain the number of new mortgage approvals and 

markedly improve their nowcasting and forecasting performance. 
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1 Introduction
During the last two decades, the internet has become an inevitable part of our lives.
For many people, it has replaced books and newspapers as the primary source of readily
accessible information. As a result, internet activity reflects people’s current behavior
and their future needs and desires. Because online searching for information is generally
a multistep procedure, utilizing search engines becomes an essential part and the usual
starting point of general online activity. Data on internet searches can thus provide real-
time insights into the current and future demand for certain goods and services. Since
2004, Google has been providing data on relative search volumes for particular terms
through a facility that is presently called Google Trends (previously Google Insights), and
the employment of such data has been gaining popularity in the academic literature as
researchers have found ways to make use of this new type of data.

At the same time, mortgage lending has become an important macroeconomic indicator
of the state of the economy. Excess mortgage lending has started financial crises in the
past, and mortgage lending markets are currently closely controlled by the regulators in
the wake of the global financial crisis (Bhardwaj & Sengupta, 2012; Mocetti & Viviano,
2017; Agarwal & Zhang, 2018). Mortgages are often the largest liability of an individual or
a family, and they form the majority of total lending provided to individuals and families1.
The growth in total lending to individuals is one of the risk assessment indicators considered
by the European Central Bank. Understanding the decision-making process, priorities and
timing of the demand for mortgages have thus become essential for governments, central
banks and policy-makers in general.

The decision of an individual to take out a mortgage is influenced by various factors.
Many factors, such as economic growth, interest rates or house prices, are commonly col-
lected by various institutions and influence aggregate mortgage demand (Basten & Koch,
2015; Kim & Wang, 2018; Adelino et al., 2019). However, some factors, such as an indi-
vidual’s preference for own housing and satisfaction with her current living conditions, are
specific to each individual and thus more difficult to observe and aggregate without a fur-
ther specific survey. With the internet becoming increasingly ubiquitous, more people rely
on it when searching for various goods, particularly when a notable financial commitment
is involved (Wu & Brynjolfsson, 2015). Because a home purchase is usually the largest li-
ability of an individual and requires a significant amount of funds (Plerhoples Stacy et al.,
2018; Badarinza, 2019), the data on the amount of mortgage-related searches could help
to explain the demand for new mortgages reflected in the eventual mortgage approvals.

Saxa (2014) was the first to relate the amount of new mortgages to online searches.
Using monthly data from the Czech Republic for 2007-2014, he compared simple autore-
gressive models of month-on-month growth rates in the number of new mortgages to models
extended by the inclusion of a mortgage search variable. The models extended to include
search variables showed both better in-sample fit (an increase of up to 34 percentage points

1According to Bankstats tables published by the Bank of England, mortgage lending accounted for
approximately 87% of total lending to individuals as of December 2018.
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as measured by the adjusted R2) and better out-of-sample forecasting performance (a de-
crease in the root mean squared error of 23% for the model augmented by Google searches).
Oehler (2019) examined the usefulness of Google searches to explain and predict new mort-
gages in Germany during the period 2004-2018. He evaluated several search queries and
added unemployment and the interest rate to the model to control for other drivers of
mortgage demand. Using a stepwise regression procedure, he selected the best predictors
and the best models both with and without the Google search variables. In his settings,
the models augmented by the Google search variables showed the smallest mean absolute
errors and root mean squared errors.

Following the researchers who previously examined this topic, we assume that the sup-
ply of new mortgages is not limited and directly relate the demand to the volume provided.
We assume that an internet search for mortgage-related terms is involved (as one of the last
steps) in an individual’s decision-making process of buying a home and obtaining a mort-
gage. We extend the work of McLaren & Shanbhogue (2011), who suggested the usefulness
of using Google Trends data as economic indicators for the United Kingdom based on un-
employment and house prices. We analyze the series of net monthly mortgage approvals
in the UK provided by the Bank of England. Four competing models are compared and
selected among based on stepwise regression and k-fold cross-validation. The competing
models include the standard autoregressive model as the baseline and a structural model
built on interest rates, unemployment rates, GDP growth and the housing price index.

The paper is structured as follows. Section 2 summarizes the literature on the use of
internet-based data in economics. Section 3 provides an overview of the data used in our
paper. Section 4 covers the baseline and Google search-based models and presents the
results. Section 5 concludes the paper. We show that the inclusion of Google searches
in the models markedly improves their performance. Both in-sample and out-of-sample,
the Google-based models improve the adjusted R2 by almost 0.3 compared to the lev-
els below 0.05 for the baseline models. Furthermore, in a situation in which the step-
wise procedure can choose among multiple variables, search queries are preferred over the
macroeconomic indicators. The mortgage-related Google searches thus provide additional
information about the current and future dynamics of mortgage demand above the infor-
mation provided by the standard macroeconomic indicators and do not merely serve as a
good substitute for them when their data are absent or reported with a lag.

2 Internet data in the economics and finance literature
To the best of our knowledge, Ettredge et al. (2005) were the first to publish a paper
that employed web search data in the econometric literature. At that time, Google search
data were not available, and the authors used the WordTracker’s Top 500 Keyword Report
published by Rivergold Associates, LTD – which offered weekly statistics of terms that
were searched for the most with their relative frequencies. They found a positive significant
relationship between the job search variables and official US unemployment data. However,
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due data limitations, they did not perform time-series analysis and relied only on cross-
sectional methods.

In 2008, Google launched the first version of the Google Trends facility (at that time
Google Insights) that allowed researchers to collect data on the volume of searches for par-
ticular terms in particular locations and a given period of time. The seminal work of Choi
& Varian (2009b) laid the foundation for all future econometric research concerning Google
search data obtained through this service. They examined the usefulness of Google search
data in predicting US retail sales, automotive sales, home sales and travel destinations.
Choi & Varian (2009a) extended the analysis to the US initial claims for unemployment
benefits, and Choi & Varian (2012) added consumer confidence. In their papers, they used
simple autoregressive models as baselines and compared them to models augmented with
the search data to produce near-term predictions of the previously mentioned economic
indicators. Based on a comparison of the mean absolute errors, the models with Google
variables performed better, with improvements ranging between 5% and 20% compared to
the baseline models.

A number of studies that addressed the plausibility of internet data in making pre-
dictions about various economic variables followed. Bughin (2011) used error-correction
models to forecast Belgian unemployment and retail sales. D’Amuri & Marcucci (2010,
2017) performed extensive research examining the relationship between the US unemploy-
ment rate and Google search data. Their work focused on predictive power by comparing
520 different models with different variables and their transformations. They showed that
models that included Google data performed better in terms of a smaller mean squared er-
ror. The best models even outperformed the Survey of Professional Forecasters conducted
by the Philadelphia Fed. Kholodilin et al. (2009) nowcasted US private consumption us-
ing a number of autoregressive models with aggregated search indices. Based on the root
mean squared error, they compared the forecasting performance during two distinct pe-
riods (recession/non-recession) and arrived at the conclusion that during normal times,
both the models with and without Google search data perform quite similarly, but dur-
ing turbulent periods, the models using the Google search data tend to outperform the
baseline models. Schmidt & Vosen (2011, 2012a) introduced nowcasting models for private
consumption in the US and Germany that outperformed the survey-based indicators in
the out-of-sample exercises. Schmidt & Vosen (2012b) showed how Google search data
can account for unusual events and enhance predictions of private consumption. Some of
the more recent papers adopted Bayesian methods. By combining structural time-series
models with the Bayesian approach, Scott & Varian (2014) introduced a new framework
for automatic model selection using Google Trends and Google Correlate (another Google
facility). They illustrated their approach using weekly US initial claims for unemploy-
ment benefits and monthly retail sales. They concluded that the Google data were useful
predominantly for identifying turning points.

Several papers have also confirmed the suitability of internet search data in connection
with financial variables. Mondria et al. (2010) examined the attention allocation and home
bias in international investment, Drake et al. (2012) studied the volume of searches with
respect to earnings announcements and tested how the demand for information influences
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the effect of such earnings announcements. Preis et al. (2013) confirmed that internet-
based data offer insights into the behavior of market participants and found patterns that
can be interpreted as early warning signs of stock market moves and reversals. Kristoufek
(2013a,b) first found that portfolios that account for the popularity of stocks measured by
volume of their Google searches tend to be better diversified, and second, he described the
relationship between the price of the digital currency Bitcoin and Google search volumes
for the term and its Wikipedia page views, revealing interesting dynamics with positive
feedback loops. The latter results were confirmed by Garcia et al. (2014) and Kristoufek
(2015). Using the sentiment indicators constructed from Google search data and using the
Bayesian moving average approach, Kapounek et al. (2016) examined the determinants
of the foreign currency savings and arrived at results questioning the international Fisher
effect.

Summarizing the state-of-the art research, internet data have been increasingly gaining
popularity, and scholars have recently demonstrated their benefits in a growing number
of fields, including economics and finance. Our analysis builds on and extends the results
showing that Google search data can enhance predictions of house sales and house prices
(McLaren & Shanbhogue, 2011; Choi & Varian, 2009b; Wu & Brynjolfsson, 2015) as well
as the volume of new (Saxa, 2014; Oehler, 2019) and the performance of existing mortgages
(Askitas & Zimmermann, 2011).

3 Data
We base our research on two main series of data – the data on mortgage lending made
publicly available by the Bank of England (BoE) and an index of web search volumes from
Google. Furthermore, we employ a series of interest on new mortgages – interest rates,
house prices, unemployment, and GDP – to control for some of the other potential drivers
of demand and determine the extent to which Google searches have the power to aggregate
and/or replace these macroeconomic indicators. While most of the series of macroeconomic
variables dates back to pre-2000 and the Google Trends series starts in January 2004, the
series of interest on new mortgages starts only in January 2009. To keep the relevant
interest rate in our exercise, we proceed by analyzing the period January 2009 - December
2018.

Mortgage data

The Bank of England publishes monthly statistics on the number (and the nominal value
in pounds sterling) of mortgage approvals. This represents an offer by a lender to provide
a mortgage, adjusted for cancellations (i.e., previously made approvals that have not been
taken up). Generally, the data are published with a month lag on the 21st working day
of the following month2. The bank differentiates between new mortgages approved for a

2For a more detailed description of the source of the data and the publication process, please visit
http://www.bankofengland.co.uk/statistics/pages/iadb/notesiadb/LtoI.aspx
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home purchase and those approved for remortgaging or other purposes. We focus on the
series of net mortgage approvals for home purchases and use it as the main series in our
analysis.
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Figure 1: Mortgage approvals. Series of net mortgage approvals in
UK together with its respective month-on-month (m-o-m) growth rates.

This series is available since April 1993, and in its raw form (Figure 1), the series follows
a strong seasonal pattern with significant decreases every January. The series also shows
significantly higher values in the period January 2004 - December 2007, consistent with
the fact that the UK housing market shrank to almost one fifth of its previous size during
the global financial crisis3.

3Specifically, from a peak of 152 thousand houses sold in June 2007 to a low of 33 thousand houses sold
in January 2009; see http://landregistry.data.gov.uk/app/ukhpi/explore for further detail.
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Google Trends Data

Google is currently the world’s most widely used web search engine4 and provides data
in the form of an index of search volumes for the particular term in a given time period
and in a particular geographic area through a facility called Google Trends5. The index is
based on the volume of the specified search queries relative to the total volume of searches
scaled such that the maximum (peak) value in the obtained series is 100. Consequently, if
the search volume in the given period is less than 1% popular as the peak, the index value
is set to 0. This can lead to some zeros in the index for queries that are not particularly
popular or are highly volatile. Furthermore, as a result of this mechanism, even the same
nominal amount of searches in every period can lead to smaller index values in periods of
increased overall search activity (e.g., holidays).
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Figure 2: Google search data. Series of Google search index for the
term “mortgage” and its respective month-on-month (m-o-m) growth
rates.

4Google does not regularly report these figures, and these numbers are thus estimates; see http:
//searchengineland.com/google-now-handles-2-999-trillion-searches-per-year-250247.

5https://trends.google.com/trends/
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People who are seeking new mortgages might search for various terms. However, we
assume that the vast majority of the queries would include some form of the term mort-
gage. For our analysis, we thus use the index for the term “mortgage,” which includes all
queries with mortgage in both its singular or plural form and other variations (basically
any query that includes the sequence mortgage). The index was obtained for the entire
UK to match the data on mortgage approvals. For the time frame from January 2004 to
December 2018, the index comes at a monthly frequency and is free of any zeros. The
series exhibits clear elements of seasonality because the index decreases in December and
peaks in January (see Figure 2). The index showed higher values before the outbreak of
the global financial crisis but has exhibited a tendency toward recovery thereafter.

Control variables

To control for other potential drivers of mortgage demand, we include other relevant vari-
ables available at a monthly frequency. We collect the series of interest on new mortgages,
house prices, unemployment, interest rates, and GDP.

Specifically, we utilize the monthly series of the weighted average interest rates on new
mortgages to households (provided by the Bank of England), which is the interest rate
directly related to the series of new mortgages. The interest rate is in fact the price of the
mortgage and, in accordance with the standard economic theory, should negatively affect
the demand for new mortgages and the mortgages provided.

House price data are obtained from the HM Land Registry and represent the monthly
average prices in the UK, which are used to calculate the UK House Price Index. House
prices, as the price of the underlying in the mortgage contract, should also have a negative
influence on the amount of mortgages provided.

Unemployment and GDP are used as proxies for the state of the UK economy. Unem-
ployment was obtained from the Office for National Statistics (ONS) in the form of the
number of unemployed in the working age population in the UK. GDP is used in the form
of monthly series of the year-to-year growth in gross value added obtained from the ONS.
In better states of the economy as measured by these variables, the demand for new homes
and thus issued mortgages should show higher values.

Seasonality issues

Both main series in our analysis exhibit strong seasonal patterns throughout the year. As
discussed above, the series of Google searches tends to drop in December and subsequently
peak in January (this could be attributed to the way the index is calculated as discussed
earlier). Similarly, the series of mortgage approvals tends to peak in December and then
drop at the beginning of the new year because people probably attempt to complete the
process of obtaining a mortgage before the year end and do not wish to start a new process
in December. As the process can take some time, this probably leads to fewer mortgages

7



−0.050

−0.025

0.000

0.025

01/2009 01/2011 01/2013 01/2015 01/2017

Time

m
−

o−
m

 c
ha

ng
e%

Interest rate

−0.005

0.000

0.005

0.010

01/2009 01/2011 01/2013 01/2015 01/2017

Time

m
−

o−
m

 c
ha

ng
e%

House prices

−0.025

0.000

0.025

0.050

01/2009 01/2011 01/2013 01/2015 01/2017

Time

m
−

o−
m

 c
ha

ng
e%

Unemployment

−1

0

1

01/2009 01/2011 01/2013 01/2015 01/2017

Time

y−
o−

y 
ch

an
ge

%

GDP

Figure 3: Control variables. The figure shows plots of four series used
as control variables in our analysis.
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generally being approved in January. The series of house prices is not seasonally adjusted,
and theoretically, there could also be some seasonality present. To have comparable time
series and to ensure that the Google searches explain the actual mortgages rather than
seasonality in mortgages, we apply the standard X-11 method of seasonality adjustment.
The series of GDP and unemployment already come seasonally adjusted. The series of
interest rates on mortgages does not show seasonal patterns, and we keep it in its raw
form.

According to the KPSS (Kwiatkowski et al., 1992) and ADF (Dickey & Fuller, 1979)
tests, all the series with the exception of GDP exhibit some degree of non-stationarity in
their level form (Table 1). The pair of tests mentioned above suggests that the logarith-
mically differenced series do not contain a unit root and the null of level stationarity is
not rejected, and we proceed in our analysis with the logarithmic growth rates of all series
with the exception of GDP, which is already in the form of the year-on-year growth rates,
i.e., stationary.

KPSS p-value ADF p-value

Nr. of net approvals
-levels 2.061 <0.01 -2.438 0.392
-log growth rate 0.050 >0.1 -6.086 <0.01

Google search index
-levels 1.748 <0.01 -1.520 0.777
-log growth rate 0.164 >0.1 -7.506 <0.01

Interest
-levels 2.403 <0.01 -2.934 0.189
-log growth rate 0.083 >0.1 -5.573 <0.01

HPI
-levels 2.665 <0.01 -2.266 0.465
-log growth rate 0.208 >0.1 -3.739 0.024

Unemployment
-levels 0.871 <0.01 -1.214 0.902
-log growth rate 1.196 <0.01 -3.771 0.022

GDP growth rate
-raw 0.016 >0.1 -3.283 0.076

Table 1: Unit-root and stationarity. Test statistics and p-values for
the ADF and KPSS tests for unit-root/stationarity.
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4 Methods and results

4.1 Models

We examine the ability of the Google searches to improve models of the number of new
mortgage approvals. To assess how much of the variation in new mortgages can be ex-
plained by searching for mortgage-related terms and their ability to complement and/or
beat other potential predictors, we study the quality of fit of four competing models: (1)
a naive baseline model in which the series of mortgage approvals is regressed only on its
past values, i.e., an autoregressive model; (2) a structural model based on the set of con-
trol variables and not the Google search series; (3) mortgage approvals regressed on their
past values and series of current and lagged Google searches; and (4) a model with the
full set of controls including the Google searches. The following models are thus considered:

Model 1:

Mortgage = α+MortgageLβ β + ε, (1)

Model 2:

Mortgage = α+MortgageLβ β +HPILδ δ + InterestLθ θ
+UnemploymentLψ ψ +GDPLζ ζ + ε, (2)

Model 3:

Mortgage = α+MortgageLβ β +GoogleLγ γ + ε, (3)

Model 4:

Mortgage = α+MortgageLβ β +GoogleLγ γ +HPILδ δ + InterestLθ θ
+UnemploymentLψ ψ +GDPLζ ζ + ε. (4)

Mortgage stands for the column vector of all observations of new mortgage approvals;
Mortgage is a matrix with observations in the rows and its lagged values up to the
12-month lag in the columns; β is a column vector with coefficients for the individual
lags; Lβ is a matrix with ones and zeros on the diagonal that indicate the lags that are
allowed to enter the estimation procedure (as explained later); and α stands for a column
vector filled with values of the intercept term. Parallel notation intuitively applies to all
used series, i.e., the housing price index (HPI), interest rates (Interest), unemployment
(Unemployment), GDP (GDP), and Google searches (Google).
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Most of the macroeconomic variables are published with a lag of several weeks or
months. In contrast, information on Google searches is available in real time. To account
for this, only the series of Google searches is permitted to have a contemporaneous rela-
tionship with mortgage approvals, i.e., with a lag of zero. In our analysis, we allow the
model to have up to a 12-month lag. As a result, we effectively end up working with a
sample of 107 observations (Feb 2010 - Dec 2018).

4.2 In-sample performance

To identify the relevant control variables and their appropriate lags for each of the above-
proposed models, we employ a stepwise selection procedure with a sequential replacement
algorithm. As opposed to the forward selection used by Oehler (2019), which starts with
a plain model and then subsequently adds variables based on their ability to reduce the
residual sum of squares, the sequential replacement algorithm goes back at each step and
evaluates the potential of other variables by replacing the ones already selected. Using this
algorithm, we construct a set of competing models with 1, .., n explanatory variables for
each model. To limit the models’ size, we limit n to 10. Using this technique, we obtain a
set of the best models with 1, .., n explanatory variables.

The set of n proposed models is then evaluated in a semi-out-of-sample setting using
the k−fold cross-validation technique with k = 4. For each proposed model, the sample is
divided into 4 subsamples of approximately equal sizes, with three subsamples being used
to estimate the model parameters and the fourth to calculate the implied errors. This
process is applied 4 times so that each combination of the training and testing samples
is used. For each model, the best performing n is selected. The final models and their
coefficients are summarized in Table 2. The comparison of the models without the Google
variables (Model 1 and Model 2) and the enhanced models augmented by the Google search
index (Model 3 and Model 4) reveals considerable improvement in the latter two.

The final Model 1 includes the 1-month, 5-month and 10-month lags, with the latter
two being statistically insignificant. All three have a negative sign, which is rather counter-
intuitive, but it can be explained as a sign of mean reversion and returning to a long-term
value. Nevertheless, a weak self-explanatory power of the series is reflected in a very low
R2 of 0.06 and an adjusted R2 of just 0.03. For the model based on the macroeconomic
variables and their lags, the final Model 2 selected the 6-month lag of GDP growth as
the only explanatory variable. The coefficient on the variable is estimated to be negative,
which goes against our initial hypothesis, and yet again, the explanatory power of this
specification is again very low with both R2 and adjusted R2 being below 0.05.

The final Model 3 includes five variables, out of which four are the Google searches,
specifically the current one and the 1-, 2- and 4-month lags. All of the coefficients on the
Google variables are statistically significant and have the expected positive sign according
to the initial hypothesis. The inclusion of only the reasonably recent lags supports the
hypothesis of Google searching being one of the last steps in the process before obtaining
a mortgage, as one would not be expected to be searching too much in advance. The
negative effect of previous mortgage approvals remains here as well but only for the first

11



Dependent variable:

Approvals (Net mortgage approvals for home purchases)

Model 1 Model 2 Model 3 Model 4

Approvals.1 −0.182∗ −0.218∗∗
(0.095) (0.094)

Approvals.5 −0.115
(0.095)

Approvals.10 −0.116
(0.091)

Google 0.308∗∗∗ 0.338∗∗∗
(0.088) (0.086)

Google.1 0.422∗∗∗ 0.366∗∗∗
(0.087) (0.084)

Google.2 0.358∗∗∗ 0.321∗∗∗
(0.084) (0.081)

Google.4 0.175∗∗ 0.224∗∗∗
(0.079) (0.076)

GDP.6 −0.024∗∗ −0.022∗∗
(0.010) (0.009)

Constant 0.003 0.006 −0.0001 0.003
(0.005) (0.005) (0.004) (0.004)

Observations 107 107 107 107
R2 0.060 0.049 0.305 0.307
Adjusted R2 0.033 0.040 0.270 0.273
Residual SE 0.047 0.046 0.040 0.040

(df = 103) (df = 105) (df = 101) (df = 101)
F Statistic 2.188∗ 5.380∗∗ 8.859∗∗∗ 8.958∗∗∗

(df = 3; 103) (df = 1; 105) (df = 5; 101) (df = 5; 101)

Note: SEs in parentheses ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Table 2: Regression outputs. Regression outputs for the set of models
in an in-sample exercise.
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lag, which supports the idea of mean reversion in approvals. The quality of the model
improves considerably with an R2 of 0.30 and the adjusted R2 of 0.27, compared to 0.06
and 0.03, respectively, for the original model without Google searches.

Model 4 is a direct comparison of the Google searches with the other control variables.
The stepwise regression procedure selected the same four Google variables as in Model
3 and only one variable from the set of other controls. The coefficients on searches are
statistically significant and with the expected positive signs of the effects. The sixth lag of
GDP growth is the only one of the macroeconomic variables selected for inclusion in the
model. Comparing Model 2 and Model 4, we can see that the Google searches add relevant
information about the dynamics of mortgage approvals, but moreover, such information is
of much higher quality and different from the information provided by the macroeconomic
variables, the usefulness of which is rather questionable for the analyzed market. This is
nicely reflected in the (adjusted) coefficient of determination reaching 0.31 (0.27) compared
to 0.05 (0.04) of the structural model based solely on the macroeconomic variables.

4.3 Out-of-sample performance

We continue our analysis with an out-of-sample exercise. We compare the results of com-
peting models based on the quality of dynamic forecasts using an expanding window es-
timation. For an initial sample of size W , the forecasts for time t are predicted from the
model estimated on the sample of t−1 observations dated 1, ..., t−1 for each t ∈ [W + 1, T ].
In this way, we obtain T −W one-step-ahead forecasts, where T is the total sample size.

We base our comparison of the competing models on the standard evaluation metrics,
such as the mean absolute error (MAE) and the root mean squared error (RMSE), for the
series of the one-step-ahead predictions. To further disentangle the differences between
the competing models, we evaluate the directional accuracy as measured by the mean
directional accuracy (MDA)6.

We treat the last 24 observations (January 2016 - December 2018) as if they represented
new information, and we re-estimate the four models using the same procedure as in the
previous section but on a restricted sample. For our analysis, we set the size of the initial
window such that the sample to forecast is 24 months (W = 89)7. The estimated models
are of generally similar structure to those derived in the previous section (Table 3), with

6MDA is defined as MDA = 1
T

∑T
i=1 ai, where

ai =

{
1 if sign(yi) = sign(ŷi)

0 if sign(yi) 6= sign(ŷi)

and sign(x) yields -1 for negative numbers, 1 for positive numbers, and 0 for zero. The statistics are
interpreted as the percentage of predictions with the correct direction.

7As the set of available data is reduced by the last 24 observations, we might encounter difficulties in
estimation during the k-fold cross-validation step. For this reason, we decrease the number of possible lags
included in the model to 6 (no higher lag was identified in the regression analysis in any case). As a result,
we effectively ultimately have a sample of 89 observations (Jul 2009 - Dec 2016) for the first estimation
(113 in total).
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Dependent variable:

Approvals (Net mortgage approvals for home purchases)

Model 1 Model 2 Model 3 Model 4

Approvals.1 −0.148 −0.186∗
(0.106) (0.105)

Approvals.3 0.125
(0.096)

Google 0.318∗∗∗ 0.324∗∗∗
(0.098) (0.093)

Google.1 0.403∗∗∗ 0.342∗∗∗
(0.100) (0.093)

Google.2 0.364∗∗∗ 0.261∗∗∗
(0.102) (0.094)

Google.4 0.162∗ 0.321∗∗∗
(0.096) (0.092)

GDP.6 −0.024∗∗ −0.023∗∗
(0.011) (0.009)

Unemployment.4 1.002∗∗
(0.389)

Unemployment.5 −0.733∗
(0.373)

Constant 0.003 0.006 0.001 0.006
(0.005) (0.006) (0.005) (0.005)

Observations 89 89 89 89
R2 0.022 0.055 0.280 0.353
Adjusted R2 0.011 0.044 0.227 0.297
Residual SE 0.051 0.051 0.046 0.043

(df = 87) (df = 87) (df = 82) (df = 81)
F Statistic 1.968 5.081∗∗ 5.315∗∗∗ 6.307∗∗∗

(df = 1; 87) (df = 1; 87) (df = 6; 82) (df = 7; 81)

Note: SEs in parentheses ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Table 3: Out-of-sample regression outputs. Regression outputs for
the set of models employed for the out-of-sample forecasting exercise.
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the difference being that a pair of lags of unemployment is selected for inclusion in Model 4.
Overall, the out-of-sample models demonstrate the dominance of the Google search-based
models over the baseline models, whether the autoregressive model or the structural model
with macroeconomic variables. These results are reflected in the forecasting statistics,
which are summarized in Table 4. There, Model 3 emerges as a clear winner with respect
to all three measures. Model 4, even though its MDA reaches the same level as that of
Model 3, shows signs of over-fitting, with MAE and RMSE being higher or very close to
those of Model 1 and Model 2, i.e., of the baseline models. The most significant area of
improvement is in directional accuracy, where both models with the Google data perform
considerably better8.

Model 1 Model 2 Model 3 Model 4

MAE 0.0146 0.0146 0.0133 0.0157

RMSE 0.0187 0.0205 0.0166 0.0198

MDA 0.5000 0.6667 0.8333 0.8333

Table 4: Expanding window metrics. The table summarizes the
main metrics used for the evaluation of out-of-sample performance on
expanding windows for the individual models.

5 Conclusion
The aim of this exercise is to examine whether Google search data can effectively serve
as a proxy for mortgage demand in the UK to model and forecast the number of new
mortgages and whether they can substitute for or complement macroeconomic indicators
and autocorrelation structure in doing so. We base the analysis on the month-on-month
logarithmic growth rates of the series of the net mortgage approvals for home purchases
and the series of Google search data for the term “mortgage” together with the series of
interest rates, house prices, unemployment and GDP in the period from January 2009 to
December 2018.

We consider four competing models: (1) a naive autoregressive model; (2) a structural
model augmented by more classical potential predictors (interest rate, housing price index,

8Additionally, we employ the Diebold-Mariano test (Diebold & Mariano, 1995; Diebold, 2015) as an
industry standard, although its results in this specific setting should be interpreted with caution as dis-
cussed and criticized by Diebold (2015) himself. Based on MAE, RMSE and MDA, Model 3 shows the
best out-of-sample performance, but the Diebold-Mariano statistics do not identify the difference as a
significant one with a test statistic (and p-value) of 0.7394 (0.2336) and 0.9252 (0.1822) for comparing
Model 3 with Model 1 and Model 2, respectively.
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unemployment, and GDP); (3) a naive model augmented by the Google search variables;
and (4) a model with the full set of control variables. Using the stepwise regression proce-
dure, we confirm the explanatory power of the Google searches because adding the Google
term into the regression improves the models’ fit as measured by adjusted R2 by approx-
imately 23 percentage points, going from a very low level of 0.04 for Model 2 to 0.27 for
Model 4. This is further tested and mostly confirmed in the out-of sample exercise. Aug-
menting the baseline models with the set of Google search data improves their performance
in terms of the root mean squared error. The model without the other control variables
shows smaller forecasting errors for the one-step-ahead forecasts after the addition of the
Google searches to the regression. However, this improvement is not as evident when other
variables are controlled for in the regression. A significant increase in the directional ac-
curacy as measured by the mean directional accuracy confirms the ability of the Google
search data to identify turning points as suggested by Scott & Varian (2014). As in most
of the current literature on the application of Google search data in economics and fi-
nance, this paper successfully illustrates the explanatory power of Google search data in
a relatively simple empirical framework and these data’s ability to complement or replace
conventional sources of data. The extended models provide an evident improvement in the
models’ quality regardless of the relative calmness of the UK mortgage market in the last
few years. One would expect that the utility of the model to improve in more dynamic
and turbulent markets.

Although the online search data markedly improve the baseline models’ fit and forecast-
ing performance, there are certain limitations that need to be noted. First, the availability
of the online data combined with the low frequency of reporting and releasing of the macroe-
conomic indicators and mortgage approval statistics leads to a restricted dataset. If the
dataset were longer, it seems likely that the forecasting improvements would be more pro-
found and reflected in statistical significance in the testing procedures rather than (only)
in better performance measures. Second, as already noted, specifically the out-of-sample
part of the analyzed period is very calm and exhibits dynamics that are apparently not
rich. This makes the forecasting results of the search-based models even more notable. Al-
though speculative, the expectation is that such models will perform even better in more
turbulent times, as shown in other topical studies (Preis et al., 2013; Curme et al., 2014;
Ranco et al., 2016). Third, although the inclusion of the online searches markedly improves
the performance of the models, the data on online search queries certainly do not cover the
whole demand for mortgages. This leaves us with room for improvement because some of
the potential applicants could often directly use the services of financial advisors or banks,
potentially without consulting the internet beforehand. However, this would call for de-
tailed microscopic surveys or data from banks and brokers, which might not be available
even to regulators. Overall, specifically for such reasons, we have shown that aggregate
search data can successfully serve as a high-quality substitute for detailed surveys and
microscopic data and help to improve forecasting models for mortgage demand, both at a
very low cost.
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