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Abstract

Topic modeling became an intensively researched area in economics,
mainly due to the ever increasing availability of huge digital text infor-
mation and the improvements in methods to analyze these datasets. In
natural language processing, topic modeling describes a set of methods
to extract the latent topics from a collection of documents. Several new
methods have recently been proposed to improve the topic generation
process. However, examination of the generated topics is still mostly
based on unsatisfactory practices, for example by looking only at the
list of most frequent words for a topic. Our contribution is threefold:
1) We present a topic modeling approach based on neural embeddings
and Gaussian mixture modeling, which is shown to generate coherent
and meaningful topics. 2) We propose a novel “topic report” based on
dimensionality reduction techniques and model generated document
vector features which helps to easily identify topics and significantly
reduces the required mental overhead. 3) Lastly, we demonstrate on a
technology related newsticker corpus how our approach could be used
by economists to tackle economic problems, for example to measure
the diffusion of innovations.

! Funding of the project from BMBF (16IF1002) is gratefully acknowledged. We are
indebted to the Heise Medien GmbH & Co. KG for providing access to the their archives
and the permission to apply text mining methods on these data. We would like to thank
Dr. Marc Strickert for insightful discussions, as well as for his support during the imple-
mentation of the Barnes-Hut t-SNE algorithm. We would also like to thank Viktoriia
Naboka for her valuable research support.



1 Introduction

The amount of digital information available , e.g., through the world wide
web, is growing rapidly. This provides new data sources for economic anal-
ysis, e.g., with regard to identifying and measuring innovation trends. In
order to exploit this valuable information, there is a growing need for au-
tomated information retrieval from large text corpora (Miner et al. 2012).
Meanwhile, great progress has been made in machine learning and neural
network theory that led to the emergence of new methods to extract high
quality features from text. Contrary to Varian (2014), who suggested that
machine learning methods should be more widely known to and used by
economists, very little research has been conducted in the fields of economics
and econometrics that appropriately incorporates these new data sets and
methods. The opportunities created by the ongoing digitization have not
been properly acknowledged yet nor have they been extensively studied in
the economic literature. For a few early exceptions see the economic use
cases discussed in Section [21

In natural language processing (NLP), topic modeling describes a set of
methods to extract the latent topics from a collection of documents. The
results yielded by topic models are typically 1) a list of topics, where each
topic is associated with a list of words that are especially relevant in the con-
text of the topic, and 2) a document-topic matrix, where every document
in the text corpus is assigned with a probability of belonging to each of the
topics present in the corpus. For many years, Latent Dirichlet Allocation
(LDA, Blei et al.,|2003)) has been the algorithm of choice for modeling latent
topics in text corpora. However, LDA only describes the statistical relation-
ships between words in the text corpus based on co-occurrence probabilities,
which might not be the best feature representation for text (Niu and Dail,
2015)). Furthermore, LDA reportedly has long computation times, especially
with large text corpora (Ai et al., [2016). Aggravating, the interpretation of
topics generated by LDA is not always straightforward and the necessary
mental effort to give meaning to the extracted words can be tideous and
demanding work (Baldwin et al. 2017)).

We propose a topic model architecture based on neural embedding meth-
ods, which is able to generate meaningful and coherent topics. In particular,
we use Paragraph Vector (Doc2Vec, Le and Mikolov| (2014)) to construct
vector space representations of text documents and Gaussian mixture mod-
els (GMM) to cluster the resulting document vectors. This combination of
embedding and clustering methods is called Paragraph Vector Topic Mod-
elling (PVTM). The presented neural embedding method yields comparable
results to traditional topic models, the difference is in how the problem is
approached.

Our proposed method has several advantages over traditional topic mod-
eling. The unsupervised learning algorithm utilized to learn the document



embeddings automatically arranges documents according to their high level
semantic information without the need of prior assumptions. Besides topic
modeling, the representations provided by the neural embedding algorithms
can efficiently be used in other NLP tasks, for example sentiment analysis
or document retrieval (Dai et al., 2015).

The introduced combination of methods also allows to generate broader
topic descriptions compared to standard topic modeling. For example, the
learned vector representations can be mapped into human interpretable 2D
or 3D space using the fast Barnes-Hut tSNE algorithm (BHtSNE, van der
Maaten|, |2013)), which scales the algorithm proposed by |van der Maaten
and Hinton (2008) to large data sets. Consequently, we propose a novel
topic report to represent the identified topics, which significantly reduces
the mental overhead required during the topic interpretation phase.

We demonstrate the applicability of our approach on a corpus of news ar-
ticles from the German IT-publisher heise news from the last 20 years. Our
results suggest that PVTMs are particularly well suited for topic modeling
of this type of text data.

The remainder of this article is organized as follows. Section [2] acknowl-
edges recent work in the fields of topic modeling architectures, topic inter-
pretability and applications to economic problems. Section [3| details the
methodological background for our analysis. The news ticker dataset and
the experimental design are reviewed in Section 4] In Section [5] we discuss
our findings and describe avenues for future research.

2 Related work

This section reviews relevant work in the fields of neural topic model archi-
tecturs, topic interpretability and topic modeling in economics.

Neural topic models

Neural topic models, which combine topic modeling with neural embedding
methods, became an intensively researched topic lately. In many approaches
the topics generated by LDA are combined with neural embeddings of words
and/or documents, which has been shown to benefit and improve both sides
(Shi et al.| |2017). Liu et al.| (2015) combine LDA generated topics with word
embeddings to learn word embeddings for all possible word-topic combina-
tions, which alleviates the common problem of words with different mean-
ings. Topic2Vec (Niu and Dail [2015) embeds LDA generated topics into a
neural word embedding space and constructs the topic word list based on the
cosine similarity between topics and words to improve the descriptiveness
of the topic word list. Language models based on recurrent neural networks
(RNN) have been studied as well (Tian et al., 2016; Dieng et al., 2016
Palangi et al., 2016). The methodologically most closely related approach



to ours is from Hashimoto et al.| (2016, who identify relevant articles for
systematic reviews using Doc2Vec to construct vector representations of doc-
uments and then cluster the document vectors using k-means. The resulting
cluster centroids are interpreted as latent topics and topic probabilities for
the documents are constructed using the distance between cluster centroids
and document vectors. In comparison, while also relying on Doc2Vec to
construct document embeddings, we use GMM soft-clustering to directly
assess topic memberships.

Topic Interpretability

The reduction of the cognitive overhead during topic interpretation is an
actively researched field. Early labeling approaches (Mei et al., [2007)) mini-
mized the Kullback-Leibler divergence (Kullback and Leibler} 1951) between
word distributions of topic and label words, while other approaches label top-
ics by summarization (Basave et al., [2014). |Lau et al.| (2011) demonstrated
an automatic topic labeling method for topics generated by LDA models
by querying wikipedia articles for the top terms in a topic, which has been
extended by Bhatia et al.| (2016) to combine embeddings of documents and
words. Lau et al.| (2017) combine sentence level language models with doc-
ument context from topic models, which allows to generate topic sentences
for easier topic interpretation.

Economic Topic Modeling

Hisano et al.| (2013) use topic models to extract stock related topics from fi-
nancial news, which are then used to predict abnormal returns. Mizuno et al.
(2017) measure the novelty of financial news using topic models. Hansen
et al| (2014) analyse how monetary policy is affected by increased trans-
parency. |Larsen and Thorsrud| (2015) utilize the topics found in a Norwe-
gian business newspaper to model the impact of news on the business cycle.
Liidering and Winker| (2016) apply LDA to articles in the Journal of Eco-
nomics and Statistics to study whether or not the scientific discussion of
topics correlates with the actual development of economic key indicators.
Wehrheim| (2017) employs LDA to model the topics in the Journal of Eco-
nomic History (JEH) between 1941 and 2016. [Stathoulopoulos (2017) use
doc2vec to learn vector representations of textual information for UK based
companies to improve upon the Standard Industrial Classification (SIC)
codes to classify companies into sectors.

3 Methodology

The following section introduces the PVTM methodology to generate topics
and topic memberships for documents. As Doc2Vec borrows the main idea



from Word2Vec it is useful to discuss the Word2Vec mechanics for encod-
ing single words before detailing the Doc2Vec method and the document
clustering algorithm.

3.1 Neural Embeddings of Words and Documents

Neural network based embedding methods like Word2Vec (Mikolov et al.,
2013aljb) play an increasingly vital role for encoding the semantic and syn-
tactic meaning of words. Because similar words tend to appear in similar
contexts (Harris, |1954), encoding words based on their local context cap-
tures interesting properties in the resulting vectors, which have been shown
to represent the way in which we use these words. Intuitively, words that
share many contexts are more similar than words that share fewer contexts.
Word2Vec builds low-dimensional dense vector space representations which
encode the syntactic and semantic meaning of a word in a given context.
Doing vector calculations on the resulting word vectors yields interesting
results, for example vparis — VFrance + Vrtaly = VRome (Mikolov et al., 2013a)),
where vyorg 18 the learned word vector for that word. These meaningful vec-
tor space representations can be used for a variety of NLP tasks, including
topic modeling. Word2Vec comes in two architectural variants: Skip-Gram
(SG) and Continuous Bag of Words. We discuss the SG architecture in more
detail, as this is relevant for our employment of the Doc2Vec model.

Skip-Gram

During model training, the SG architecture iterates over a given text corpus
in fixed-sized sliding windows and generates (context — target) word pairs.
Assume the following 5-word window: Innovation is good for business. The
context word w. would be the middle word, good, and the target words
Wy—9, Wy—1, Wet1,Wer2 are Innovation, is, for, business. This results in 4
(context — target) pairs, (good — Innovation), (good — is), (good — for)
and (good — business). Given these word pairs, construction of the word
embeddings is done as follows. Each word in the vocabulary is represented
as a one-hot encoded sparse vector of size V' x 1, where V is the size of
the vocabulary. In a one-hot encoding scheme, a 0 indicates the absence of
a word while a 1 indicates the presence of a word. There are two weight
matrices in the neural network model: the weight matrix W; that connects
the input and hidden layer and the weight matrix W, that connects the
hidden to the output layelﬂ

2 The number of neurons N in the hidden layer is determined by the desired dimension-
ality of the resulting word vectors N. Assuming we want to learn N = 100 dimensional
word vectors from a text corpus with a vocabulary size of V' = 10.000, the size of the
hidden layer has to be set to n = 100 neurons. As a result, the weight matrix connecting
input and hidden layer is of size [10.000 x 100], one row per word and one column per
neuron.



Using as input the one-hot encoded representation of word w,, x., the
hidden layer h is computed as

h =W x, = W[, ) := vy, (1)

where the superscript 7 indicates the transpose of a vector or matrix. The
hidden layer uses a linear activation function, so the weights are passed
unchanged to the output layer. Therefore, operation basically extracts
the k-th row from W to use it as a dense vector representation vgc for word
We.

The weight matrix W, from the hidden to the output layer is of size
N x V. Multiplying W, with the one-hot representation of the target word
results in a transposed word vector vgt of size N x 1 which represents the
target word.

WOXt = Wo(k7.) = VZ:t (2)

A softmax activation function (Bridle, [1990)) is used in the output layer.
The output of a single neuron in the output layer is the probability of target
word wy given the context word w, i.e.

e’ . T T
p(we|we) = S with = = vy, vy, (3)
The n-dimensional word vector vgi is multiplied by the target word vector
50, afterwards the exponential-function is applied.
Given a sequence of training words wy, we,ws, - -+ ,wr, the objective of
the word vector model is to maximize the average log probability, i.e.

\%

1 T—-k

7 2 logp(wilwer, - wer) (4)
t—k

During training on the text corpus, the backpropagation algorithm is used
to iteratively update the weights in W; and W, until some convergence
criteria is met. After training, the weights in W; act as a lookup table for
the word embeddings.

3.2 Paragraph Vector (Doc2Vec)

Paragraph Vector (PV or Doc2Vec, |Le and Mikolov, 2014) describes a collec-
tion of methods to represent variable-length pieces of text as fixed sized, low
dimensional but highly expressive dense feature vectorsﬂ Doc2Vec expands
the idea of word embeddings for longer pieces of texts. The document vec-
tors learned during the training process capture latent document variables,

3(The term ”dense” is used to distinguish it from sparse representations such as Bag-
of-Words representations of text.)



for instance the underlying semantic topic of a document. Doc2Vec also
comes in two variants: Distributed Bag of Words (DBOW) and Distributed
Memory (DM). In our experiments we focus on the DBOW methodology,
as it has been shown to produce slightly better results compared to DMEI
Doc2Vec-DBOW basically uses the Word2Vec-SG architecture but re-
places the context word with a unique document vector. During training,
the weights in the document vectors are learned in a similar fashion as the
weights for words in the SG architecture. Figure [1| details the Doc2Vec-
DBOW architecture in comparison to the Word2Vec-SG architecture.

Figure 1: Word2Vec Skip-Gram vs Doc2Vec DBOW

Word2Vec Doc2Vec
Skip-Gram DBOW

Input Classifier Input Classifier
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Notes: The SG architecture uses one-hot encoded word vectors as input to the neural network
and the task is to predict the context words. With the Doc2Vec-DBOW architecture, the
document vector of the current document is used as input and the task is to predict the context
words.

3.3 Gaussian Mixture Clustering

LDA topic modeling uses clusters of important words to define topics, where
different topics may share some words. In our approach, this is done by
clustering the document vectors from Doc2Vec and finding the most rele-
vant words per cluster. A Gaussian mixture model (GMM, see for example
Reynolds|, 2015)) is a parametric probability density function represented as
a weighted sum of Gaussian component densities (Sammut and Webb;, [2017,
p. 827). Gaussian Mixture Models employ the expectation maximization
algorithm (EM, Dempster et al., |1977) to fit a mixture of Gaussian mod-
els to a given dataset and can be used to represent normally distributed
subpopulations within an overall population.

GMDMs have been used to track multiple objects in video sequences
2013), to extract features from speech data (Yu and Deng), [2014) and
for speaker verification (Reynolds et al.;2000). Compared to frequently used

clustering techniques such as k-means (Lloyd, |1982)) or mean-shift (Fukunagal

“Though [Le and Mikolov (2014) report that the DM architecture seems to performl
better, subsequent research came to different conclusions (Lau and Baldwin, [2016).




and Hostetler}, |1975), GMMs offer the advantage of soft-clustering the data.
Soft clustering allows multiple cluster memberships per document, so each
document can be represented as a probability distribution over the cluster
memberships, which is quite similar to the results of LDA models. The result
of the process is a matrix with one row per document and one column per
identified cluster, where each entry represents the probability of belonging to
a certain cluster. Given that Doc2Vec captures latent topics in the corpus,
it is reasonable to suggest that clustering the resulting document vectors
can be seen as identifying latent topics.

Particularly, given a D-dimensional document vector x and a pre-set
number of Gaussian compoments M with mixture weights w;, the Gaussian
mixture model is defined as a weighted sum over the M Gaussian compo-
nents, where the mixture weights satisfy the constraint Zf\i qw; = 1

M
P(x[)) = sz‘g(x\#i, i) (5)
i=1

Thereby, each mixture component g(x|u;, %), @ =1,---,M is defined as
a D-variate Gaussian function of the form

X |14 -:71 ex —lx—-T_lx—‘
oo 8 = e~y S | ©

with p; and 3; representing the mean vector and covariance matrix respec-
tively. All component densities are collected in A, which parameterizes the
GMM by the mean vectors, covariance matrices and mixture weights, i.e.

The optimal parameter configuration A is typically estimated through it-
eratively updating the model components to best fit the training data using
the EM algorithm. Starting with an initial configuration A, a new configura-
tion A is estimated such that p(X|\) > p(X|\). The initial configuration is
computed using k-means. The mixture components are updated according
to

T
1 .
Wi = ;—1 Pr(ilx¢, \) (8)

X Priibe Axe
>y Prilxe, )

52— ST Pr(ifxs, \)x?

S Pr(ifxe, )

is the update for weight w;, the means are updated according to @D and
details the variance re-estimation. af,xt and p; are elements of the

9)

— i (10)

7



vectors J? , X¢ and p; respectively. The a posteriori probability for component
1 is given by

(i’Xt, )\) _ szg(xtﬂu EZ) (11)
> k1 WG (Xe ik, Xi)

The downside of GMMs is that one needs to specify the number of mix-
ture components M beforehand, and the algorithm is always going to use
all the components it has access to. This gives rise to the need of external
validation methods. One way of evaluating the quality of a given GMM clus-
tering is to use theoretical criteria like the Bayesian Information Criterion
(BIC, |Schwarz|, 1978), which is the approach we are taking.

4 Application to news article corpus

4.1 Corpus

The dataset is formed by news articles from a single source, namely the news-
ticker archive from the German IT-magazine Heisd’] and consists of news
articles in German language. Additionally, author and time information are
available. The dataset dates back to 1997, covering a period of roughly
20 years. The total number of documents in the corpus is 174,532 and
the average number of documents per year is 8727, however the number of
documents per year before the 2000s was considerably lower compared to
subsequent periods. The average document consists of 278 words, while no
document has less than 25 or more than 3919 words. Figure [2| details the
number of documents per year and the number of words per document.

Figure 2: Text Corpus

(a) Corpus evolution over time (b) Word frequency distribution
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Given that the news are mostly IT related, we expect to mainly identify
technology related topics. Using the available time information, we can

Shttps://www.heise.de/newsticker/
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measure the relevance of topics over time, which we discuss in more detail
during the topic report presentation.

4.2 Data Preprocessing & Parameter Settings

We removed all non-alphanumeric characters and lowercased the resulting
words. Apart from this, no further preprocessing steps have been applied.
Removal of stopwords is not done in advance but only before generation of
the topic word lists.

Doc2VecE] is run for 10 epochs, where each epoch consists of going over
all training examples once. The window size has been set to 5 words and the
dimensionality of the resulting document vectors to 100. We used the BIC to
find the optimal number of Gaussian mixture components and the best way
to construct the covariance matrices ¥;. For this, all possible combinations
of K and ¥; for K € {10,1000} and ¥; € {diagonal,tied, full, spherical}
have been tested. As computing the GMM for all possible combinations
takes quite some time, we used a two step procedure to find the optimal
model parameters. We first iterated over the parameter space of K in steps
of 50, i.e. 1,51,101. The best result K* was then used to construct a smaller
search space K € {K* 450}, which was searched in steps of 5. The optimal
number of Gaussian mixture components K (=topics) was found to be 675
after this run which we kept as the final number of clusters. At every step
during the parameter optimization procedure, all of the ways to construct
the covariance matrices have been tested. The covariance matrices X; of
the GMM are constrained to be diagonal as this resulted in the lowest BIC
scores for the dataset at hand.

4.3 On the adoption of innovations

What is an innovation? Depending on the context and who you ask, in-
novation has different meanings. There is no final definition of what an
innovation is (Baregheh et al.l 2009). However, Rogers| (2003]) described
innovation as an idea, practice, or object that is perceived as having new
values by an individual or other unit of adoption. Given this formulation it
becomes clear that not every topic is related to an innovation. Therefore,
how can we identify the relevant innovation related topics without searching
through all of them manually?

The innovation adoption curve is typically drawn as a hamp shaped line
as shown in figure Given a topics importance over time, we might be
able to identify innovation topics by looking for similar patterns. When the
relevance of a topic over time exhibits such a pattern, it might be innovation

5The gensim package (Rehiifek and Sojka, 2010) was used to train the Word2Vec
and Doc2Vec models. To cluster the constructed document vectors we used the GMM
implementation from Sklearn (Pedregosa et al., [2011]).



Figure 3: The Diffusion of Innovations
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related. Based on the time span the curve covers one could draw conclusions
about the adoption time for this specific innovation. We present an example
topic where this prototypical innovation curve is present in the next section.
Future research could focus on developing methods to automatically identify
innovation topics based on their importance timelines.

5 Results

5.1 Embedding visualization

Visualizing the similarity between documents and, on a higher level, be-
tween topics provides interesting insights into the structural relationships
discovered by the model. To better understand the context of a given
topic, dimensionality reduction techniques can be used to map the high-
dimensional document vectors as well as the identified cluster centroids into
human-interpretable space, i.e. 2D or 3D. t-distributed stochastic neighbor
embedding (tSNE, van der Maaten and Hinton, 2008)) is a dimensionality
reduction technique that has been shown to produce significantly better
visualizations than those provided by other techniquesﬂ tSNE often pre-
serves local structures, therefore it is useful for exploring local neighbor-

"Recently, LargeVis (Tang et al [2016) has been shown to produce very good results
on large datasets as well.
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hoods and visually identifying clusters. To apply tSNE to large datasets,
van der Maaten (2014) demonstrate how the runtime of tSNE can be im-
proved from O(N?) to O(N log N), which they name Barnes-Hut tSNE and
which is the method we use here. While interpreting tSNE maps one has
to keep in mind that complicated relationships can be much more easily
expressed in high-dimensional space compared to two dimensions and that
some information about interactions between topics and documents is lost
during dimensionality reduction.

We apply principal component analysis (PCA) to reduce the 100 di-
mensional document vectors to 50 dimensions and use Barnes-Hut tSNE to
map from 50 into 2 dimensions. Figure [4] details the resulting 2-dimensional
document embedding for all documents.

We annotated documents from 7 different topics with their document
titles to demonstrate the relatedness of documents belonging to the same
topic. The number of the topic to which the document has been associated is
displayed in brackets behind the document title. Visual analysis of the clus-
ter structures leads to the impression that the Doc2Vec algorithm extracts
useful features from the documents, which the GMM algorithm utilized to
cluster related documents into coherent topics.

5.2 Cluster Center

The topic vectors identified by the GMM can be used as an effective way to
provide more context to a topic by mapping them into 2D. In Figure |5 we
mapped the identified cluster centroids into 2D using tSNE. As this mapping
is detached from the BHtSNE mapping in Figure [4] there is no resemblance
between the points and clusters in the two images. Visual inspection allows
to identify several cluster structures that could as well be clustered together,
resulting in higher-level topics. We annotated some of the resulting high-
level topic cluster by the most frequent word in the respective topic. The
result of this process is shown in Figure[6] From the labels one may conclude
that the topics in the identified high-level topics are related to one another.

5.3 Topic Report Style Sheet

The aim of the proposed topic style sheet is an improved and simplified
interpretability of topics compared to traditional methods through reduced
cognitive overhead. The topic report consists of one page per identified
topic, where each page is composed of four components: 1) The top words
represented as a wordcloud, 2) a timeline depicting the topic evolution over
time, 3) textual article labels and 4) a tSNE map of the topic vectors.
Example topic reports are shown in Figures [7] and

11
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Figure 5: tSNE map of the identified cluster centroids

Top Words

In the upper left corner a wordcloud shows the most frequent words in the
topic, with stopwordsﬁ removed. The font size of words correlates with their
respective frequency.

Topic Evolution

Measurements of the topic importance over time are provided in the line plot
in the lower left corner. We can monitor the diffusion of the identified topics
by aggregating the topic probabilities per document per timestep. Topics
that only become relevant after a certain point in time can be interpreted as
representing something novel that does not fit into previous topics. Newly
emerging topics might therefore be related to innovative processes, and we
could capture the diffusion of innovations by measuring the relevance of the
associated topic over time.

We differentiate two dimensions of importance, i.e., given a certain time
interval, we quantify 1) the probability, that a topic appears in the text
corpus and 2) the number of documents that are hard assigned to a topic.
The hard assignment is done using a hard-vote mechanism where documents
are allocated according to their highest membership probability, therefore
in this setting each document can only belong to one topic T;.

Given a text corpus at a certain time frame C}, the probability for a
single topic p(T;|Cy) is defined as the sum over the topic probabilities for
all documents in the corpus in that time frame, divided by the number of

8The stopword-list is generated as follows. First, the stopwords from the python
package stop_words (https://pypi.python.org/pypi/stop-words) are downloaded. Sec-
ond, the stopwords from the python Natural Language Toolkit (NLTK, [Loper and Bird,
2002) are added to the list. Third, we downloaded a list of common stopwords from
https://github.com/6/stopwords-json. Lastly, we added some stopwords that we thought
were still missing but relevant for our application. The complete procedure for generating
the final list of stopwords is available on github: https://github.com/davidlenz/pvtm.
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Figure 6: Example high-level topics identified using GMM clustering on the
topic vectors

(a) High-level Topic: MULTIMEDIA (b) High-level Topic: PROCESSORS

napster
P naz

chip

dvb misik apple

server

servelchipsatz

(c) High-level Topic: SPACE (d) High-level Topic: GAMING

sonde onlinewindows spiel

internet

nasa online

~ spieler
partie

/ N
satelliten / spiele

nasa

Notes: Each individual topic is annotated by the most frequent word in the topic.

documents Djy.

bz = Zoze TN (12)

Generally speaking, if the two measurements are close together the hard-
assigned documents tend to also have high probabilities for the respective
topic. Differently moving lines on the other hand signalize that other topics
also play an important part in the documents that are hard-assigned to the
current topic. Depending on which measurement is relatively higher, the
interpretation slightly changes. At every time frame, one of three possible
events has to occur:

1. the lines of probability and number of documents match,
2. the probability is higher than the number of documents or
3. the probability is lower than the number of associated documents.

In case 1) we can assume that a topic is relatively closed in itself, meaning
that if the topic occurs in a document it is likely that the topic is also the
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main topic in the document with a reasonably high probability. In case 2)
a topic is more than average present in documents that are not primarily
allocated to the topic, leading to a relatively higher probability of appearance
compared to the absolute number of documents. A possible interpretation
is that the topic is especially relevant in the context of other topics, for
example when NVIDIA releases new GPU’s (Topic: NVIDIA GPU) that
are not mainly for gaming but deep learning (Topic: DEEP LEARNING)
or crypto-currency mining (TOPIC: BITCOIN) instead. The NVIDIA GPU
topic is relevant in both, the deep learning topic and the bitcoin mining
topic, however it is not the main topic in the relevant documents, leading
to a relatively higher probability than the total number of assigned topics.

Event 3) describes the other way around and allows the suggestion that
even though a lot of documents were hard assigned to a topic it was not the
sole topic of interest in the respective documents, however it was the most
important topic. This could for example be the case for the deep learning
topic, which also inherits the NVIDIA GPU topic but is still hard assigned to
DEEP LEARNING, leading to a relatively higher number of hard assigned
topics than the probability of occurrence.

The horizontal lines display the average probability of the topic in com-
parison to the average probability of all topics.

Textual Labels

As it has been shown that textual labels make topic interpretation easier for
humans (Aletras et al., 2017)), the 15 article headers of the most representa-
tive documents for a topic are provided in the upper right corner. Similarity
is measured as the cosine similarity between cluster center and document
vectors and is displayed as representativeness. Topics with a higher mean
representativeness in the top headers might indicate tighter cluster struc-
tures since documents are closer to the cluster center. A possible interpre-
tation is that the topic is less interfering with other topics, and documents
from this topic tend to have a close focus on the topic, while topics with
lower mean representativeness interact more with other topics. A promising
alternative to the usage of article headlines could be using Wikipedia article
headers as label candidates as demonstrated in Bhatia et al.| (2016).

Neighboring Topics

We use the tSNE map of the cluster centroids to provide some local area
context for a given topic through highlighting and labeling the 10 closest
topics. The local context of a topic is found using a KDtree (Bentley, [1975))
on the 2 dimensional tSNE map to perform nearest neighbor searches on the
topics. Highlighting is done by means of using the most frequent word in a
topic as the topic label.
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Interpretation of example topic reports

We discuss two example topics. The full list of topics is available on githubﬂ

The topic in figure [7]is about electric cars. Some of the most important
words are electric-car and electro mobility. The textual labels in form of
document titles improve our understanding of the topic. FElectro or car are
words that appear in all article headlines, also every document header is
clearly related to electric cars. The importance over time can be seen in
the timeline. While there were some early related documents, the topic
was not very important in the corpus before 2009 and only starts evolving
around 2013, when the probability of seeing documents related to the topic
increased significantly. Besides, we see from the nearby topics that the local
neighborhood is inhabited by topics related to renewable energies, which
further strengthens the idea we have about the topic. Compared to the
prototypical shape of the innovation curve, the topic is at the beginning;
the adoption process just started.

The topic in figure [§] is about tablets. Tablet, android and windows are
amongst the top words for this topic. The neighboring topics are also related
to electronic devices, for example pe, display or handy. The topic received
major attention starting around 2006/2007 before peaking in 2010-2012.
Since then the topic importance in the corpus has been decreasing. Given
the topic timeline, the adoption to the tablet technology seems to be almost
completed. While there are some kinks in the timeline, we can recognize the
prototypical diffusion curve. The adoption process spans about 10 years.

Avenues for future research

From an economic point of view it would be interesting to know which en-
titieﬂ are being the main players in a topic. A simple possibility would
be counting how often an entitiy has been mentioned. Going further, one
could use sentiment analysis on document level to determine if entities have
a positive or negative impact on the topic. Sentiment analysis could also be
used to predict future appearance probabilities for topics based on the senti-
ment of documents. Through identification of first mentionings of firms we
could classify them into categories such as innovators, early adopters, early
majority, late majority and laggards. We could also interpret the proba-
bility measurements as public knowledge about new products or processes.
Using live news feeds could offer the possibility to capture the diffusion of
innovations with very little delay. Scaling up to more news sources could
offer the potential to cover a larger share of the innovative activities that
are going on.

%https://github.com/davidlenz/pvtm/raw/master/heise_topics.zip
10Named entities can be denoted with a proper name and are real-world objects, such
as persons, locations, organizations, products etc.
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6 Conclusion

There is an increasing interest in topic modeling, driven and ignited by the
fast growing amount of textual data sources. In natural language processing,
neural embedding methods have been shown to outperform standard meth-
ods on many tasks. They are therefore viable candidates for information
retrieval from big text corpora, for example for topic modeling.

Our main contribution is threefold: 1) We propose Paragraph Vector
Topic Modelling, which uses Doc2Vec to construct document vectors and
Gaussian mixture clustering to cluster the resulting vectors into meaningful
topics. 2) To make the interpretation of topics easier we use a novel topic
report style sheet, partly based on features extracted from the learned doc-
ument representations. 3) To show the applicability of our approach, we
demonstrate the emergence of coherent topics from technology related news
articles.

It became apparent that PVTM offers a useful alternative to LDA for
large datasets. The topic vectors identified by the GMM were used as an
effective way to provide local context to a topic by mapping document vec-
tors into 2D using Barnes-Hut tSNE. The combination of top words, textual
labels, evolution timelines and local context proves to be an effective way
to interpret topics as the proposed topic report allowed to easily gain an
accurate understanding of a topics content.

First empirical examples derived from an application of PVTM to tech-
nology newsticker data demonstrate the potential relevance for innovation
economics. In particular, it enables the measurement of diffusion of innova-
tions over time. It remains a task for further research to derive methods for
prediction of diffusion and for the assessment of entities involved in innova-
tive activities with regard to their stage of technology adoption. Taking the
ongoing digitization into account, early identification and measurement of
innovations will become more important. Therefore, it is planned to analyze
to what extent the method is applicable also in a dynamic setting.
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