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Abstract

DSGE models are typically estimated assuming the existence of certain primal shocks that drive macroeconomic fluctuations. We analyze the consequences of estimating shocks that are “non-existent” and propose a method to select the primal shocks driving macroeconomic uncertainty. Forcing these non-existing shocks in estimation produces a downward bias in the estimated internal persistence of the model. We show how these distortions can be reduced by using priors for standard deviations whose support includes zero. The method allows us to accurately select primal shocks and estimate model parameters with high precision. We revisit the empirical evidence on an industry standard medium-scale DSGE model and find that government and price markup shocks are innovations that do not generate statistically significant dynamics.
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1 Introduction

One of the key challenges of modern macroeconomics rests on the identification of the sources of aggregate fluctuations. By specifying a coherent probabilistic structure of economically interpretable endogenous and exogenous processes, DSGE models represent ideal candidates to pin down the shocks driving business cycle fluctuations.¹ A tacit but widespread assumption in the empirical literature on DSGE model estimation is that exogenous disturbances do exist in the sense that they capture aggregate economic uncertainty (up to a vector of idiosyncratic measurement errors). Common estimation practice implicitly “imposes” these primal shocks by restricting their standard deviation to be non-zero. In a Bayesian context, this assumption is reflected on the prior distributions imposed on the standard deviations of DSGE model shocks (e.g. typically an Inverse Gamma prior, IG henceforth). In classical statistics, standard deviations are re-parameterized by taking logarithmic transformations. In doing so, we rule out boundary solutions and, by construction, primal innovations always exist.²

From an empirical point of view, there is mounting evidence that some of the structural DSGE shocks are unlikely to capture aggregate uncertainty and rather absorb misspecified propagation mechanisms of endogenous variables (see Schorfheide, 2013 for an overview). Moreover, it is not infrequent that shocks with dubious structural interpretation are used with the sole purpose of avoiding stochastic singularity and this complicates inference when they turn out to matter, say, for output or inflation fluctuations (see Chari et al., 2008 and Sala et al., 2010). This is an important question in modern stochastic models of economic fluctuations. Empirically, these models face two challenges. First, unveiling the primal innovations that set off fluctuations. Second, identifying the key transmission mechanisms that transform these innovations into business cycles. There is a large literature on the latter. However, because we impose the existence of a set of primal shocks, we do not yet understand what are the consequences for inference when estimating a vector of time series with an ‘excessive’ number of structural disturbances, i.e. what are the consequences for inference when estimating non-existent DSGE shocks? This is the first question we tackle in this paper.

Some shocks may not be primal because of null variance or because of the existence of linear combinations among structural innovations. Bar few exceptions (e.g. Cúrdia and Reis, 2010), the vast majority of empirical studies typically postulate orthogonality among innovations and therefore assume a diagonal covariance matrix. Regardless of the shock correlation structure, when taking the model to the data, we want to be able to test, rather than merely postulate, the existence of certain shocks. I.e., we want to be able to select which innovations are important and primal drivers of aggregate uncertainty. To be able to estimate the possibly rank deficient covariance matrix of structural shocks, we need to 1) add idiosyncratic

¹See Smets and Wouters (2007) and Justiniano et al. (2010) amongst many others.
²We use the term “primal” shock throughout the paper to refer to shocks that have an economic interpretation and that affect the dynamics of the model. I.e. they are relevant sources of uncertainty. These shocks could also be termed “structural” or “fundamental”, but we prefer to term them primal to avoid confusion with the terminology used in other streams of the literature dealing with very different problems to ours.
measurement errors and 2) abandon standard IG priors and use distributions (univariate or multivariate) that allow for zero variances (or null eigenvalues).

Imposing a non-existent exogenous process has serious consequences for inference. In particular, we argue that it generates a downward bias in the estimate of the internal persistence of the model. In fully fledged DSGE models, the persistence of the model’s dynamics is controlled not only by the autoregressive parameters, but also by deep parameters capturing real and nominal frictions in the economy. We try to quantify these distortions in a Monte Carlo experiment using a medium-scale model. In particular, when the econometrician assumes that the rank of the covariance matrix of primal shocks, $\Sigma$, is larger than the one of the true DGP, autoregressive parameters and parameters driving price and wage stickiness and indexation are grossly underestimated. Thus, we unveil a trade-off between including a wide set of potential sources of impulses (say in order to match more observable variables) and correctly identifying the model parameters that drive propagation. We then show that these distortions are reduced by considering priors on the primal shocks’ covariance matrix that allow for rank deficiency. In the context of uncorrelated disturbances, truncated or un-truncated priors can be implemented as long as they attribute non-zero probability to zero standard deviations. Proper priors such as normal or exponential distributions have appealing properties since they allow us to recover existent and non-existent shocks in situations where the true number and combination of primal shocks is unknown.\(^3\)

We explore the consequences of our approach in an empirical application and revisit the evidence of an industry-standard DSGE model. We estimate the Smets and Wouters (2007) model (SW hereafter) on seven key US quarterly macroeconomic time series, namely, the growth rate of real output, consumption, investment, wages, and hours worked, the inflation rate, and the short-run interest rate. For comparability proposes, we consider the original data span, 1968-2004, and only depart from the baseline specification of the model by adding measurement errors on each observable and by assuming normal priors on the standard deviation of shocks. We identify as common sources of fluctuations technology shocks, monetary policy surprises, risk-premium, and investment demand shocks. Government spending and price markup shocks do not generate statistically significant dynamics for the variables considered. Wage markup shocks are only marginally significant. The choice of the priors for standard deviations (STDs hereafter) matters for the estimates of the structural parameters of the SW model and, as a consequence, matters when studying the transmission mechanism of primal impulses. Relative to a model estimated without measurement errors, the responses of macro variables to risk-premium shocks are more persistent and hump shaped. When we impose the existence of structural and measurement error shocks (both with inverse gamma priors), we obtain unrealistically strong responses to monetary policy surprises. When we

\(^{3}\)In the online appendix A.4 we consider a more general structural shocks covariance matrix where innovations can be correlated. We propose considering the conjugate Metropolis-within-Gibbs sampler proposed in Cúrdia and Reis (2010) adapted for rank deficient covariance matrices. In a rank deficient environment, we consider the singular inverse Wishart (IW) distribution (see Uhlig, 1994 and Dáaz-García and Gutiérrez-Jáimez, 1997) and the conjugacy results in Dáaz-García and Gutiérrez-Jáimez (2006).
are agnostic about the existence of primal and/or measurement errors, the transmission mechanism of monetary policy shocks resembles closely those available from other empirical studies. In this empirical application, we find that normal and inverse gamma priors deliver the same posterior estimates of the parameters when we have the same number of shocks and observables. However, prior specification comparisons in terms of marginal likelihoods are difficult to interpret as the marginal likelihood estimates using inverse gamma priors are not invariant to the prior location. When there are more shocks than observables, inverse gamma priors produce posterior estimates that differ substantially depending on the prior location. It is not straightforward how to select amongst them. Normal priors overcome all these concerns.

Our methodology is related to the literature on stochastic model specification search in state space models. We draw from Fruhwirth-Schnatter and Wagner (2010) for the selection of structures in unobserved components models or in time varying parameter VAR models as in Belmonte et al. (2014) or Eisenstat et al. (2016). We build on that literature by proposing to estimate jointly the structural parameters and the stochastic specification of the DSGE shock structure. Our paper is also, albeit indirectly, related to the vast literature studying misspecification problems in DSGE model estimation. Invalid cross-equation restrictions (e.g. Ireland, 2004, Del Negro and Schorfheide, 2009, Inoue et al., 2014), parameter instability of various forms (e.g. Fernández-Villaverde and Rubio-Ramírez, 2008, Galvao et al., 2015, Canova et al., 2015), incorrect assumptions about shock dynamics (Cúrdia and Reis, 2010), low frequency movements mismatches (e.g. Gorodnichenko and Ng, 2010, Ferroni, 2011, Canova, 2014), etc., may all plague inference in DSGE models. However, the literature so far is silent on the issue of interest of this paper. We are concerned with redundant model-based shocks which can generate distorted estimates and corrupt inference when forced to exist.\footnote{There is a large literature on shocks “fundamentalness”, in particular in the VAR context, see Lippi and Reichlin (1994) and subsequent literature. The concern in that literature focuses on the non-invertibility of the MA representation of the DSGE model. When not invertible, with the available set of observables, it is impossible to recover all the primal or fundamental DSGE shocks using linear projections, i.e. VAR. Although in the text we may refer occasionally to “fundamental” sources of macroeconomic uncertainty, we are clearly not relating to this stream of work.}

The remainder paper is organized as follows. Section 2 presents the econometric setup and estimation procedures. Section 3 presents the inference distortions caused by incorrect assumptions about the rank of $\Sigma$. Two models are considered: a standard RBC model to convey intuition, and a medium scale DSGE model to measure distortions in models typically used for policy analysis. Section 4 presents the main results of our empirical investigation. Section 5 draws few concluding remarks.

2 Priors for Primal DSGE shocks selection

Consider a DSGE model with (deep) parameters of interest $\Theta$. The (control and state) variables of the model, denoted by $s_t$, are driven by primal shocks with innovations $\epsilon_t$. The model is characterized by a set of equations that define the steady state values $s^*$ and Euler equations that describe the transition
dynamics. Linearizing around the steady state gives a system of expectational difference equations that can be solved to yield a solution in the form of difference equations. The linearized solution of a DSGE has the following representation:

\[ s_{t+1} = A(\Theta)s_t + B(\Theta)e_{t+1}, \quad \epsilon_{t+1} \sim N_r(0, \Sigma_\epsilon), \]  

where \( A, B \) are nonlinear functions of the structural parameters of the model \( \Theta \), \( \epsilon_t \) is a \( n \times 1 \) vector of the structural innovations, \( s_t \) is the \( n_s \times 1 \) vector of endogenous and exogenous states and \( \Sigma_\epsilon \) is a covariance matrix of dimension \( n \times n \) whose rank is \( r = \text{rank}(\Sigma_\epsilon) \leq n \). We denote by \( N_r(0, \Sigma_\epsilon) \) the \( n \times 1 \) multivariate singular Normal distribution with rank \( r \). If the eigenvalues of \( A(\Theta) \) are inside the unit circle, the latter structure can be mapped into a VMA(\( \infty \)) (see Komunjer and Ng, 2011). The mapping from the model based variables to a \( n_y \times 1 \) vector \( y_t \) of observed times series is accomplished through a measurement equation augmented with series specific i.i.d. shocks in order to avoid the possibly stochastically singular model, as follows

\[ y_{j,t} = \Phi_j(L; \Theta)\epsilon_t + e_{j,t}, \quad \epsilon_t \sim N(0, \Sigma_\epsilon), \quad e_t \sim N(0, \Omega), \quad j = 1, \ldots, n_y, \]  

where \( \Phi_j \) correspond to the \( j \)th raw of \( \Phi(L; \Theta) \), the MA polynomial of the DSGE model observable counterparts. The structural shocks and the measurement shocks are separately identifiable since the former are common and the latter are series specific. Moreover and more importantly, the measurement errors being i.i.d., they cannot explain the cross- and auto-correlation structure of the data, which is entirely determined by the common component, i.e. the DSGE model shocks and their MA structure.

Equation (2) can be seen as an approximate dynamic factor model where the row vector \( \Phi_j(L; \Theta) \) represents the factor loadings and \( \epsilon_t \) the common factors (orthogonal to each other). There is, however, an important difference. While in the factor model we are interested in the number of factors, in this setup we are interested also in the combination of underlying common shocks since they have economic interpretations. This can be accomplished by studying the null space of \( \Sigma_\epsilon \). If we assume \( \Sigma_\epsilon \) diagonal, it is sufficient to check that standard deviations are not zero. If \( \Sigma_\epsilon \) is a symmetric positive definite matrix, the non-zero eigenvalues correspond to the primal shocks. An alternative way to select the number and combination of primal DSGE shocks is to compute the marginal likelihood of model specifications with different combinations of shocks. However, this can be time consuming because it requires estimating each of the possible models. In models with typically 7 or 8 postulated primal shocks, the combinations of models to compare is very large and marginal likelihood comparisons will not be a very useful tool for selection. Our argument is even more persuasive for non-linear models for which the computation of the marginal likelihood is very burdensome.

Following the literature on Bayesian stochastic variable selection in state space models initiated by

\[ \text{Suppose we have a model with 7 shocks and we sequentially choose between models with 6, 5, 4, 3, and 2 shocks, this would imply estimating 122 models.} \]
Fruhwirth-Schnatter and Wagner (2010)\textsuperscript{6}, we rewrite Equations (1) as follows:

\[ \tilde{s}_{t+1} = A(\Theta)\tilde{s}_t + B(\Theta)\Sigma^{1/2}\tilde{\epsilon}_{t+1} \quad \tilde{\epsilon}_{t+1} \sim N(0, I_n), \]

where \(N(0, I_n)\) is the multivariate normal distribution with unitary variance. While the standard deviation of \(\tilde{\epsilon}_{t+1}\) is fixed and normalized to one in estimation, the diagonal elements of \(\Sigma^{1/2}\) are estimated. We consider classes of prior distributions for the diagonal elements of \(\Sigma^{1/2}\) such that the probability of zero is positive, i.e. for \(j = 1, \ldots, n\), we assume that \(P(\sigma_j = 0) > 0\). It is important to notice that structural standard deviations are not identified up to sign switch, e.g. \(\epsilon_i \sim N(0, \sigma_i^2) = \pm \sigma_i \tilde{\epsilon} \sim N(0, 1)\). In other words, the model in the equation with \((-\Sigma^{1/2})(-\tilde{\epsilon}_{t+1})\) is observationally equivalent to the same model with \(\Sigma^{1/2}\tilde{\epsilon}_{t+1}\). As a consequence, the likelihood function is symmetric around zero along the \(\sigma_j\) dimension and bimodal if the true \(\sigma_j\) is larger than zero. This fact can be exploited to quantify how far the posterior of \(\sigma_j\) is from zero and, in turn, assess the existence of the shock. One could also, as it is standard practice, normalize the sign to a positive value and estimate the standard deviations over a non-negative support.\textsuperscript{7}

We propose to use the following priors:

1. \textit{Exponential priors:}

\[ \sigma_j \sim \text{Exp}(\lambda_j). \]

With Exp priors, we fix the sign to be non-negative (but allowing for zero) prior to estimation. In order to assess the existence of specific shocks, we rely on the confidence sets of the posterior distribution and the statistical distance from zero. Standard Bayesian simulators such as the RW Metropolis-Hastings can be employed to recover the posterior distribution of the parameters.

2. \textit{Normal priors:}

\[ \sigma_j \sim N(\mu_j, \tau_j^2). \]

This implies estimating the non-identified standard deviations and fixing the sign after estimation. Accordingly, the prior for structural standard deviations covers the entire real line support. In such a case, the bi-modality of the posterior distribution of the standard deviation implies \textit{existence} of the primal shock in question. Uni-modality (centered on zero) would then imply \textit{non-existence}.

In other words, with normal priors, we exploit the information contained in the non-identifiability of the sign. If a shock exists, then the sign should not be identifiable. Standard Bayesian simulators such as the RW Metropolis-Hastings can be employed to recover the posterior distribution with an additional random sign switch of the shocks’ standard deviations\textsuperscript{8}.

\textsuperscript{6}In the online appendix (section A.2) we briefly summarize the key ideas of this method and its correspondence with DSGE shock selection.

\textsuperscript{7}This formulation is a simplification of the state space form proposed in FS-W that is derived in online appendix (section A.2). The FS-W formulation is slightly more involved since their main goal is to have a closed form expression for the marginal likelihood which is not our focus here. In the results that follow, we also used their formulations and find no difference in the estimation results.

\textsuperscript{8}In the online appendix (section A.2) we describe the procedure to introduce the sign switch in an otherwise standard MCMC routine.
One can be interested in situations where structural disturbances are correlated. In such a case, a singular inverse Wishart prior can be imposed on the variance covariance matrix of the shocks. However, being somehow a non-standard practice on DSGE estimation, we leave the description and the derivation of this specific setup to the online appendix (Section A.4).

3 Inference distortions with non-existent DSGE shocks

We now tackle the question of whether the introduction of non-existent shocks affects the estimation of parameters governing the impulse transmissions in the model. We first convey the intuition using a simple model and we then move to an industry-standard New Keynesian DSGE model to quantitatively assess the distortions induced in behavioral parameters and their policy implications. We derive our conclusions based on intuitive arguments and Monte Carlo exercises.

We start first by studying the likelihood of the simplest DSGE model, a plain vanilla Real Business Cycle (RBC) model with inelastic labor supply, full capital depreciation, and an autoregressive process of order one for total factor productivity (TFP) shocks. In this setting, an analytical solution can easily be derived.\(^9\) We obtain the following recursive representation:

\[
\begin{align*}
y_t &= z_t + \alpha k_t + \epsilon_t + \epsilon_t \sim N(0, \sigma_e^2), \\
z_{t+1} &= \rho z_t + \sigma \epsilon_{t+1} + \epsilon_{t+1} \sim N(0, 1), \\
k_{t+1} &= \alpha k_t + z_t, \\
\end{align*}
\]

where small case variables indicate the log deviation of the variables from the non stochastic steady state. In particular, \(k_t\) is capital per capita, \(z_t\) is TFP, \(y_t\) is output per capita, and \(\alpha\) is the capital share in production. We assume that we observe neither the technology process nor capital. We observe output up to a measurement error, \(\epsilon_t \sim N(0, \sigma_e^2)\).

We run a controlled experiment to measure the impact of different priors on the shock standard deviations of the DSGE model. We simulate artificial data from the RBC model by calibrating structural parameters values to standard values in the literature, i.e. \(\alpha = 0.33, \rho = 0.95\). We generate data assuming that the technology shock standard deviation is zero and positive. We fix the variance of \(\sigma_e\) to 0.08, i.e. the mean of the range of values of the structural standard deviation. The results obtained in this section are largely invariant to the values of structural and non-structural parameters used to generate data, to the the sample size, and to the location of priors and scale parameters.\(^10\)

We generate 500 data points from the RBC model with the measurement error for each value of \(\sigma_e\), and retain the last 100 for inference. We compute and estimate the posterior kernel of \(\sigma_e\) assuming the following priors where \(m\) stands for the mean, and \(SD\) for the standard deviation:

- \(\text{IG}(\alpha, \beta)\) with \(\alpha = 2.0016\) and \(\beta = 0.2\) that gives \(m = 0.2\) and \(SD = 5\);

\(^9\)See the online Appendix section A.1 for details.
\(^10\)Results with different parameterization of the data generating process, scale and location parameters and sample size are available on request.
• Normal($\mu$, $\sigma^2$) with $\mu = 0.2$ and $\sigma^2 = 25$ that gives $m = 0.2$ and $SD = 5$;
• Exp($\lambda$) with $\lambda = 0.2$ that gives $m = 5$ and $SD = 5$.

with an abuse of notation we indicate parameter distribution (IG, N and Exp) and in parenthesis mean and standard deviations. While the measures of dispersion are the same across priors, the prior shape and support are different. It is important to notice that, while for the normal and exponential distribution third and higher moment exist, it is not true for the inverse gamma. E.g., with this parametrization, the third and higher moments of the inverse gamma prior do not exist. We first study the posterior kernel of $\sigma$ conditional on the simulated data and on the other parameters being fixed at their true values. Being a unidimensional problem, we can directly plot the product of the likelihood times the prior (i.e. the posterior kernel) against different values of $\sigma$. This allows us to study the behavior of the kernel in the neighborhood of zero. Figure 1 displays the posterior kernel of $\sigma$ for a range of values of $\sigma$ ([−0.5, 0.5]) keeping the remaining parameters fixed at their true values. From the top left panel to the bottom right panel, we present the four cases for the values of the true standard deviation: 0, 0.05, 0.1, 0.2. When

Figure 1: Posterior kernels for different values of $\sigma$’s. The figure reports the posteriors with: IG(0.2,5) prior (black dashed line); N(0.2, 5) prior (blue dotted line); Exp(5,5) prior (red line). The values considered are $\sigma = \{0, 0.05, 0.10, 0.20\}$.

the technology shock has zero variance, with a normal prior with loose precision the posterior kernel of $\sigma$ is uni-modal centered on zero and with a tight standard deviation. Similar conclusions apply to the Exp prior, for which the posterior peaks at zero. Hence, the prior information on this parameter does not distort the information of the data likelihood. By assuming an IG prior, instead, we are forcing the kernel not to explore the region of the parameter space of a null variance and, as a consequence, we are corrupting the information contained in the data. Second, when the technology shock is non-zero the posterior kernel of $\sigma$ is similar across prior assumptions. Therefore, normal or Exp priors do not seem to
Table 1: Full MCMC estimates of model (3). The model is estimated using the Normal, the IG and the Exp prior for the standard deviations of structural shock. The table reports for all the structural parameters $\Theta$: the posterior mode, the lower (5%) and upper (95%) quantile (credible set) and the marginal likelihood (ML) computed with the Laplace approximation and the modified armonic mean (in parenthesis).

<table>
<thead>
<tr>
<th>$\sigma = 0$</th>
<th>Mode [Lower,Upper]</th>
<th>Mode [Lower,Upper]</th>
<th>Mode [Lower,Upper]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IG(0.05,5)</td>
<td>Normal(0.05,5)</td>
<td>Exp(5,5)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.30 [0.21, 0.37]</td>
<td>0.30 [0.22, 0.38]</td>
<td>0.30 [0.21, 0.37]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.39 [0.10, 0.61]</td>
<td>0.50 [0.10, 0.69]</td>
<td>0.50 [0.09, 0.68]</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.03 [0.01, 0.04]</td>
<td>0.00 [-0.05, 0.04]</td>
<td>0.002 [0.001, 0.044]</td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.09 [0.08, 0.11]</td>
<td>0.09 [0.08, 0.11]</td>
<td>0.10 [0.08, 0.10]</td>
</tr>
<tr>
<td>ML</td>
<td>88.55 (88.48)</td>
<td>84.47 (84.14)</td>
<td>85.39 (84.38)</td>
</tr>
<tr>
<td></td>
<td>IG(0.1,5)</td>
<td>Normal(0.1,5)</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.29 [0.21, 0.37]</td>
<td>0.30 [0.21, 0.37]</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.30 [0.07, 0.51]</td>
<td>0.50 [0.10, 0.69]</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.04 [0.02, 0.06]</td>
<td>0.00 [-0.04, 0.04]</td>
<td></td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.09 [0.07, 0.10]</td>
<td>0.09 [0.08, 0.11]</td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>87.36 (87.26)</td>
<td>84.47 (84.16)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IG(0.2,5)</td>
<td>Normal(0.2,5)</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.29 [0.20, 0.36]</td>
<td>0.29 [0.21, 0.38]</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.20 [0.04, 0.40]</td>
<td>0.50 [0.10, 0.69]</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.06 [0.04, 0.08]</td>
<td>0.00 [-0.05, 0.04]</td>
<td></td>
</tr>
<tr>
<td>$\sigma_e$</td>
<td>0.08 [0.06, 0.10]</td>
<td>0.09 [0.08, 0.11]</td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>84.58 (84.49)</td>
<td>84.47 (84.16)</td>
<td></td>
</tr>
</tbody>
</table>

create distortions when the shock truly exists.

Conclusions are similar when using posterior simulators to approximate the posterior distributions. The posterior moments of the full set of parameters, $\alpha$, $\rho$, $\sigma$ and $\omega$, are computed using the Random Walk Metropolis-Hastings algorithm$^{11}$ adapted for the sign switch when assuming normal priors for $\sigma$. We postulate a normal prior for $\alpha$ centered in 0.3 with 0.05 standard deviation, a beta distribution for $\rho$ centered in 0.5 with 0.2 standard deviation and an IG prior for the measurement error centered in 0.2 with a loose standard deviation of 4.

Table 1 reports posterior statistics assuming different prior distributions and locations for the standard deviations. In particular, from top to bottom, for the inverse gamma prior and the normal, we move the prior location progressively away from zero. We do not report the the results for $\sigma > 0$ since they are similar among priors and close to the true values; they can be consulted on the online appendix (Section B, Additional Tables and Graphs, Table 3).

A few things are worth noting. First, while the estimates of $\sigma$ are very imprecise with an IG prior,

---

$^{11}$We launched two chains of 100,000 draws using as a starting point the mode of the posterior kernel.
the Normal and Exp priors with a sufficiently loose standard deviation allow the MCMC to explore more extensively the parameter space and hence to verify ex-post if the structural disturbance exists.

Second, while invariant for the normal prior, the marginal likelihood estimate depends on the location of the inverse gamma prior. The closer the hyper-parameter controlling the prior mean to zero, the larger the marginal likelihood. Hence, in principle, the marginal likelihood with inverse gamma distribution can be informative about the size of the shock. However, the marginal likelihood with inverse gamma priors is larger than the one obtained in the normal prior setup, which indeed is able to select the true DGP. This feature occurs systematically in short samples and it is not the artifact of one specific realization.\textsuperscript{12} While we do not have an analytical explanation for this result, intuitively, it may be related to the third and higher order moments of the probability distribution. For the normal distribution, all moments higher than the first are controlled by the scale parameter (squared variance) only. In the inverse gamma distribution, all moments depend on the shape and scale and, therefore, when changing the prior mean (keeping the dispersion fixed) we are implicitly changing the higher moments of the distribution (if they exist). This makes the comparison across distributions difficult to interpret and care should be taken when expressing a preference for the inverse gamma prior over the normal distribution by means of marginal likelihood.\textsuperscript{13} In the empirical section 4 we are going to discuss this issue more extensively.

Third, when the true DGP has $\sigma = 0$ and we impose an inverse gamma prior on $\sigma$, we obtain that the autoregressive parameter estimates are heavily downward biased. In the case of a null standard deviation, the posterior kernel displays a clear trade off between setting the standard deviation close to zero or reducing the persistence of the model dynamics. Since with IG priors we rule out null standard deviations, the posterior kernel of standard deviations does not include zero and, as a consequence, the primal shock has a dynamic impact on $y_t$. The only way to tone down the dynamic impact of this shock is to force the autoregressive parameter close to zero. To see this, assume that $\alpha = 0$ and $\sigma_e = 1$. Assume that the true DGP is the one with a null standard deviation, i.e. $\sigma = 0$, we have that $y_t = e_t$ and the likelihood collapses to $log \mathbb{L}(y_T; \rho, \sigma = 0) \propto -1/2 \sum_{t=1}^T y_t^2$. While $\rho$ is not identifiable in the true model, the persistence parameter becomes informative in the misspecified model. Suppose we work with a misspecified model in which $\sigma$ is fixed to a positive value, say $\delta > 0$, which measures the degree of misspecification, i.e. the larger this value the more severe is the misspecification. The likelihood is given

\textsuperscript{12}In the online appendix (section A.5), we report the marginal likelihood estimates based on 50 different datasets generated with $\sigma = 0$ assuming either normal or inverse gamma distributions with mean 0.05 and standard deviation 5. On average, there is a 4 to 5 log marginal likelihood difference in favor of the inverse gamma prior over the normal prior. This difference does not vanish with larger samples.

\textsuperscript{13}In the online appendix (Section b, Additional Tables and Graphs, Table 2) we provide a decomposition of the marginal likelihood into a constant, the determinant of the inverse Hessian, the prior, and the likelihood for different locations of the priors. Almost the entire change in the marginal likelihood when using inverse gamma priors with different locations is due to a change in the prior and not in the determinant of the inverse Hessian. Changes in the likelihood are very small.
by:

$$\log L(y_T | y_{T-1}; \rho, \sigma = \delta) \propto -1/2 \sum_{t=1}^{T} \log(s_t + 1) - 1/2 \sum_{t=1}^{T} \frac{(y_t - z_{t(t-1)})^2}{1 + s_t}$$

$$z_{t+1} = (1 - k_t)z_{t(t-1)} + k_t y_t, \quad s_{t+1} = k_t + \delta^2, \quad k_t = \rho \frac{s_t}{1 + s_t},$$

where the recursions are derived from the Kalman filter with $s_1 = \delta^2/(1 - \rho^2)$ and $z_{1|0} = 0$.\(^{14}\) In order to minimize the information discrepancy between the misspecified model likelihood, i.e. $L(y_T | y_{T-1}; \rho, \sigma = \delta)$, and the true DGP model likelihood, i.e. $L(y_T | y_{T-1}; \rho, \sigma = 0)$, the autoregressive parameter has to go to zero. When $\rho = 0$, we have $k_t = 0$, $z_{t(t-1)} = 0$, $s_t = \delta^2$, and the likelihood becomes:

$$\log L(y_T | y_{T-1}; \rho = 0, \sigma = \delta) \propto -T/2 \log(\delta^2 + 1) + \sum_{t=1}^{T} 1/2 \frac{y_t^2}{1 + \delta^2}.$$

In fully fledged DSGE models, the persistence of model dynamics is controlled not only by the autoregressive parameters, but also by the deep parameters capturing real and nominal frictions in the economy. Therefore, we expect to see that those parameters will also be affected by the incorrect specification of the number and combination of primal shocks. To quantify these distortions, we consider a baseline DSGE model as presented in Smets and Wouters (2007) (henceforth SW). This model is selected because of its widespread use for policy analysis among academics and policymakers, and because it is frequently adopted to study cyclical dynamics and their sources of fluctuations in developed economies. We retain the nominal and real frictions originally present in the model, but we make a number of simplifications which reduce the computational burden of the experiment but bear no consequences on the conclusions we reach. First, we assume that all exogenous processes are stationary. Since we are working with the decision rules of the model, such a simplification involves no loss of generality. Second, we assume that all the shocks are uncorrelated and follow an autoregressive process of order one. Third, since we do not want to have our results driven by identification issues (see Komunjer and Ng, 2011 or Iskrev, 2010), we fix a number of parameters and estimate only a subset of them. We estimate the standard errors, autoregressive parameters, and the parameters driving price and wage indexation and stickiness, habit in consumption, intertemporal elasticity of substitution and the inverse of the elasticity of investment (relative to an increase in the price of installed capital).\(^{15}\)

To study the effect of estimating non-existent shocks, we switch off the price markup, the wage markup, and the investment specific shocks and add seven measurement i.i.d. errors (one for each observable) with standard deviation equal 0.08 which we estimate along with the other parameters.\(^{16}\) With this calibration, measurement errors explain on average less then 3% of the volatility of observables. We simulate 1,000 data

---

\(^{14}\)See Durbin and Koopman (2012) for an introduction.

\(^{15}\)More details on the set of parameter estimates, prior assumptions, parameter description, log-linearized equilibrium conditions and the true values used to generate artificial data, which are taken from the posterior mean estimated in SW, can be found in Appendix A.1.

\(^{16}\)We also reduced this value to 0.05 and increased it to 0.35 and the main conclusions are unaffected. We discuss a more complete set of robustness checks in section 3.1.
Table 2: Montecarlo experiment with 100 artificial datasets. The table reports the bias measured as the difference between the average posterior mean (MCMC posterior estimates of the parameter) and the true value. The priors considered are Normal, IG and Exp. The table also reports the true simulated value. $\phi$ is the inverse of the elasticity of substitution of installed capital, $\lambda$ habit in consumption, $\zeta_w$ wage stickiness, $i_w$ wage indexation, $\zeta_p$ price stickiness, $r_p$ MP rule response to inflation, $r_{dy}$ MP response to output, $r_y$ MP response to output, $\rho$ interest smoothing, $\sigma_c$ intertemporal substitution.

<table>
<thead>
<tr>
<th>Structural parameters $\Theta$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>-1.32 -0.06 -0.07 -0.19 -0.17 -0.11 0.19 -0.04 0.02 -0.04 0.10</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.00 0.00 0.00 0.01 0.01 0.00 -0.06 0.00 0.01 0.00 -0.01</td>
</tr>
<tr>
<td>$\zeta_w$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$i_w$</td>
<td>0.59 0.24 0.65 2.05 0.22 0.09 0.81 1.38</td>
</tr>
<tr>
<td>$\zeta_p$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$r_p$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$r_{dy}$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$r_y$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>0.01 0.01 0.01 0.02 -0.01 0.00 0.01 0.01 0.02 0.01 0.01</td>
</tr>
</tbody>
</table>

points and use the last 200 for inference. We consider seven observable variables: output $y_t$, consumption $c_t$, investment $i_t$, wages $w_t$, inflation $\pi_t$, interest rates $r_t$, and hours worked $h_t$. We estimate the model assuming IG, Exp, and Normal priors for the standard deviations and the same priors as in SW for the remaining parameters. For each of these three specifications, we estimated the standard deviations of measurement errors for which we assumed inverse gamma distributions centered on the true value with a loose precision. We run a 300,000 draws MCMC routine starting from the posterior kernel mode and burn-in the first 200,000 of the chain and keep randomly 1,000 for inference. Converge is checked by means of Brook and Gelman (1998) diagnostics for a subset of estimates.\(^{17}\)

We simulated various samples and estimated the posterior distributions of the parameters using our three different prior distributions, i.e. Normal, Exp and IG. In all samples, normal and exponential priors were able to retrieve primal shocks from non-existent ones. We measured the bias as the difference between the average posterior mean of different samples and the true value, and we report the results for deep structural parameters in table 2 (see table 7 in the appendix for the description of the parameters). A positive value means that we are overestimating a parameter, and a negative value that we are underestimating it. Bar few exceptions, the bias using Normal or Exp priors is negligible as the order of magnitude is small. In all cases, the bias using IG priors is larger than the one using Normal or Exp priors. With IG priors, we obtain sizable distortions in parameters capturing persistence. In particular, price and wage indexation parameters are systematically underestimated.

Incorrect assumptions about the existence of structural shocks do not only distort parameter estimates, but they have deep consequences for the implications of the model regarding the sources of business cycle fluctuations or the dynamic transmission of structural shocks which are important for policy analysis.

Table 3 reports the variance decomposition of output, inflation, wages, and the interest rate in terms of

\(^{17}\)In particular, we computed the interval range of the pooled chains and the average interval range within chains and verified when these two lines stabilize and lie one on top of each other. In most of the cases, convergence is achieved within 150,000 draws.
primal shocks under various prior assumptions about their standard deviations. Price and wage markup shocks should not explain fluctuations in any of these variables. This is the case for Normal and Exp priors. It is not the case, however, for IG priors where wage and price markup shocks together explain 16% of the volatility of inflation and 8% of the volatility of wages. Moreover, the transmission of shocks is altered in a substantial way. Figure 2 reports the transmission of monetary policy shocks (top row) and wage markup shocks (bottom row) to output, inflation, and the interest rate. Gray areas (red dashed lines) represent the 90% confidence sets of the response assuming Normal (IG) priors on standard deviations and the black solid line the true response. The responses to a monetary policy shock are qualitatively different under the two settings. IG priors tend to produce less persistent dynamic responses. Moreover, on impact, we overestimate the reaction of inflation to an interest rate hike and underestimate the reaction of output. For an interest rate hike of 15-20 basis points, inflation declines more than it should (black line) and output recovers much faster. In this context, disinflation trajectories might result to be less costly in terms of output loss relative to what they truly are. With normal priors (gray shaded areas) the disinflation trajectories are correctly picked up in terms of size and in terms of speed of adjustment. Even more striking, as would be expected, are the responses to “non-existing” shocks. In the normal prior setup, we obtain statistically insignificant dynamics for all the variables of interest to an increase in the wage markup. Conversely, with IG priors, output and inflation react strongly and their responses are statistically and economically significant.

3.1 Further Discussion

The simulation evidence shows that inference and policy conclusions differ substantially when non-existing shocks are forced on the model. Since we do not know ex-ante what are the key shocks driving aggregate

<table>
<thead>
<tr>
<th>Priors</th>
<th>$y$</th>
<th>$\pi$</th>
<th>$r$</th>
<th>$w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IG prior on $\sigma_i$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>IG prior on $\sigma_w$</td>
<td>1 [0,1]</td>
<td>9 [6,14]</td>
<td>2 [1,3]</td>
<td>8 [5,13]</td>
</tr>
<tr>
<td>IG prior on $\sigma_p$</td>
<td>0 [0,0]</td>
<td>7 [5,8]</td>
<td>0 [0,1]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Normal prior on $\sigma_i$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Normal prior on $\sigma_w$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Normal prior on $\sigma_p$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Exp prior on $\sigma_i$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Exp prior on $\sigma_w$</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
<tr>
<td>Exp prior on $\sigma_p$</td>
<td>0 [0,0]</td>
<td>0 [0,1]</td>
<td>0 [0,0]</td>
<td>0 [0,0]</td>
</tr>
</tbody>
</table>
fluctuations, IG priors are problematic as they may induce biases in estimated parameters that can be sizable. Normal or Exp priors do not suffer from any particular disadvantage when confronted with data that are generated by an unknown number of primal disturbances. We have tested these priors on different values of the standard deviations of the structural shocks, of the measurement errors (including zeros) and with various sample sizes. Our conclusions are unaffected.

It is important to notice that the autoregressive parameters of non-existing shocks are not identifiable. However, since we do not know ex-ante what the non-existing shocks are, we also ignore for which exogenous processes can we identify the persistence coefficient. As a consequence, when estimating the model with the full set of shocks, the likelihood along the dimension of the autoregressive parameter of these non-existing processes is flat and the posterior overlaps with the prior. While this does not cause any problem per se, it makes the estimation inefficient. To cope with this, applied researchers can run a two step estimation procedure. In the first stage, they estimate the full set of exogenous processes’ parameters (i.e. standard deviations and autoregressive parameters) and identify the fundamental sources of fluctuations. In the second stage, they can fix the autoregressive parameters of the non-existing shocks obtained in the first stage to avoid the non-identifiability of the persistence coefficient.

A crucial assumption of our approach is that the vector of observed times series is generated by a combination of primal and non-primal (measurement) shocks. In the absence of measurement errors, the
DSGE model with a rank deficient covariance matrix is stochastically singular and, as a consequence, impossible to estimate with likelihood based approaches. The inclusion of measurement error allows us to avoid the stochastic singularity problem. One may argue that measurement error sweeps the rest of the variability of observables that is not explained by primal shocks. However, since primal shocks are common factors and measurement errors are variable-specific shocks, when measurement errors capture a larger proportion of the variability of a particular observable, it is precisely indicating that some postulated primal shocks may not be true common factors.

4 Primal innovations and the role of priors for standard deviations

We now study the role played by priors on structural DSGE shocks by reconsidering the estimates of a standard DSGE model using US macroeconomic data. We keep as benchmark the SW model used in the previous section. Although there are many more applications of interest, here we focus on the question of whether some of the standard impulses assumed in the existing literature are primal and not just the artifact of avoiding stochastic singularity. Moreover, we try to assess the empirical relevance of the choice of priors for STD for the transmission of DSGE shocks.

While the structural equations of the model are the same as the ones used in the previous section, we add deterministic growth and measurement equations in order to bridge the model to the observed times series. The SW model is estimated based on seven quarterly macroeconomic time series. Output growth is measured as the percentage growth rate of Real GDP, consumption growth as the percentage growth rate of personal consumption expenditure deflated by the GDP deflator, and investment growth as the percentage growth rate of Fixed Private Domestic Investment deflated by the GDP deflator. Hourly compensation is divided by the GDP price deflator in order to obtain the real wage variable. The aggregate real variables are expressed in per capita terms using population over 16. Inflation is the first difference of the log of the Implicit Price Deflator of GDP, and the interest rate is the Federal Funds Rate divided by four. For comparability of estimates, we consider the same data span as in SW, 1968-2004. The mapping between observables and model based quantities is accomplished through the following measurement equations

\[
\text{output growth} = \hat{\gamma} + \Delta y_t + \omega_y e_{y,t}, \\
\text{consumption growth} = \hat{\gamma} + \Delta c_t + \omega_c e_{c,t}, \\
\text{investment growth} = \hat{\gamma} + \Delta i_t + \omega_i e_{i,t}, \\
\text{real wage growth} = \hat{\gamma} + \Delta w_t + \omega_w e_{w,t}, \\
\text{hours} = \hat{l} + l_t + \omega_l e_{l,t}, \\
\text{inflation} = \hat{\pi} + \pi_t + \omega_p e_{p,t}, \\
\text{ffr} = \hat{\beta} + R_t + \omega_r e_{r,t}, \\
e_{x,t} \sim N(0,1) \quad \text{with} \quad x = y, c, i, w, l, p, r,
\]
where all variables are measured in percent. \( \bar{\pi} \) and \( \bar{\beta} \) measure the steady state level of net inflation and short term nominal interest rates, respectively, \( \gamma \) captures the deterministic long-run growth rate of real variables, and \( \bar{l} \) captures the mean of hours. \( e_{x,t} \) are standardized normal i.i.d. measurement error (ME) shocks.

We estimate and fix the same parameters as in SW with one exception. Relative to the original SW specification, we assume that the impact of technology on government spending, \( \rho_{ga} \) in their model, is zero so that the government spending process is independent from the technology process. Priors for the structural parameters but STD are the same as in SW. We estimate three main specifications (and several variants, see next section):

1. The first specification (IG) coincides with the original SW setup. In this specification, we assume that measurement error shocks are zero, i.e. \( \omega_x = 0 \) for \( x = y, c, i, w, l, p, r \), and structural shock standard deviations have an IG prior with mean 0.1 and standard deviation of 2.

2. In the second specification, we assume an IG prior on both measurement errors and primal shocks. We consider two variants that differ in terms of prior location:
   (a) One variant (IGIG), a ‘conventional’ one, where the mean for the primal shocks is centered in 0.1 and for the measurement error in 0.2.
   (b) One variant (IGIG+) where the prior for measurement error is centered in 0.4 and for primal shocks in 0.2. The latter is chosen based on marginal likelihood considerations, i.e. by selecting the hyper-parameters on a discrete grid of values that maximize the marginal data density.

To be agnostic on the origin of fluctuations we postulate a loose standard deviation of 10.

3. In the third specification, (NN), we postulate that the standard deviations of primal shocks and measurement errors are normally distributed\(^{18}\) with a very loose standard deviation of 10 and with location 0.1.\(^{19}\) So, in principle, we allow for the possibility that some primal and/or measurement shocks are zero.

Table 4 reports the posterior mean and 90% confidence bands for a selection of structural parameters and the STD of shocks.

There are a number of relevant results to highlight. First, government spending \( (g) \) shocks and price markup \( (p) \) shocks are estimated to be ‘non-existent’, since the posterior support for their standard deviations includes zero and their posterior distributions are unimodal (not shown here). Technology \( (a) \), investment \( (i) \), risk-premium \( (b) \) or ‘liquidity’ shocks\(^{20}\), and monetary policy shocks \( (r) \) are instead

---

\(^{18}\)Given that the results using Exp and normal priors in the previous section were very similar, we report here the results using normal priors only.

\(^{19}\)The location parameter for the Normal prior is not very influential. See next section.

\(^{20}\)As shown in Fisher (2015), the SW risk premium or preference shock can be interpreted as a structural shock to the demand for safe and liquid assets such as short-term Treasury securities.
Table 4: Posterior median and 90% confidence bands of a selection of structural parameters in the four specifications: IG, IGIG, IGIG∗ and NN.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>NN</th>
<th>IGIG*</th>
<th>IG</th>
<th>IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ι_p</td>
<td>0.46 [0.23, 0.71]</td>
<td>0.49 [0.26, 0.72]</td>
<td>0.46 [0.22, 0.69]</td>
<td>0.30 [0.13, 0.48]</td>
</tr>
<tr>
<td>φ</td>
<td>2.85 [2.00, 4.02]</td>
<td>2.23 [1.18, 3.50]</td>
<td>2.24 [1.14, 3.57]</td>
<td>6.07 [4.35, 7.84]</td>
</tr>
<tr>
<td>ξ_w</td>
<td>0.79 [0.70, 0.87]</td>
<td>0.78 [0.68, 0.86]</td>
<td>0.78 [0.69, 0.87]</td>
<td>0.69 [0.57, 0.80]</td>
</tr>
<tr>
<td>λ</td>
<td>0.76 [0.64, 0.86]</td>
<td>0.69 [0.55, 0.83]</td>
<td>0.73 [0.60, 0.86]</td>
<td>0.69 [0.62, 0.76]</td>
</tr>
<tr>
<td>r_y</td>
<td>0.15 [0.09, 0.20]</td>
<td>0.16 [0.11, 0.22]</td>
<td>0.16 [0.10, 0.21]</td>
<td>0.09 [0.05, 0.12]</td>
</tr>
<tr>
<td>ρ_b</td>
<td>0.69 [0.55, 0.82]</td>
<td>0.77 [0.65, 0.87]</td>
<td>0.77 [0.65, 0.87]</td>
<td>0.23 [0.09, 0.38]</td>
</tr>
<tr>
<td>ρ_r</td>
<td>0.19 [0.04, 0.37]</td>
<td>0.55 [0.21, 0.91]</td>
<td>0.34 [0.10, 0.90]</td>
<td>0.16 [0.05, 0.27]</td>
</tr>
<tr>
<td>σ_a</td>
<td>0.36 [0.31, 0.41]</td>
<td>0.34 [0.28, 0.39]</td>
<td>0.34 [0.30, 0.39]</td>
<td>0.44 [0.40, 0.49]</td>
</tr>
<tr>
<td>σ_b</td>
<td>0.11 [0.08, 0.14]</td>
<td>0.10 [0.07, 0.13]</td>
<td>0.09 [0.07, 0.12]</td>
<td>0.24 [0.20, 0.28]</td>
</tr>
<tr>
<td>σ_g</td>
<td>-0.01 [-0.21, 0.22]</td>
<td>0.13 [0.07, 0.22]</td>
<td>0.08 [0.04, 0.18]</td>
<td>0.58 [0.53, 0.63]</td>
</tr>
<tr>
<td>σ_τ</td>
<td>0.22 [0.11, 0.34]</td>
<td>0.17 [0.08, 0.31]</td>
<td>0.11 [0.04, 0.29]</td>
<td>0.40 [0.33, 0.49]</td>
</tr>
<tr>
<td>σ_p</td>
<td>0.21 [0.11, 0.25]</td>
<td>0.13 [0.07, 0.19]</td>
<td>0.15 [0.06, 0.22]</td>
<td>0.24 [0.22, 0.27]</td>
</tr>
<tr>
<td>σ_w</td>
<td>-0.04 [-0.17, 0.16]</td>
<td>0.10 [0.06, 0.15]</td>
<td>0.08 [0.03, 0.16]</td>
<td>0.13 [0.10, 0.15]</td>
</tr>
<tr>
<td>σ_r</td>
<td>0.03 [0.01, 0.10]</td>
<td>0.08 [0.05, 0.13]</td>
<td>0.05 [0.03, 0.09]</td>
<td>0.26 [0.22, 0.30]</td>
</tr>
</tbody>
</table>

estimated to be primal. The wage markup shock, however, is only marginally so.\textsuperscript{21} For the IGIG specifications, the estimated STD of government spending and price markup shocks are smaller than in the case with no measurement error (IG) yet still significantly different from zero.\textsuperscript{22}

Second, the posterior moments of deep parameters appear to be estimated differently in the three setups. For the estimates of φ, the second derivative of the investment adjustment cost function, the mean estimate of NN is significantly smaller than the value in IG (6.07) and larger than the values obtained with the IGIG specifications. This figure is closer to the value (2.48) available in Christiano et al. (2005).\textsuperscript{23} Christiano et al. (2005) estimate a model similar to SW with staggered wage and price contracts, habit formation in preferences for consumption, adjustment costs in investment, and variable capital utilization. The two papers differ in terms of estimation techniques. While SW use full information methods, Christiano et al. (2005) use limited information methods, i.e. by minimizing a measure of the distance between the model and empirical impulse response functions to a monetary policy shock, and they do not need to specify the whole shock structure. Moreover, the price indexation parameter, \( \iota_p \), is 0.30 for the IG model and the NN estimated parameter is substantially larger. Albeit to a smaller degree, similar conclusions apply for the estimate of \( \xi_w \) and \( \lambda \), the wage stickiness and habit parameter respectively. Overall, estimates of deep parameters change when we introduce measurement error shocks

\textsuperscript{21}If the model is estimated for rolling sub-samples, the shock appears not to be primal for the majority of the sub-samples. Results available on request.

\textsuperscript{22}It is important to note that the fact that, for instance, shocks to government spending are found not to be primal in the NN specification does not imply that government spending is fixed. What this means is that these shocks, within the context of the SW model, are not significant drivers of macroeconomic uncertainty. This could be the case if, for instance, these changes to \( g \) were fully expected by agents.

\textsuperscript{23}Quoting Christiano et al. (2005), “\( 1/\phi \) is the elasticity of investment with respect to a 1 percent temporary increase in the current price of installed capital. Our point estimate implies that this elasticity is equal to 0.40”.
and allow for the possibility of zero STD.

Structural parameter estimates of the specifications where we assume IG on both measurement error and primal shocks are similar to the NN ones, with one important exception. The estimated persistence of the monetary policy shock in the two IGIＧ specifications are different from the NN (and the IＧ) specification. From an economic standpoint, this parameter captures the extent to which current monetary policy surprises are predictable using past shocks; small figures are desirable. We find that the persistence of the monetary policy surprises is estimated to be 0.55 in the IGIＧ∗ model and 0.34 in the IGIＧ model as opposed to values below 0.2 in the NN or IＧ cases. Besides the fact that the former values have weaker economic interpretation, this parameter is crucial for the dynamic transmission of monetary policy shocks as we will review in the next section.

In sum, normal priors identify as common sources of fluctuations technology shocks, monetary policy surprises, risk-premium/liquidity shocks, investment demand shocks, and possibly wage markup shocks. Accordingly, many structural parameters estimates change. This is due partly to the introduction of measurement errors and partly to the prior assumptions about the origin of fluctuations. We investigate this further below.

4.1 The dynamic transmission of the primal sources of fluctuations

To gauge the extent to which the assumptions about the existence of shocks affect the transmission dynamics of the model, we study the impulse response functions of four variables of interest to the identified primal source of fluctuations. We focus our attention on the response of output growth, inflation, interest rate, and hours worked to a supply shock (technology), to a demand shock (risk-premium/liquidity shock), and to a monetary policy surprise. Figure 3 reports the mean estimated impulse response functions under different specifications. The benchmark SW case (IG) is reported with black triangles, the NN specification with blue dots (with 90% gray confidence bands) and the IGIＧ∗ and IGIＧ specifications in red circles and green diamonds respectively. We have normalized the impact of the shocks across specifications. In particular, a monetary policy impulse generates the same impact increase in the interest rate, a supply impulse the same impact increase in output and a demand impulse the same impact increase in consumption (not shown here). We do not report the response function to demand and supply shocks for the IGIＧ specifications because they are very similar to the NN one.

There are two important remarks arising from this picture. First, the dynamic transmissions of demand and supply shocks are statistically different between the original SW setup (IG) and the specification where we are agnostic about the origins of fluctuations (NN). While supply shocks generate a negative co-movement between hours and output in both settings, the magnitude is smaller and less persistent in the NN case (see the first row). After a technology shock, in the original SW setup, hours worked need 12 quarters to revert back to steady state, while less then 5 in the NN setup. Demand shocks (second row) generate impulse response functions that are hump-shaped and more persistent with normal priors,
with a peak delay of $2/3$ quarters.

Second, the prior assumptions about shock standard deviations matter for the estimated transmission dynamics of the model. The third row of figure 3 reports the transmission mechanism of monetary policy surprises under the four different settings. In the original SW setup and the specification where we are agnostic about the sources of fluctuations ($NN$), an unexpected increase in the federal fund rate of 15 basis points generates a decline in inflation of less than 5 basis points at the peak of the effect and a decline in output of less than 20 basis points. These figures are very close to those obtained in empirical studies using VARs (see Ramey, 2016).

In the setup with inverse gamma priors on structural and measurement errors, the same increase generates a huge response in inflation and output, between twice to more than three times larger.\footnote{It is also noticeable the large difference between $IGIG$ and $IGIG_*$, which indicates that the choice of prior location matters for these models. This is investigated further in section 4.2 below.} Why

---

Figure 3: Transmission mechanism of primal shocks. From top to bottom, dynamic transmission of supply (technology), demand (liquidity preference) and monetary policy shocks to output, hours, inflation and interest rate (left to right). Blue dots NN median estimates and gray areas the 90% confidence sets. Black triangles represent the estimates with IG, green diamonds IGIG and red circles IGIG*. 
does this difference arise? In the \textit{IGIG} settings we are forcing all the shocks to exist, both primal and measurement errors. When this happens, the ‘residuals’ in the interest rate measurement equation are forced to be explained by both a monetary policy shocks and by the interest rate measurement errors. With a small \(0.16\) \(\rho\), monetary policy shocks and measurement error are difficult to separately identify as they are both close to be i.i.d. So whenever the likelihood moves toward regions where the measurement error STD is large, it prefers to assign different persistence to these two shocks in order to be able to distinguish them. Since it cannot do this for the measurement error, it does it for the monetary policy shock. Hence the large \(\rho\), which generates a statistically large and economically implausible transmission mechanism. Unfortunately, being highly misspecified, this class of models typically enjoy the presence of measurement errors, and large measurement error shocks tend to be associated with high values of the marginal likelihood. As it will become apparent in the next sections, this feature is amplified further by the inverse gamma prior distribution, for which the marginal likelihood favors \textit{IGIG} variants with large prior mean for the STD of the measurement errors. Hence, when choosing the \textit{IGIG} specification with the highest marginal likelihood (\(\textit{IGIG}_*\)), a researcher would be lead even more astray from a plausible representation of a MP shock.

In all, the choice of the priors for STD matters in practice. When identifying the primal sources of fluctuations and when studying the transmission mechanism of primal shocks. It is in this sense that we uncover a trade-off between imposing a wide set of potential sources of uncertainty and the estimation of the parameters that drive propagation.

4.2 The sensitivity of the posterior to the standard deviation prior location

A noteworthy drawback of using inverse gamma priors on the STD of shocks concerns the sensitivity of the posterior estimates to the prior location. On the contrary, the posterior analysis is invariant to the prior location when assuming normal priors. In other words, even if the parameter estimates driving some impulse response of interest were not too different between inverse gamma and normal priors, posterior estimates are affected by the inverse gamma prior location. This is an added advantage of using normal priors for STDs.

When we consider the SW model with the same the number of shocks and of observables (i.e. 7), the prior distribution of the shocks STD is largely uninfluential for the posterior parameter estimates\textsuperscript{25}. All the shocks are needed to explain the stochastic dimension of the observables. And, regardless of the prior assumptions on the STD of the shocks, we obtain statistically indistinguishable posterior estimates. However, in the inverse gamma prior setting, the marginal likelihood varies substantially depending on the prior location, even if the posterior parameter estimates do not. In this context, marginal likelihood comparisons with inverse gamma priors are difficult to interpret.

When we have more shocks than observables (i.e. with measurement errors), the likelihood has some-

\textsuperscript{25} Assuming ‘reasonable’ locations and dispersions.
thing to say about the most likely combination of shocks, i.e. the model specification. As a consequence, it is not longer true that the STD prior distribution does not matter for the posterior analysis. The prior density could favor or penalize the likelihood of a specific model shock configuration, depending on the prior dispersion and location. As a result, it might influence posterior analysis. While this not wrong per-se, one should be aware of the extent to which the priors on STDs influence posterior analysis.

Contrary to the inverse gamma case, the normal prior on STD is largely uninfluential for the computation of the posterior parameter distributions and of the marginal likelihood (as long as we have a sufficiently loose precision). It does not really matter if we postulate a priori that the STD of the measurement error on - say - interest rate is close to zero or not when we assume normal priors. The NN setting generates estimates of the posterior distributions and of the marginal data density that are invariant to the prior mean. This appealing property of the normal prior on shocks STD does not carry over for the inverse gamma distribution, where the posterior parameter and the marginal likelihood estimates are very sensitive to the inverse gamma location parameter. In such a case, different configurations of prior means lead to different estimates of the parameters and of the marginal likelihood. This brings us back to square one, as we need a device to select among the prior hyper-parameter.

To show these two points empirically, we run the following exercises. We first considered the case with 7 primal shocks and seven observable variables and no measurement errors. We specified various locations for the prior mean of the STD under the normal and inverse gamma settings. In particular, we assumed that the prior mean for the STD lies in this discrete range of values [0.08, 0.1, 0.2, 0.4, 0.8, 1, 1.2, 1.5] for both the normal prior and the inverse gamma case, and in both setups, we assumed a loose standard deviation equal to 10. For each of these prior specifications (eight for each prior distribution), we estimated the mode of the posterior kernel and computed the log marginal likelihood with the Laplace approximation. Regardless of the prior location, the estimated posterior mode is the same in the normal and inverse gamma setup.26 Table 5 reports the log marginal likelihood of this exercise and its components. While there are no variations in the marginal likelihood in the normal prior case, there are significant differences in terms of marginal likelihood when inverse gamma priors are used. In other words, since the likelihood for the case with, say, IG(0.1,10) is the same as the one with IG(0.4,10), the 13 Log ML difference reported is entirely coming form the prior density rather than from an improvement in the Kalman filter one-step ahead prediction error. The same argument applies when contrasting the marginal likelihood of the N and IG setup. In this sense, marginal likelihood comparisons do not appear to be a useful tool to compare model fit.

When we also introduce measurement errors, the likelihood can express a preference between model specifications (i.e. shocks configuration) which can be favored or penalized by the prior. To assess the extent to which this occurs, we considered different prior locations for measurement errors and for primal shocks, varying on the same discrete range of values. This generated 64 different variants of priors for

---

26To save space, we do not show the results here. They can be consulted on the online appendix in section B, Figure 3-5.
Table 5: Log marginal likelihood (Laplace approximation) of the SW model (no measurement errors) and its components, under different prior locations for the normal (N) and inverse gamma (IG) case.

<table>
<thead>
<tr>
<th>Prior Mean</th>
<th>0.08</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.8</th>
<th>1</th>
<th>1.2</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal prior</td>
<td>Laplace Approximation</td>
<td>-916.7</td>
<td>-916.7</td>
<td>-916.7</td>
<td>-916.7</td>
<td>-916.7</td>
<td>-916.7</td>
<td>-916.7</td>
</tr>
<tr>
<td>Inverse Gamma prior</td>
<td>Laplace Approximation</td>
<td>-907.6</td>
<td>-904.6</td>
<td>-896.1</td>
<td>-898.1</td>
<td>-906.4</td>
<td>-916.9</td>
<td>-935.8</td>
</tr>
<tr>
<td>(log) likelihood</td>
<td>-801.1</td>
<td>-801.1</td>
<td>-801.2</td>
<td>-801.4</td>
<td>-802.8</td>
<td>-804.2</td>
<td>-806.4</td>
<td>-811.1</td>
</tr>
<tr>
<td>(log) prior</td>
<td>-28.1</td>
<td>-25.1</td>
<td>-16.6</td>
<td>-11.3</td>
<td>-17.0</td>
<td>-23.8</td>
<td>-32.2</td>
<td>-46.6</td>
</tr>
<tr>
<td>(log) constant</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
<td>32.2</td>
</tr>
<tr>
<td>(log) det inverse Hessian</td>
<td>-110.5</td>
<td>-110.5</td>
<td>-110.5</td>
<td>-110.5</td>
<td>-110.6</td>
<td>-110.6</td>
<td>-110.5</td>
<td>-110.3</td>
</tr>
</tbody>
</table>

Table 6: Log marginal likelihood (Laplace approximation) of the SW model with measurement errors, under different prior locations for the normal (NN) and inverse gamma (IGIG) case.

<table>
<thead>
<tr>
<th>IGIG Prior mean</th>
<th>STR/ME</th>
<th>0.08</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>0.8</th>
<th>1</th>
<th>1.2</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>-863</td>
<td>-861</td>
<td>-854</td>
<td>-851</td>
<td>-860</td>
<td>-868</td>
<td>-879</td>
<td>-898</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-862</td>
<td>-869</td>
<td>-852</td>
<td>-850</td>
<td>-859</td>
<td>-868</td>
<td>-879</td>
<td>-897</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-861</td>
<td>-858</td>
<td>-849</td>
<td>-848</td>
<td>-860</td>
<td>-870</td>
<td>-881</td>
<td>-900</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-859</td>
<td>-857</td>
<td>-853</td>
<td>-854</td>
<td>-869</td>
<td>-879</td>
<td>-892</td>
<td>-912</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>-877</td>
<td>-876</td>
<td>-877</td>
<td>-877</td>
<td>-894</td>
<td>-907</td>
<td>-921</td>
<td>-943</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-888</td>
<td>-887</td>
<td>-887</td>
<td>-888</td>
<td>-909</td>
<td>-922</td>
<td>-937</td>
<td>-960</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>-900</td>
<td>-900</td>
<td>-900</td>
<td>-904</td>
<td>-925</td>
<td>-939</td>
<td>-953</td>
<td>-976</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-921</td>
<td>-920</td>
<td>-922</td>
<td>-927</td>
<td>-952</td>
<td>-966</td>
<td>-981</td>
<td>-1003</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NN</th>
<th>Prior location me,str = 0,0.1,...,1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-893</td>
</tr>
</tbody>
</table>

each prior distribution assumption, the NN and the IGIG. For each of them, we estimated the mode of the posterior kernel and computed the log marginal likelihood with the Laplace approximation.

Table 6 reports the log marginal likelihood of the two specifications, IGIG and NN, under different prior locations. As before, in the NN case with a sufficiently loose prior, the log marginal likelihood (ML) is invariant to the prior mean, meaning that normal priors do not favor nor penalize the likelihood. In the IGIG case there are large swings in the ML, which are the result of the extent to which priors and likelihood are in accordance. Under this prior parametrization, we find a maximum difference of 140 ML points. Even if we focus on more ‘reasonable’ prior locations, say between 0.1 and 0.2, we still find large changes in the ML. For instance, a variant with IG(0.1,10) on both measurement and primal shocks has a ML of -869 and a variant with IG(0.2,10) on both measurement and primal shocks has a ML of -849. The
difference is still substantial and, from a Bayesian model selection perspective, it would justify selecting the latter prior location over the former.

In this case, the large swings in marginal likelihood are associated with large variations in parameter estimates. While they turn out to be invariant for the NN case, they are unstable in the IGIG one. Figure 4 reports the mode estimate (red) and the uncertainty (gray) around it for the IGIG variants against the marginal likelihoods so that the mode estimates are ordered from the lowest to the highest marginal likelihood values. We also plot the mode estimates (blue) of the NN variants. Interestingly, even at the left end of the plots (where marginal likelihoods are substantially similar), some parameters exhibit large swings in the mode point estimate, e.g. φ, ρ_b and ρ_r. Even if one believes that the point estimate analysis does not portray the full picture and wishes to simulate the full posterior distribution, some issues about using the inverse gamma prior remain. This is particularly the case for the autoregressive parameter of the monetary policy shock.27 And as highlighted in the previous section, this parameter is crucial in order to obtain sensible estimates of the transmission of monetary policy shocks.28

One could argue that a finer grid of prior mean values tailored to each individual (primal or mea-

---

27In the online appendix (section A.6), we report a detailed posterior analysis for this parameter, e.g. convergence of the chains and shape of the posterior distribution. The main finding is that with inverse gamma prior on both measurement errors and structural shocks, the posterior distribution of ρ_r is bimodal.

28Note that in figure 4 we report, with a black dot, the mode of the estimate of parameters for the IGIG variant that maximizes the marginal likelihood. The mode for ρ_r differs substantially from the mean reported in table 4 because, as mentioned, the posterior is bimodal. As can be seen in figure 2 in the online appendix, the chain flips between 0.2 and 0.8.
surement error) shock might lead to select the vector of shock-specific hyper-parameters that maximizes the marginal likelihood and generates meaningful transmission mechanisms. This could, in principle, be the case. However, we can see two major drawbacks with this approach. First, practical. It would blow up the computing time for estimation. Second, methodological. As Bayesian econometricians, we want to put a reasonable ‘distance’ between our prior assumptions and the information contained in the data. Such an approach would inevitably blur this distinction.

In all, when we have the same number of shocks as observables, normal and inverse gamma priors deliver the same posterior estimates of the parameters regardless of the prior location. However, marginal likelihood comparisons are difficult to interpret as the marginal likelihood estimates using inverse gamma priors are not invariant to the prior location. When there are more shocks than observables, inverse gamma priors offer a poor platform to generate posterior estimates that are independent of the prior locations. Moreover, it is not straightforward how to select amongst them. Normal priors overcome all these concerns. They offer a direct way of selecting the fundamental drivers of economic fluctuations and are insensitive to the choice of prior locations.

5 Conclusions

One of the key questions in macroeconomics concerns the identification of the primal impulses that set off macroeconomic fluctuations, the other key question being the identification of the propagation mechanisms that transform shocks into business cycles. Estimated DSGE models have become the standard methodology to address this question as they provide a coherent and economically interpretable structure. However, the widespread assumption when estimating DSGE models with likelihood methods is that certain exogenous shocks do exist in the sense that they capture macroeconomic uncertainty. We offer reasons for questioning this assumption and for adopting priors that allow us to test, rather than assume, the existence of primal (and non-primal) shocks.

We show that incorrect assumptions about the rank of the covariance matrix of shocks, Σ, have a non-trivial impact on the remaining estimated parameters and might severely distort structural inference. In particular, postulating the existence of a non-existing exogenous processes generates a substantial downward bias in the estimates of the parameters driving internal persistence of the model. Thus, we unveil a tradeoff between the inclusion of a potentially large number of primal innovations and estimates of the parameters driving propagation. To prevent this problem, we propose an easily implementable strategy of using normal (or exponential) priors on the standard deviation of shocks together with measurement errors to avoid stochastic singularity. Our simulation evidence shows that these priors allow us to select the true primal shocks entering the DSGE model and that the remaining parameters are estimated with precision.

We analyzed the evidence on the existence of primal shocks in the medium-scale New Keynesian model of Smets and Wouters (2007). We find that government spending and price markup shocks are innovations
that do not generate statistically significant dynamics, with the wage markup shock being only marginally significant. Hence, they are not primal sources of macroeconomic fluctuations in the context of that model. Technology, investment, risk-premium, and monetary policy surprises are all found to be important for the sample and the set of observables considered. By allowing or forcing all these (and measurement errors) shocks to play a role, substantial differences emerge in terms of the estimated parameters and of transmission mechanism of primal shocks.
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The log linearized equilibrium conditions are summarized as follows:

\[ y_t = c_t/y_{c_t} + i_t/y_{i_t} + r^k_t/k_{z_t} + \epsilon_t^g \]
\[ c_t = c_{1t-1} + (1 - c_1)E_{c_{t+1}} + c_2(h_t - Eh_{t+1}) - c_3(r_t - E\pi_{t+1} + \epsilon_t^b) \]
\[ i_t = i_{1t-1} + (1 - i_1)E_{i_{t+1}} + i_2q_t + \epsilon_i^i \]
\[ q_t = q_1E_{q_{t+1}} + (1 - q_1)E_{r_{t+1}^k} - (r_t - E\pi_{t+1} + \epsilon_t^k) \]
\[ y_t = \alpha\phi_p k_t + (1 - \alpha)\phi_p h_t + \phi_p \epsilon_t^p \]
\[ k_t^s = k_{t-1} + z_t \]
\[ z_t = \psi/(1 - \psi)\epsilon_t^k \]
\[ k_t = k_{1t-1} + (1 - k_1)i_t + k_2i_t^e \]
\[ mp_t = \alpha(k_t^s - h_t) + \epsilon_t^p - w_t \]
\[ \pi_t = \pi_1\pi_{t-1} + \pi_2E\pi_{t+1} - \pi_3mp_t + \epsilon_t^p \]
\[ r_t^k = -(k_t - h_t) + w_t \]
\[ mw_t = w_t - \left(\sigma_nh_t + \frac{1}{1 + \lambda/\gamma}(c_t - \lambda/\gamma c_{t-1})\right) \]
\[ w_t = w_1w_{t-1} + (1 - w_1)E(\pi_{t+1} + w_{t+1}) - w_2\pi_t + w_3\pi_{t-1} + mw_t + \epsilon_t^w \]
\[ R_t = \rho_R R_{t-1} + (1 - \rho_R)(\rho_\pi \pi_t + \rho_p (y_t - y_t^f) + \rho_\Delta y \Delta(y_t - y_t^f)) + \epsilon_t^f \]

where variables with time subscript are variables from the original non linear model expressed in log deviation from the steady state. Flexible output is defined as the level of output that would prevail under flexible prices and wages in the absence of the two mark-up shocks. Seven structural shocks. The model has five AR(1), government, technology, preference, investment specific, monetary policy, and two ARMA(1,1) processes, price and wage markup.

\[ c_1 = \lambda/\gamma(1 + \lambda/\gamma), \quad c_2 = [(\sigma_c - 1)(W^kh/C)]/[\sigma_c(1 + \lambda/\gamma)], \quad c_3 = (1 - \lambda/\gamma)/(1 + \lambda/\gamma)\sigma_c, \quad k_1 = (1 - \delta)/\gamma \]
\[ k_2 = (1 - (1 - \delta)/\gamma)(1 + \beta\gamma^{1 - \sigma_c})\gamma^2\phi, \quad i_1 = 1/(1 + \beta\gamma^{1 - \sigma_c}), \quad i_2 = (1/(1 + \beta\gamma^{1 - \sigma_c})\gamma^2\phi \quad q_1 = \beta\gamma^{1 - \sigma_c}(1 - \delta), \]
\[ \pi_1 = i_p/(1 + \beta\gamma^{1 - \sigma_c}i_p), \quad \pi_2 = \beta\gamma^{1 - \sigma_c}/(1 + \beta\gamma^{1 - \sigma_c}i_p), \]
\[ \pi_3 = 1/[(1 + \beta\gamma^{1 - \sigma_c}i_p)[(1 - \beta\gamma^{1 - \sigma_c}\xi_p)(1 - \xi_p)/\xi_p(1 + (\phi_p - 1)\epsilon_p))], \quad w_1 = 1/(1 + \beta\gamma^{1 - \sigma_c}), \]
\[ w_2 = (1 + \beta\gamma^{1 - \sigma_c}i_p)/(1 + \beta\gamma^{1 - \sigma_c}), \quad w_3 = i_w/(1 + \beta\gamma^{1 - \sigma_c}), \]
\[ w_4 = 1/(1 + \beta\gamma^{1 - \sigma_c})[1 - \beta\gamma^{1 - \sigma_c}\xi_w(1 - \xi_w)/\xi_w(1 + (\phi_w - 1)\epsilon_w)], \]
\[ \gamma = 100(\gamma - 1), \quad \pi = 100(\pi - 1), \quad \beta = ((\pi + (\beta \gamma^{\sigma_c}))/1) \times 100 \]

The coefficients are function of the deep parameters of the model which are summarized and described in table 7.
Table 7: The table reports the parameter notation (first column), the parameter description (second column) and posterior mean estimated using MCMC or the parameters that are fixed (third column).

<table>
<thead>
<tr>
<th>$\Theta$</th>
<th>Description</th>
<th>SW mean or fixed values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>slope of the deterministic trend in technology</td>
<td>1.004</td>
</tr>
<tr>
<td>$\delta$</td>
<td>depreciation rate</td>
<td>0.025</td>
</tr>
<tr>
<td>$\varepsilon_p$</td>
<td>good markets kimball aggregator</td>
<td>10</td>
</tr>
<tr>
<td>$\varepsilon_w$</td>
<td>labor markets kimball aggregator</td>
<td>10</td>
</tr>
<tr>
<td>$\lambda_w$</td>
<td>elasticity of substitution labor</td>
<td>1.5</td>
</tr>
<tr>
<td>$cg$</td>
<td>gov’t consumption output share</td>
<td>0.18</td>
</tr>
<tr>
<td>$\beta$</td>
<td>time discount factor</td>
<td>0.998</td>
</tr>
<tr>
<td>$\phi_p$</td>
<td>1 plus the share of fixed cost in production</td>
<td>1.61</td>
</tr>
<tr>
<td>$\phi$</td>
<td>inverse of the elasticity of investment relative to installed capital</td>
<td>5.74</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>capital share</td>
<td>0.19</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>habit in consumption</td>
<td>0.71</td>
</tr>
<tr>
<td>$\xi_w$</td>
<td>wage stickiness</td>
<td>0.73</td>
</tr>
<tr>
<td>$\xi_p$</td>
<td>price stickiness</td>
<td>0.65</td>
</tr>
<tr>
<td>$i_w$</td>
<td>wage indexation</td>
<td>0.59</td>
</tr>
<tr>
<td>$i_p$</td>
<td>price indexation</td>
<td>0.47</td>
</tr>
<tr>
<td>$\sigma_n$</td>
<td>elasticity of labor supply</td>
<td>1.92</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>intertemporal elasticity of substitution</td>
<td>1.39</td>
</tr>
<tr>
<td>$\psi$</td>
<td>st. st. elasticity of capital adjustment costs</td>
<td>0.54</td>
</tr>
<tr>
<td>$\rho_\pi$</td>
<td>monetary policy response to $\pi$</td>
<td>2.04</td>
</tr>
<tr>
<td>$\rho_R$</td>
<td>monetary policy autoregressive coeff.</td>
<td>0.81</td>
</tr>
<tr>
<td>$\rho_y$</td>
<td>monetary policy response to $y$</td>
<td>0.08</td>
</tr>
<tr>
<td>$\rho_{\Delta y}$</td>
<td>monetary policy response to $y$ growth</td>
<td>0.22</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>technology autoregressive coeff.</td>
<td>0.95</td>
</tr>
<tr>
<td>$\rho_g$</td>
<td>gov spending autoregressive coeff.</td>
<td>0.97</td>
</tr>
<tr>
<td>$\rho_{ga}$</td>
<td>cross coefficient tech-gov</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_b$</td>
<td>technology autoregressive coeff.</td>
<td>0.21</td>
</tr>
<tr>
<td>$\rho_q$</td>
<td>technology autoregressive coeff.</td>
<td>0.71</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>monetary policy autoregressive coeff.</td>
<td>0.15</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>price markup autoregressive coeff.</td>
<td>0.89</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>wage markup autoregressive coeff.</td>
<td>0.96</td>
</tr>
<tr>
<td>$\mu_w$</td>
<td>wage markup ma coeff.</td>
<td>0</td>
</tr>
<tr>
<td>$\mu_w$</td>
<td>wage markup ma coeff.</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>sd technology</td>
<td>0.45</td>
</tr>
<tr>
<td>$\sigma_g$</td>
<td>sd government spending</td>
<td>0.52</td>
</tr>
<tr>
<td>$\sigma_b$</td>
<td>sd preference</td>
<td>0.25</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>sd monetary policy</td>
<td>0.24</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>sd investment</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_w$</td>
<td>sd wage markup</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>sd price markup</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 8: Posterior median and 90% confidence bands of the three specifications, IG, IGIG and NN under different prior locations.

<table>
<thead>
<tr>
<th></th>
<th>NN</th>
<th>IGIG</th>
<th>IGIG</th>
<th>IGIG</th>
<th>IGIG</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_w )</td>
<td>0.55 [0.31, 0.77]</td>
<td>0.62 [0.39, 0.83]</td>
<td>0.58 [0.35, 0.81]</td>
<td>0.62 [0.41, 0.82]</td>
<td></td>
</tr>
<tr>
<td>( t_p )</td>
<td>0.46 [0.23, 0.71]</td>
<td>0.49 [0.26, 0.72]</td>
<td>0.46 [0.22, 0.69]</td>
<td>0.30 [0.13, 0.48]</td>
<td></td>
</tr>
<tr>
<td>( \psi )</td>
<td>0.52 [0.33, 0.72]</td>
<td>0.51 [0.31, 0.71]</td>
<td>0.52 [0.32, 0.72]</td>
<td>0.61 [0.44, 0.77]</td>
<td></td>
</tr>
<tr>
<td>( \phi_p )</td>
<td>1.43 [1.30, 1.57]</td>
<td>1.42 [1.29, 1.56]</td>
<td>1.41 [1.28, 1.55]</td>
<td>1.71 [1.58, 1.84]</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.22 [0.18, 0.27]</td>
<td>0.23 [0.18, 0.27]</td>
<td>0.23 [0.19, 0.27]</td>
<td>0.20 [0.16, 0.23]</td>
<td></td>
</tr>
<tr>
<td>( \phi )</td>
<td>2.85 [2.00, 4.02]</td>
<td>2.23 [1.18, 3.50]</td>
<td>2.24 [1.14, 3.57]</td>
<td>6.07 [4.35, 7.84]</td>
<td></td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>1.03 [0.87, 1.23]</td>
<td>1.05 [0.88, 1.25]</td>
<td>1.03 [0.89, 1.19]</td>
<td>1.49 [1.24, 1.75]</td>
<td></td>
</tr>
<tr>
<td>( \sigma_l )</td>
<td>0.79 [0.70, 0.87]</td>
<td>0.78 [0.68, 0.86]</td>
<td>0.78 [0.69, 0.87]</td>
<td>0.69 [0.57, 0.80]</td>
<td></td>
</tr>
<tr>
<td>( \xi_w )</td>
<td>0.61 [0.52, 0.69]</td>
<td>0.60 [0.52, 0.68]</td>
<td>0.61 [0.52, 0.69]</td>
<td>0.67 [0.58, 0.75]</td>
<td></td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.76 [0.64, 0.86]</td>
<td>0.69 [0.55, 0.83]</td>
<td>0.73 [0.60, 0.86]</td>
<td>0.69 [0.62, 0.76]</td>
<td></td>
</tr>
<tr>
<td>( r_\pi )</td>
<td>0.83 [0.78, 0.88]</td>
<td>0.82 [0.72, 0.88]</td>
<td>0.83 [0.74, 0.89]</td>
<td>0.81 [0.76, 0.85]</td>
<td></td>
</tr>
<tr>
<td>( r_\gamma )</td>
<td>0.83 [0.78, 0.88]</td>
<td>0.82 [0.72, 0.88]</td>
<td>0.83 [0.74, 0.89]</td>
<td>0.81 [0.76, 0.85]</td>
<td></td>
</tr>
<tr>
<td>( r_\gamma )</td>
<td>0.15 [0.09, 0.20]</td>
<td>0.16 [0.11, 0.22]</td>
<td>0.16 [0.10, 0.21]</td>
<td>0.09 [0.05, 0.12]</td>
<td></td>
</tr>
<tr>
<td>( r_\gamma )</td>
<td>0.25 [0.20, 0.29]</td>
<td>0.24 [0.19, 0.29]</td>
<td>0.23 [0.18, 0.28]</td>
<td>0.22 [0.18, 0.27]</td>
<td></td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.45 [0.40, 0.49]</td>
<td>0.44 [0.40, 0.49]</td>
<td>0.45 [0.40, 0.49]</td>
<td>0.43 [0.40, 0.45]</td>
<td></td>
</tr>
<tr>
<td>( \pi )</td>
<td>0.77 [0.64, 0.86]</td>
<td>0.69 [0.55, 0.83]</td>
<td>0.73 [0.60, 0.86]</td>
<td>0.69 [0.62, 0.76]</td>
<td></td>
</tr>
<tr>
<td>( \pi )</td>
<td>0.83 [0.78, 0.88]</td>
<td>0.82 [0.72, 0.88]</td>
<td>0.83 [0.74, 0.89]</td>
<td>0.81 [0.76, 0.85]</td>
<td></td>
</tr>
<tr>
<td>( \rho_a )</td>
<td>0.94 [0.89, 0.99]</td>
<td>0.94 [0.90, 0.98]</td>
<td>0.94 [0.89, 0.99]</td>
<td>0.95 [0.92, 0.97]</td>
<td></td>
</tr>
<tr>
<td>( \rho_b )</td>
<td>0.69 [0.55, 0.82]</td>
<td>0.77 [0.65, 0.87]</td>
<td>0.77 [0.65, 0.87]</td>
<td>0.23 [0.09, 0.38]</td>
<td></td>
</tr>
<tr>
<td>( \rho_g )</td>
<td>0.48 [0.15, 0.80]</td>
<td>0.45 [0.13, 0.78]</td>
<td>0.47 [0.14, 0.80]</td>
<td>0.98 [0.96, 0.99]</td>
<td></td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>0.74 [0.51, 0.97]</td>
<td>0.77 [0.47, 0.98]</td>
<td>0.74 [0.36, 0.98]</td>
<td>0.72 [0.62, 0.82]</td>
<td></td>
</tr>
<tr>
<td>( \rho_r )</td>
<td>0.19 [0.04, 0.37]</td>
<td>0.55 [0.21, 0.91]</td>
<td>0.34 [0.10, 0.90]</td>
<td>0.16 [0.05, 0.27]</td>
<td></td>
</tr>
<tr>
<td>( \rho_p )</td>
<td>0.37 [0.11, 0.65]</td>
<td>0.35 [0.09, 0.62]</td>
<td>0.39 [0.11, 0.69]</td>
<td>0.87 [0.79, 0.95]</td>
<td></td>
</tr>
<tr>
<td>( \rho_w )</td>
<td>0.98 [0.95, 1.00]</td>
<td>0.97 [0.94, 1.00]</td>
<td>0.97 [0.94, 1.00]</td>
<td>0.96 [0.93, 0.98]</td>
<td></td>
</tr>
<tr>
<td>( \mu_p )</td>
<td>0.66 [0.30, 0.88]</td>
<td>0.62 [0.32, 0.89]</td>
<td>0.58 [0.26, 0.88]</td>
<td>0.69 [0.51, 0.84]</td>
<td></td>
</tr>
<tr>
<td>( \mu_w )</td>
<td>0.66 [0.30, 0.88]</td>
<td>0.62 [0.32, 0.89]</td>
<td>0.58 [0.26, 0.88]</td>
<td>0.69 [0.51, 0.84]</td>
<td></td>
</tr>
</tbody>
</table>

\( \sigma_a \) | 0.35 [0.31, 0.41] | 0.34 [0.29, 0.39] | 0.35 [0.31, 0.40] | 0.44 [0.40, 0.49] |
\( \sigma_b \) | 0.11 [0.08, 0.15] | 0.10 [0.07, 0.13] | 0.10 [0.07, 0.14] | 0.24 [0.20, 0.28] |
\( \sigma_g \) | 0.22 [0.09, 0.34] | 0.17 [0.08, 0.30] | 0.11 [0.04, 0.27] | 0.41 [0.34, 0.50] |
\( \sigma_i \) | 0.21 [0.10, 0.25] | 0.12 [0.08, 0.19] | 0.21 [0.14, 0.24] | 0.24 [0.22, 0.27] |
\( \sigma_r \) | 0.00 [0.16, 0.17] | 0.10 [0.06, 0.15] | 0.11 [0.04, 0.18] | 0.13 [0.10, 0.15] |
\( \sigma_w \) | 0.02 [0.07, 0.09] | 0.08 [0.05, 0.12] | 0.05 [0.03, 0.11] | 0.26 [0.22, 0.30] |
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