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Technological Change and Financial Innovation in Banking:  
Some Implications for Fintech 

 
 

1.  Introduction 
 

 Financial intermediation has changed dramatically over the past 30 years, due in large part to 

technological change arising from advances in telecommunications, information technology, and 

financial practice.  This technological progress has spurred financial innovations that have altered 

many financial products, services, production processes, and organizational structures.  To the extent 

that such financial innovations reduce costs or risks, social welfare may be improved.  Of course, many 

financial innovations fail owing to fundamental design flaws or simply being replaced by better 

alternatives.      

 A good example of technological change that has been dramatically reshaping the financial 

services industry is the ongoing shift from relying on human judgment to automated analysis of 

consumer data.  This has taken what had been largely local markets for banking services and opened 

them up to nationwide competition from other banks and nonbank financial institutions.  For 

example, retail loan applications are now routinely evaluated using credit scoring tools built using 

comprehensive historical credit registry databases.  This automated approach eliminates the need to 

have a local presence to make a loan and substantially reduces underwriting and compliance costs for 

lenders, and the resulting data can be leveraged to improve further their risk measurement and 

management.  Such a reliance on hard information also makes underwriting transparent to third parties 

and hence facilitates secondary markets for retail loans through securitization, which allows nonbank 

firms that lack deposit funding to compete via capital market financing. 

 Given the growing importance of technology to financial services, it is perhaps not too 

surprising that the latest trend has been for technology-based firms to offer financial services, a 

development that is often called “fintech”.  Many fintech firms combine automated analysis of retail 
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customers with more user-friendly interfaces to provide services that are more convenient, and 

sometimes lower cost, to consumers.  For example, “marketplace lending” platforms have emerged 

as a new organizational form that attracts borrowers with a simplified loan application process, 

leverages credit scoring tools to analyze these applications, and then matches creditworthy borrowers 

directly to investors.  Furthermore, in some jurisdictions, machine learning (artificial intelligence) is 

now being leveraged to further improve retail loan risk measurement.   

 Another set of recent technological developments are being touted as having the potential to 

have an even more fundamental impact on the financial system, potentially eliminating the need for 

trusted third parties such as banks.  Whether and to what extent blockchains and cryptocurrencies will 

disrupt the existing financial system remains to be seen, as the technology is too new and immature 

to draw firm conclusions.  However, the potential benefits of cryptocurrencies and blockchain 

technology are sufficient to attract considerable interest from tech-knowledgeable individuals, large 

financial organizations, and even major governments. 

 This chapter surveys the research literatures pertaining to several specific financial innovations 

that have appeared in recent decades that were specifically driven by technological change.  Particular 

attention is paid to innovations that may provide insights into the prospects for certain widely 

discussed fintech applications.  To set the stage, we begin by providing some additional clarity about 

what is meant by financial innovation.  

    

2. Financial Innovation: Definition and Determinants 

 As described by Merton (1992, p. 12), the primary function of a financial system is to facilitate 

the allocation and deployment of economic resources -- both spatially and across time -- in an uncertain 

environment.  This function encompasses a payments system with a medium of exchange; the transfer 
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of resources from savers to borrowers; the gathering of savings for pure time transformation; and the 

reduction of risk through insurance and diversification.   

 The operation of a financial system involves real resources employed by financial intermediaries; 

and a large share of these resources are expended in the data collection and analyses to deal with problems 

of asymmetric information.  There are also uncertainties about future states of the world that generate 

risks that represent costs to risk-averse individuals.   

 Hence, new or improved financial (i) production processes, (ii) products and services and (iii) 

organizational structures that can better satisfy financial system participants’ demand and reduce costs 

and risk processes should generally be welcomed.  Viewed in this context, Frame and White (2004) define 

a financial innovation as “something new that reduces costs, reduces risks, or provides an improved 

product/service/instrument that better satisfies financial system participants' demands.”  Importantly, 

Tufano (2003) emphasizes that financial innovation includes the process of both invention (the ongoing 

research and development function) and diffusion (or adoption) of new products, services, or ideas. 

 The centrality of finance in an economy and its importance for economic growth naturally raises 

the importance of financial innovations (and their diffusion).1  Finance facilitates virtually all production 

activity and much consumption activity; and so improvements in the financial sector can have direct 

positive implications for an economy. Moreover, an improved financial sector can encourage more and 

better saving and investment decisions, making financial innovation even more valuable for an economy.  

This positive view of financial innovation has been discussed in a number of articles, including: Van 

Horne (1985), Miller (1986, 1992), Merton (1992, 1995), Tufano (2003), Berger (2003), and Frame and 

White (2004).  However, the recent global financial crisis has led some observers to cast doubt on the 

                                                 
1 See Levine (1997) for an extensive discussion of the relationship between financial development and economic 
growth in the context of the theoretical and empirical literature at that time.  For subsequent empirical evidence, 
see: Levine (1998, 1999); Levine and Zervos (1998); Beck, Levine, and Loayza (2000); Levine, Loayza, and Beck 
(2000); Arestis, Demetriades, and Luintel (2001); and Beck and Levine (2004).  
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usefulness of most financial innovation – seeing such activity as being largely associated with financial 

malpractice and instability (e.g., Krugman 2007; Volcker 2009).2 This negative view focuses on the “dark 

side” of financial innovation, which some view as the root cause of the recent Global Financial Crisis.   

 While such a reevaluation is natural in light of the crisis, it is important to recognize that not every 

financial innovation will be welfare-enhancing or successful.  Innovation involves trial-and-error, and 

failures can be costly – especially for widely diffused innovations (e.g., Lerner and Tufano, 2011).  So, 

financial innovation should more accurately be viewed as likely being beneficial “on net”.  Consistent 

with these conjectures, Beck, et al. (2016) conduct a cross-country analysis and find that financial 

innovation is associated with higher (but more volatile) economic growth and with greater bank fragility. 

  Campbell (1988) offers four environmental conditions that are conducive to financial 

innovation: The first relates to underlying technologies and the ability of their improvement to increase 

efficiency.  For example, the information technology revolution has facilitated the creation and use of 

“big data” and applied statistics for financial risk measurement and management; and machine learning 

is now used to leverage the data further.  A second condition is an unstable macroeconomic 

environment, as the concomitant fluctuating asset prices are likely to spur risk-transfer innovations.  

A third condition is regulation, which can inhibit some innovations and encourage others (often as a 

mechanism to avoid regulation).  Finally, taxes can spur financial innovations to the extent that they 

create incentives to repackage (or re-label) specific income streams so as to reduce tax liability.  Over 

the past 30 years, each of these environmental conditions was markedly altered and resulted in 

substantial changes to the practice of financial intermediation. 

 This remainder of this essay focuses mostly on Campbell’s first environmental condition: the 

                                                 
2 Thakor (2012) and Gennaioli, Shleifer, and Vishny (2012) are recent examples of theoretical research that 
attempts to tie financial innovation and financial instability.  Both provide models where banks innovate by making 
new loans or creating new securities; but then altered information or beliefs results in runs or panics. Henderson 
and Pearson (2011) provide a recent empirical analysis of a welfare-reducing financial innovation. 
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role of technological change in driving financial innovation.  

 

3. Process Innovation 
 
 The past 30 years have witnessed important changes in financial institution production processes.  

The use of electronic transmission of bank-to-bank retail payments, which had modest beginnings in the 

1970s, has exploded owing to greater retail acceptance, online banking, and check conversion.  In terms 

of intermediation,  credit bureau data have been used to create credit scores that increasingly substitute 

for manual underwriting – and this has been extended even into historically relationship-oriented 

products, such as small business loans. 

 This trend toward hardening information has facilitated deep secondary consumer loan markets 

in the United States and has provided key inputs for risk management systems.  Recently, the advent of 

blockchain/distributed ledger technology and significant advances in artificial intelligence/machine 

learning has raised important questions about the future of financial intermediation. 

 We discuss each of these topics below. 

 

 3.1 Research Evidence from Past Process Innovations  

 Automated Clearinghouse. An automated clearinghouse (ACH) is an electronic funds transfer 

network that connects banks and is primarily used for recurring, small-dollar payments.  While several 

ACH networks emerged in the 1970s, volumes grew only modestly through the 1980s, with the networks’ 

being used almost exclusively for direct payroll deposits.  Over the past 20 years, however, consolidation 

has occurred, and volumes have soared.  According to the National Automated Clearing House 

Association, in 2015 there were some 24 billion ACH payments totaling $41 trillion.   

 The modest literature on ACH networks has been done in relation to of the Federal Reserve’s 

ACH pricing policies.  On the supply-side, Bauer and Hancock (1995) estimate a cost function and find 
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that over the 1979-1994 period the cost of processing an ACH item fell dramatically -- owing to scale 

economies, technological change, and lower input prices.3  Stavins and Bauer (1999), on the other hand, 

estimated ACH demand elasticities by exploiting FedACH price changes over time – finding ACH 

demand to be highly inelastic.  More recently, two papers studied network externalities for ACH.  

Gowrisankaran and Stavins (2004) find support for significant network externalities, which they ascribe 

to technological advancement, peer-group effects, economies of scale, and market power.  Ackerberg and 

Gowrisankaran (2006) identify large fixed costs of bank adoption as the barrier to greater use of ACH 

transactions and thus to society’s capturing the accompanying potential cost savings.  

 Small Business Credit Scoring.  Banks use a number of different approaches to lending to 

informationally opaque small businesses (Berger and Udell, 2006).  One method that was introduced in 

the 1990s and continues to evolve is small business credit scoring (SBCS).  This screening technology 

involves analyzing consumer data about the owner of the firm and combining it with relatively limited 

data about the firm itself, using statistical methods to predict future credit performance.  Credit scores 

had long been pervasive in consumer credit markets (e.g., mortgages, credit cards, and automobile 

loans) – and resulted in widely available, low-cost, commoditized credits that are often packaged and 

sold into secondary markets.   

The empirical literature that has studied SBCS has focused on the determinants of bank 

adoption and diffusion of this technology, as well as on how SBCS has affected credit availability.  

Two studies have statistically examined the determinants of the probability and timing of large U.S. 

banks’ adoption of SBCS.  Frame, Srinivasan, and Woosley (2001) and Akhavein, Frame, and White 

(2005) both find an important role for size and organizational structure in the adoption decision:  

Larger banking organizations with fewer bank charters and more bank branches were more likely to 

                                                 
3 Using a much smaller sample, Bauer and Ferrier (1996) also found support for the existence of ACH scale 
economies as well as significant allocative inefficiencies. 
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adopt and also to adopt sooner.  This suggests that large banks with a more “centralized” structure 

were more likely to adopt SBCS.  More recent research suggests, however, that the use of credit scores 

for small business lending has subsequently diffused to small banks (Berger, Cowan, and Frame, 2007) 

and community development organizations (Fracassi, Germaise, Kogan, and Natividad, 2016).   

Several studies have focused on the relationship between SBCS adoption and credit 

availability.  Three studies documented increases in the quantity of lending (Frame, Srinivasan, and 

Woosley, 2001; Frame, Padhi, and Woosley, 2004; Berger, Frame, and Miller, 2005).  One found 

evidence that is consistent with more lending to relatively opaque, risky borrowers (Berger, Frame, 

and Miller, 2005); another with increased lending within low-income as well as high-income areas 

(Frame, Padhi, and Woosley, 2004); and another with lending over greater distances (DeYoung, 

Frame, Glennon, and Nigro, 2011).  In instances in which SBCS is used in conjunction with traditional 

underwriting methods to reduce information asymmetries, it is also shown to result in increased loan 

maturity (Berger, Espinosa-Vega, Frame, and Miller, 2005) and reduced collateral requirements (Berger, 

Espinosa-Vega, Frame, and Miller, 2011). 

 

 3.2 Fintech Process Innovations  

 Blockchain/Distributed Ledgers. One new production process that is being touted as 

potentially revolutionizing banking (as well as other areas of finance and even broader areas of 

databases and contracts generally) is the blockchain and related technologies.  Interest in blockchain 

technology was sparked by a white paper by Nakamoto (2008), which developed a peer-to-peer 

“electronic cash” using blockchain technology that allowed electronic payments to be made without 

going through a financial intermediary.  Nakamoto’s paper has sparked a variety of innovative 

initiatives.  Some of these are intended to replace financial institutions, including commercial banks 

and even central banks.  Other initiatives have more modest goals, such as improving the efficiency 
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of existing financial intermediation. 

 Blockchains are an example of a distributed ledger, or a database that is shared across nodes 

in a network.  In a blockchain, data are added to the ledger in blocks that are ordered by time and 

linked to each other using cryptology.4  Blockchain technology is highly resistant to efforts to tamper 

with prior records in the database.  Bitcoin, along with similar cryptocurrencies, uses blockchains to 

record ownership of a token (cryptocurrency) that its users value as a store of wealth and form of 

payment.  In principle, these tokens could represent ownership of any asset, including physical assets 

such as gold or sovereign-issued fiat currency such as the U.S. dollar.  However, almost all 

cryptocurrencies are simply electronic tokens on a blockchain and do not represent a claim to any 

external asset. 

 Distributed ledger technology is potentially useful wherever two or more parties need to share 

a common understanding about current conditions – such as who owns a particular asset or the terms 

of a financial contract to which they are both parties.  Blockchains’ potential for disrupting existing 

financial intermediaries arises from their ability to provide tamper-resistant records—indeed some 

claim the records are immutable.  Catalini and Gans (2017) observe that an immutable record would 

facilitate costless verification and thereby facilitate new markets.  In essence, the blockchain would 

substitute for the “trusted-third-party” role that large payment intermediaries currently serve, and for 

which they often charge fees that -- to casual observers and blockchain enthusiasts -- seem relatively 

high.  However, Cong and He (2018) note that blockchains could also be used to facilitate collusion. 

 Unlike ACH, distributed ledgers do not necessarily benefit from network effects or exhibit 

                                                 
4 The blockchain does this by creating a “cryptographic hash,” or unique digital summary, for each block that 
includes the hash from the prior block. If any change is made to any given block, it will alter that block’s hash 
and the change will carry through to every block that is subsequently added to the blockchain. (This occurs 
because the prior block’s hash is part of each block in the chain). Thus, if one wants to rewrite the history of 
one block, then every subsequent block will have to be revised. Otherwise, anyone seeking to verify the 
blockchain will be able tell that an effort has been made to change one of the blocks. 
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economies of scale.  The central concern -- but also the potential source of disruption, as we discussed 

above -- is how to determine which transactions are valid when there is no trusted central party to 

verify their authenticity.  The solution adopted by some distributed ledgers is to limit the set of 

participants to a group of firms that have some trust in each other and some capital at risk if they are 

caught making invalid entries to the ledger, the so-called private, permissioned blockchains.  Other 

distributed ledgers, especially the permissionless public blockchains, see openness to participation by 

any interested party as a key virtue.  These blockchains benefit from network effects in that more 

people using the blockchain for more purposes increases the potential uses for all of the users.  On 

the other hand, the very openness of these blockchains means that they must adopt measures that 

raise the cost of trying to change existing records.  The way this is done by some blockchains, such as 

Bitcoin, has the effect of imposing limits on the number of transactions that may be made on that 

blockchain—that is imposing infinite diseconomies of scale beyond some transactions volume. 

 Machine Learning.  The increasing capability of artificial intelligence (AI) and machine 

learning (ML) is another important technological advance affecting banking in recent years.  Although 

there are not universal definitions of AI and ML, for current purposes AI can be defined as the 

development of computer systems to perform tasks that ordinarily require human intelligence.  This 

definition incorporates expert systems -- where humans teach machines – and also machine learning, 

where the machines learn from data.  Interest in ML in particular has become increasingly popular, 

due to a combination of more digitized data, faster computers, and better algorithms to analyze data. 

ML is similar to statistics in that both seek to learn from the data and use many of the same tools, 

and the two disciplines are increasingly learning from each other.  The biggest difference is that 

statistics has historically emphasized hypothesis testing and statistical inference, whereas ML 

emphasizes obtaining the best prediction.  As a result, ML is not guided by economic (or other social 

sciences) theory (which would generate the hypotheses for statistical testing), which has the advantage 
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that ML sometimes identify relationships that are not (currently) predicted by theory.  The 

disadvantage is that some of the relationships ML identifies will not be causal and, hence, cannot be 

usefully exploited. 

 AI and ML are general-purpose technologies that may be used in a wide variety of areas within 

a financial institution.  These include refinements to existing products, such as better credit and risk 

management, tools for uncovering asset pricing anomalies, and helping institutions comply with 

regulatory requirements; this is a related field called “RegTech”.  However, AI and ML are also 

essential inputs into the creation of a variety of new financial services.  At the consumer level, AI and 

ML are being used in personal financial management products that analyze an individual’s expenses 

and revenues to provide recommendations that help the user obtain their financial goals. Another new 

product that relies on AI and ML is a “robo-advisor”, which provides automated personalized 

investment advice and, with the customer’s agreement, automated portfolio selection and rebalancing 

based on each investor’s goals, financial assets, and risk tolerance. 

 Machine learning algorithms generally benefit from access to large amounts of high quality 

data that are pertinent to the question they are addressing.  According to Wall (forthcoming), firms 

that are able to assemble such datasets may have a competitive advantage that can be leveraged to 

increase their market share and build even larger datasets.  The author notes that one way of reducing 

this advantage is through the sharing of data across firms -- provided that the sharing satisfies 

appropriate privacy concerns.  Another way of reducing the advantage would be for governments to 

take the position that consumers own -- i.e., have property rights with respect to -- their own data and 

have the right to share it as they choose, as is currently being done in the European Union under 

Payments Systems Directive 2 (sometimes called PSD2). 

Although there is a large academic literature in computer science on AI and ML algorithms and a 

growing literature on their application to finance, the academic literature on their application to new 
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bank products, such as personal financial management and robo-advising, is not very well developed.  

The banking application that has received the most academic attention is credit analysis, which is 

discussed later in this chapter in the context of marketplace lending.   

 

4. Product Innovation  

 The increased reliance on hard information for lending decisions over time has improved credit 

market efficiency, as evidenced by greater use of risk-based pricing and expanded credit availability to 

marginal borrowers.  However, the U.S. subprime mortgage crisis raised questions about the efficacy of 

this approach, as a staggering number of such borrowers defaulted on their home mortgages and lost 

their homes.  The secular decline in the cost and quality of computing resources in recent decades, coupled 

with the Internet, resulted in substantial improvement in payment system efficiency.  Most recently, 

blockchain and distributed ledger technology appears to have the potential to disrupt payments further 

through cryptocurrencies and initial coin offerings. 

 

 4.1 Research Evidence from Past Product Innovations  

 Subprime Lending.  Subprime lending to U.S. households has become mainstream over the 

past couple of decades.  As a general matter, these are loans to borrowers with weak credit histories and 

limited down payments available for financing homes and automobiles.  Historically, such borrowers had 

been rationed out of fixed-price loan markets and were hence credit-constrained.  However, the 

availability of large historical performance databases has allowed for the development of statistical models 

that improve risk measurement and facilitate risk-based loan pricing.  Subprime lending has the potential 

benefit of expanding access to credit to potentially creditworthy borrowers who had previously been 

denied credit.  However, it also raises the question about whether subprime borrowers are using expanded 

access wisely; and also whether the lenders are properly pricing and managing the increased risk exposure.  
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The recent U.S. mortgage crisis highlighted the personal and social costs associated with subprime lending 

in the face of a macroeconomic shock.   

 Before discussing subprime mortgage lending in depth, we note some key recent empirical studies 

of subprime automobile and credit card lending.  Two papers study the U.S. subprime auto loan market 

using loan-level data from a single institution.  Evidence that expanded access to credit may be valuable 

comes from Adams, Einav, and Levin (2009), who find that subprime auto loan demand is highly 

sensitive to down-payment requirements and rises sharply during tax rebate season – consistent with 

the presence of credit constraints.  Evidence that lenders are managing this risk may be found in their 

response to risk factors.  Auto loan default rates are found to increase in loan size, and riskier 

borrowers demand larger loans; but lenders are found to limit loan sizes and use credit scores to risk-

based price borrowers in an effort to reduce moral hazard. 

 Evidence that borrowers may not be using the credit wisely is found in a closely related paper 

by Einav, Jenkins, and Levin (2012).  Using the same data as the prior paper, they show how car prices 

have little effect on borrower purchase or down-payment decisions, but rather simply translate into 

larger loans.  For the lender, down-payment requirements create a tradeoff between loan volume and 

quality that is managed using credit scores to risk-base the pricing of these loans.  Additional evidence 

that borrowers may not be using their expanded access wisely may be found from a study of subprime 

credit card lending by Alan and Loranth (2013).  They study borrower price sensitivity using a 

randomized interest rate experiment for existing loans. The authors find that for a large increase in 

interest rates (five percentage points), overall credit demand declines only modestly for their sample.  

These results reflect substantial heterogeneity as the lowest-risk borrowers reduce credit demand 

significantly, while the highest-risk borrowers do not.5   

                                                 
5 This finding is consistent with earlier research by Ausubel (1991) describing the “failure of competition” in 
the U.S. credit card market.  The notion is that the riskiest borrowers have inelastic credit demand owing to 
liquidity constraints and always intend to use cards to finance purchases.  
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    As for the subprime mortgage market:  The boom in subprime mortgage lending demonstrates 

the extent to which borrowers were taking advantage of the expanded access.  During that time, the U.S. 

subprime mortgage market grew rapidly and averaged about 20 percent of residential mortgage 

originations between 2004 and 2006.  This credit boom facilitated an expansion in the pool of potential 

homeowners and helped to lead the U.S. to a record homeownership rate in 2004 of 69.2% -- even in the 

face of declining housing affordability in many areas of the country.  Subprime mortgages outstanding 

ultimately peaked at $1.2 trillion in 2007, but has since declined steadily since the onset of the market 

meltdown as new loan originations ceased.   

 Whether borrowers were using their access wisely or were being exploited is the subject of 

ongoing debate.  Some of the early arguments that borrowers were being exploited were based on a 

comparison of the structure of subprime mortgages versus those taken by prime borrowers.  A 30-year 

fixed rate loan with an embedded prepayment option is the most common type of residential mortgage 

in the U.S.  By contrast, the typical subprime mortgage during the housing boom was a 30-year adjustable 

rate mortgage (with a fixed rate for the initial 2-3 years) that included a prepayment penalty.  Mayer, Pence, 

and Sherlund (2009) provide a set of “subprime mortgage facts” through the financial crisis period, 

including information about various loan contract structures, degree of underwriting documentation, 

presence of second liens, and borrower occupancy status.6  However, the mere fact that subprime contract 

terms were different from those on prime mortgages does not mean that subprime borrowers were being 

exploited.  A series of theoretical papers by Piskorski, and Tchistyi (2010, 2011) and Mayer, Piskorski, 

and Tchistyi (2013) suggest that subprime borrowers benefited from the contract terms that 

distinguish their mortgages from prime mortgages. 

                                                 
 
6 Related to documentation, the authors describe the concomitant rise in the so-called Alt-A market, which is 
characterized by lower observed risk (e.g., better credit scores and larger down-payments), but little/no 
documentation/verification of borrower income/assets.  
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 Another hypothesis is that reliance on the originate-to-distribute model created a moral hazard 

problem for loan underwriters (e.g., Ashcraft and Schuermann 2008).  A large fraction of the subprime 

loans were packaged together and sold as securities, transferring a substantial fraction of the credit 

risk from underwriters to investors.  As a result, underwriters were not sufficiently rigorous in 

underwriting subprime mortgages.  One line of inquiry focuses on the quality of loan-level information 

provided to investors.  For example, Piskorski, Seru, and Witken, (2015) provide evidence that there was 

incomplete information about the presence of subordinate financing (i.e., second liens).   Jiang, Nelson, 

and Vytlacil (2014) and Griffin and Maturana (2016) find that borrowers misrepresented their income 

and occupancy status, respectively.  According to Griffin and Maturana (2016) such data problems led to 

higher default propensities and loss severities than would have otherwise been the case. 

 However, it is not clear that the deleterious effects were disproportionately borne by outside 

investors.  Papers by Jiang, Nelson, and Vytlacil (2013) and Elul (2016) suggest that securitized and non-

securitized subprime loans performed similarly (conditional on observable information) due to investor-

required loan seasoning prior to securitization.  There is also research that suggests that subprime 

mortgage lenders were lax in their screening of applicants with FICO credit scores above 620 (Keys, 

Mukherjee, Seru, and Vig, 2010; Keys, Seru, and Vig, 2012), although this interpretation has recently 

come into doubt (Bubb and Kauffman 2014).7  See Frame (2018) for a review of the literature 

pertaining to agency conflicts in residential mortgage securitization. 

 Another hypothesis is that borrowers and lenders acted rationally given their expectations for 

residential real estate price appreciation.  That is, the greater risk of distress among subprime borrowers 

was not a problem so long as house prices continued to appreciate.  Distressed borrowers with positive 

                                                 
7 Standard FICO credit scores range from 300 to 850.  About 70 percent of U.S. consumers have a score greater 
than 650. Most financial institutions perceive consumers with FICO scores below 620 as definitely being 
subprime, although some lenders use slightly higher score cut-offs (e.g., 640) for this definition. 
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equity could borrow against this equity or simply sell the home and pocket any net proceeds.  Hence, 

negative equity (owing more than the home is worth) is a necessary condition for mortgage default (see, for 

example, Foote, Gerardi, and Willen, 2008).  The problem is that the massive expansion of subprime 

mortgage lending in the mid-2000s was concurrent with rapid house price appreciation; and both 

borrowers and lenders began to form unreasonably favorable expectations about future home price 

growth (e.g., Brueckner, Calem, and Nakamura, 2012).  Escalating prices reduced housing affordability, 

and an assumption of continued future price growth would have made parties more comfortable with 

extreme leverage as borrowers would be expected to “grow out of it” soon.  In this view, the declining 

underwriting standards likely emanated from the recent and expected growth in home prices, which 

seemingly masked the heightened risk (Bhardwaj and Sengupta, 2014).  Once housing prices stopped 

appreciating and then started declining, distressed borrowers were unable to sell or remortgage their 

house, leading to the observed sharp increase in delinquencies and foreclosures. 

 Thus, subprime lending in general has seemingly been successful at expanding credit availability 

to marginal borrowers.  However, that success in residential mortgage lending depended to a very large 

degree on the factor that was ultimately its downfall: a dependence on expectations of increasing housing 

prices.  This experience is a reminder that it often takes an economic downturn to reveal fully the 

weaknesses in an innovation.  Whether privately financed subprime lending on a smaller scale could have 

been a successful product absent the boom is unclear.  What is clear is that the combination of the scale 

and scope of the recent crisis, the findings of negligence and malfeasance, the political and legal 

uncertainty, and the sensitivity to housing displacement among vulnerable populations mean that private 

subprime mortgage lending is unlikely to return en masse anytime soon.8 

 4.2 Payment Services 

                                                 
8 Nevertheless, subprime borrowers continue to have broad access to mortgage finance through U.S. Government 
mortgage insurance programs (through the Federal Housing Administration, the Department of Veterans Affairs, 
and the Department of Agriculture) – and such loans have been very popular since the onset of the recent crisis.   



17 

 

 Recent retail banking service innovations primarily relate to enhanced deposit account access and 

new methods of payment – each of which better meets consumer demands for convenience and ease.  

Debit cards, which bundle ATM access with the ability to make payment from a bank account at the 

point-of-sale, became ubiquitous in the 1990s.  In the 2000s, online banking, which allows customers to 

monitor accounts and originate payments using “electronic bill payment,” became widely used.  Notably, 

besides improving convenience and ease, retail payment innovations may also improve access to the 

banking system for unbanked consumers (e.g., Gross, Hogarth, and Schmeiser, 2012; Hayashi 2016).  

 Debit Cards.  Debit cards are essentially “pay-now” instruments linked to a checking account 

whereby transactions can happen either instantaneously using online (PIN-based) methods or in the near 

future with offline (signature based) methods.  Consumers typically have the choice of using online or 

offline methods, and their selection often hinges on the respective benefits: Online debit allows the 

cardholder also to withdraw cash at the point-of-sale, while offline provides float.  According to the U.S. 

Federal Reserve (2016), there were approximately 69.5 billion debit transactions in the U.S. during 2012 

that totaled almost $2.6 trillion.  

 Much of the research that pertains to debit cards relates to identifying the most likely users of this 

payment instrument.  Such demand-side explorations have been conducted individually as well as jointly 

across multiple payment options.  Stavins (2001), for example, uses data from the 1998 Survey of 

Consumer Finances (SCF) and finds that debit usage is positively related to educational attainment, 

homeownership status, marital status, business ownership, and being a white collar worker; and usage is 

negatively related to age and net worth.  Klee (2006) extends this analysis to consider the 1995, 1998, and 

2001 SCFs and reports a secular increase in adoption driven by similar demographic factors.9  Additional 

U.S. evidence is provided by: Mantel and McHugh (2001), who use survey data from Vantis International; 

                                                 
9 See Anguelov, Hilgert, and Hogarth (2004) for the relevant statistics that pertain to these surveys.   
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Hayashi and Klee (2003), who use data from a 2001 survey conducted by Dove Consulting; Borzekowski 

and Kiser (2008) and Borzekowski, Kiser, and Ahmed (2008), who use 2004 data from the Michigan 

Surveys of Consumers; and Hayashi and Stavins (2012), who use the Boston Fed’s Consumer Payment 

Choice surveys.   

 Some additional analysis by Hayashi and Klee (2003) studied the circumstances under which 

consumers are likely to use debit cards and found that these are more often used at grocery stores and 

gas stations than at restaurants.  Related to this, the authors also find that debit card usage is positively 

related to the incidence of self-service transactions.  Zinman (2009) finds that the choice of debit cards is 

positively related to being near credit card balance limits; and Fusaro (2013) shows that debit cards are 

used to pay-down credit card balances.  Finally, Hayashi and Stavins (2012) provide evidence that a recent 

U.S. law raising the cost of debit card transactions had an especially negative effect on low credit score 

consumers, which tend to have lower and more volatile incomes and be less educated. 

 Online Banking. As households and firms rapidly adopted Internet access during the late 1990s, 

commercial banks established an online presence.  According to DeYoung (2005), the first bank websites 

were launched in 1995; and by 2002 nearly one-half of all U.S. banks and thrifts operated transactional 

websites.  Today virtually all U.S. commercial banks offer transactional websites.  

 The primary line of research that related to online banking has been aimed at understanding the 

determinants of bank adoption and how the technology has affected bank performance. In terms of 

online adoption, Furst, Lang, and Nolle (2002) found that U.S. banks were more likely to offer 

transactional websites if they were: larger, younger, affiliated with a holding company, located in an urban 

area, and had higher fixed expenses and non-interest income.  Hernandez-Murillo, Llobet, and Fuentes 

(2010) later confirmed many of these findings using updated data, but also found that online adoption 

was positively related to county-level demographics (median household income, education, Internet 

access) and market concentration and was negatively related to additional bank characteristics 
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(branching intensity, ratio of capital-to-total assets, and nonperforming loans).  Finally, Dow (2007) 

analyzes data for U.S. credit unions and finds that online banking adoption is related to institution size 

and having a lower proportion of nonperforming loans.  On the flip side, Goddard, McKillop, and 

Wilson (2009) find that credit unions that do not provide transactional websites are more likely to fail 

and/or be acquired. 

 With respect to online bank performance, DeYoung, Lang, and Nolle (2007) report that Internet 

adoption improved U.S. community bank profitability – primarily through deposit-related charges.  In a 

related study, Hernando and Nieto (2007) find that, over time, online banking was associated with lower 

costs and higher profitability for a sample of Spanish banks.  Both papers conclude that the Internet 

channel is a complement to – rather than a substitute for – physical bank branches.  Additional evidence 

is offered by Ciciretti, Hasan, and Zazzara (2009), who also find that Italian banks that offered Internet-

related services had higher profitability (and stock returns) relative to their peers.  However, a 

contemporaneous study of U.S. credit unions found no relationship between online banking adoption 

and profitability, but did find significantly higher operating expenses (Dandapani, Karels, and 

Lawrence, 2008). 

 Other studies examine the demand-side for online banking services.  Mantel (2000) studies the 

demographic characteristics of users of electronic/online bill payment.  Among other things, the author 

finds that electronic bill payers tend to be: older, female, higher income, and homeowners.  Bauer and 

Hein (2006), who analyze data from the Survey of Consumer Finances, find that younger customers and 

those with previous experience with remote banking technologies are more likely to use online banking.  

 

 4.3 Fintech Product Innovations 

Two specific applications of blockchain technology -- cryptocurrencies and initial coin 
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offerings -- have garnered the most attention from the public and academics.10  Bitcoin, the oldest and 

largest blockchain (by market value in July 2018), has been studied from a variety of perspectives.  

Huberman, Leshno, and Moallemi (2017) observe that no one owns Bitcoin and that the blockchain’s 

protocol is “almost immutable.”  This raises the question of the underlying economics of the system: 

Specifically, what is the source of the revenue for financing Bitcoin’s operations?  The answer is that 

the equilibrium level of transactions fees and infrastructure level is set by a congestion queuing game 

arising from limits set by the Bitcoin protocol on the blockchain’s throughput (transactions volume).  

Budish (2018) analyzes the economics of Bitcoin’s operations in terms of the incentive of 

infrastructure-providers (called “miners”) to rewrite the blockchain in a way that would allow them to 

spend the same Bitcoin twice.  He notes that Bitcoin has not been subject to such a successful attack 

through mid-2018 but argues that this is due in part because the size of Bitcoin transactions has been 

small, limiting the gains from double-spending.  

 Bitcoin and some other cryptocurrencies are being traded against each other and against some 

sovereign-issued fiat currencies (such as the U.S. dollar), prompting the development of a small 

literature analyzing the returns and return volatility of cryptocurrencies.11  However, most 

cryptocurrency trading takes place outside the direct supervision of securities regulators and, thus, 

may be more open to manipulation than are financial instruments that trade on securities and 

derivatives exchanges.   Gandal, Hamrick, Moore, and Oberman (2018) analyze pricing data on one 

of the cryptocurrency exchanges, Mt. Gox, and find that prices rose an average of four percent on 

                                                 
10 A potential substitute for cryptocurrency for some uses is government-issued digital currency.  Government-
issued digital currency could, but need not, use a blockchain for record keeping.  See Humphrey (2018) for a 
discussion of government-issued digital currency. 
 
11 See Athey, Parashkevov, Sarukkai, and Xia (2016) for a theoretical model of Bitcoin pricing and some 
descriptive analysis of the market.  A listing of major cryptocurrency exchanges -- along with some volume and 
price data -- may be obtained from CoinMarketCap at https://coinmarketcap.com/exchanges/volume/24-
hour/.  

https://coinmarketcap.com/exchanges/volume/24-hour/
https://coinmarketcap.com/exchanges/volume/24-hour/
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days with suspicious trades but were slightly down on days without such trading.  Similarly, Griffin 

and Shams (2018) find evidence consistent with market manipulation. 

 Along with cryptocurrencies, a popular use of blockchain tokens is as a vehicle for obtaining 

financing for start-up technology firms.  Indeed, this form of financing -- called initial coin offerings 

(ICOs) -- provided more start-up financing than venture capitalists in June and July of 2017.12  Catalini 

and Gans (2018) analyze ICOs where the token on sale may be redeemed for the firm’s product (which 

is the form the tokens often take) and find that tokens may help entrepreneurs by revealing aspects of 

consumer demand.  Howell, Niessner, and Yermack (2018) analyze post-issuance transaction data for 

tokens listed on CoinMarketCap and find that liquidity is greater for issuers that engage in voluntary 

disclosure and credibly commit to the project. 

5. Organizational Innovation  

 New organizational forms for financial institutions have emerged in the United States and other 

countries over the past few decades.  While some of these forms arose from regulatory developments, 

two related structures -- Internet-only banks and marketplace lenders -- are directly tied to technological 

change.   

  Internet-Only Banks.  The rapid rise in Internet access and usage during the 1990s created the 

possibility of a new organizational form for intermediaries: the Internet-only (or Internet-primary) banks. 

Research by Delgado, Hernando, and Nieto (2007) reports that, as of mid-year 2002, there were some 

35 Internet-only banks operating in Europe and another 20 in the U.S.  In Europe, virtually all of 

these banks were affiliated with existing institutions, while in the U.S. they tended to be de novo 

operations.  This may explain why U.S.-based Internet-only banks have disappeared (through 

acquisition, liquidation, or closure) or established a physical presence to supplement their Internet 

                                                 
12 Kharpal (2017) documents the role of ICOs in providing more early-stage financing than did venture 
capitalists in the early summer of 2017.  See Wall (2018a, 2018b) for an overview of the issues raised by ICOs 
as a funding tool for new ventures. 
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base.     

 DeYoung (2001, 2005) finds that, as compared with conventional de novo banks, the Internet 

de novo banks are less profitable due to low business volumes (fewer deposits and lower non-interest 

income) and high labor expenditures.  However, the author also reports that the financial performance 

gaps narrow quickly over time due to scale effects.  Relatedly, Cyree, Delcoure, and Dickens (2009) 

find that Internet-primary banks are larger and have lower net interest margins and loan losses.  

Delgado, Hernando, and Nieto (2007) report that European Internet banks demonstrate technology-

based scale economies. 

 Although Internet-only banks failed to take hold in the early 2000s, new opportunities opened 

for innovative organizational forms in the 2010s as a result of two developments:  (a) the continuing 

advance of technology; and (b) the need to recover from the 2007-09 financial crisis in the U.S. and 

from the sovereign debt crisis in the EU that started in 2009.  The introduction of the iPhone in 2007 

was one marker of the continuing advancement of a broad array of technologies.13  These advances 

allowed technology firms to enter a wide variety of commercial and financial activities, often providing 

superior service to that provided by incumbent firms.  Moreover, while technology firms were looking 

for profitable opportunities to disrupt existing industries, the need to recover from the financial crisis 

distracted bank management and reduced the resources that banks had to invest in new technology 

and to make new loans.  One of the most well-known sets of new online financial institutions is 

marketplace lenders.  

 Marketplace Lenders.  Marketplace lenders, which match consumers and small firms with 

lenders/investors using online platforms, have been popping-up all over the world.  In the United 

States, these lending arrangements generally work in the following way:  First, borrowers apply on the 

                                                 
13 Mobile retail payments using cellular phones is widespread in Africa, most notably in Kenya with Safaricoms’ 
M-Pesa program.  See Beck and Frame (2018) for further details and a review of the related literature.      
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platform and are subject to automated underwriting based on standard criteria (such as a credit score) 

plus additional information and assigned a proprietary risk rating.  Second, institutional investors 

purchase loans in bulk from the marketplace lenders, principally based on the risk ratings.14  The online 

marketplaces themselves generally have no direct exposure to the credit risk of the loans through their 

platforms, as they do not typically hold the loans or otherwise retain an interest in them or guarantee 

their performance.15  Instead, marketplace lenders principally generate revenue from loan origination 

and servicing fees.  Marketplace lending is growing rapidly, but it remains a very small part of the $3.3 

trillion U.S. consumer lending market. 

 Much of what constitutes marketplace lending is actually not new. As discussed above, for 

many years, larger banks and finance companies have used credit registry data, credit scores, and 

borrower income information as inputs for statistical models to estimate risk and price consumer 

loans.  However, marketplace lenders appear to be increasingly supplementing their models with 

additional information.  Jagtiani and Lemieux (2018) find that LendingClub’s credit scores had an 80 

percent correlation with FICO scores in 2007, but that the correlation drops about 35 percent for 

loans originated in 2014-15.  The authors suggest that the change is likely due to a combination of 

LendingClub using alternative data and machine learning as the platform gains more experience with 

consumer lending.16  In complementary research that uses information from Prosper (which is a 

                                                 
14 While marketplace lending originally involved raising funds from individuals, the bulk of financing today is 
provided by institutional investors.    
 
15 For legal reasons, marketplace loans in the U.S. are actually originated on the balance sheet of a partner bank.  
This allows the marketplace lender to: (1) purchase the loans without needing to obtain individual state 
banking/lending licenses; and (2) charge interest rates that are legal in the partner bank’s state but may not be 
legal in the borrowers’ state. The partner bank holds the loan for a few days before selling it to the marketplace 
lender, which in turn sells them to investors.   
 
16 Berg, Burg, Gombovic, and Puri (2018) discuss the use of alternative data to improve default prediction by a 
German e-commerce company.  The authors identify various pieces of the customers’ digital footprint as aiding 
in prediction: access device type, operating system, access channel, allowing for location tracking, time of day, 
email service provider, and various customer typing conventions. 
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prominent marketplace lender), Balyuk and Davydenko (2018) discuss that lender’s use of secondary 

screening to identify suspicious applications and to verify automatically some borrower-provided 

information.  The authors report that this additional screening has led to cancellation of 27 percent of 

the previously accepted loan applications since 2013.  

 Vallee and Zeng (2018) observe that, while the fintech platforms are using their own models 

to grade loans and determine credit spreads, informationally sophisticated investors may be able to 

differentiate credit quality within these ratings grades.  The authors derive a model allowing for such 

a split in investor sophistication, which results in a trade-off for the platform in terms of the 

contribution of sophisticated investors in improving loan quality but also creating adverse selection 

for less sophisticated investors.  The volume-maximizing solution for the platform is to provide 

intermediate levels of screening and information to investors.  Consistent with their model, the authors 

find that loans purchased by more informationally sophisticated investors were less likely to default 

for the universe of investments made through Lending Robot from 2014-2017.17  They also observe 

that one marketplace lender, LendingClub, reduced the amount of information it provided to investors 

and this caused a reduction in the ability of sophisticated investors to “cherry-pick” loans with lower 

default rates. 

  Beyond marketplace lenders specifically, there has been a general increase in online lending.  

According to Fuster, Plosser, Schnabl, and Vickery (2018), fintech mortgage lenders have increased 

their market share from two to eight percent between 2010 and 2016.  The authors find the biggest 

benefit provided by fintech lenders is an average reduction in the time from application to closing of 

10 days (20 percent) after controlling for borrower and loan characteristics.  They also find that fintech 

lenders can scale up the volume of mortgages they process more readily than can other lenders. 

 The information technology underlying such an automated approach to underwriting is 

                                                 
17 LendingRobot is an automated tool for investors in loans that are originated by LendingClub and Prosper. 
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subject to significant scale economies (large fixed costs and very low marginal costs), which provides 

strong incentives to grow large quickly.  This suggests that the consolidation of the marketplace 

lending industry is very likely. Moreover, as marketplace lenders become more successful, they are 

likely to find themselves facing increased competition from incumbent consumer lenders.  

    

Conclusions  

 This chapter reviewed some of the more developed literatures relating technological change and 

financial innovation in banking over the past 30 years.  In terms of process and product innovations, the 

empirical research record provides us with information about the characteristics of users and adopters of 

technology-driven financial innovations and the attendant welfare implications.  Faster computing and 

widespread adoption of the Internet has resulted in a more efficient payment system with related product 

innovations quickly diffusing to a large part of the population.  Technological change has also transformed 

consumer lending by moving from human to automated underwriting based on credit scores and other 

pieces of hard information.  This has resulted in expanded credit availability along both intensive and 

extensive margins.   

 The recent emergence of fintech has greatly expanded interest in financial innovation as new 

products, services, production processes, and organizational forms are being created and deployed.  

Blockchain and distributed ledger technologies are currently being used for the issuance and transfer of 

widely distributed crypto-currencies as well as for early-stage funding for technology companies via initial 

coin offerings.  Artificial intelligence and machine learning are being used: in lending environments for 

marketing and monitoring account activity, to provide low-cost advisement services, and to further 

improve credit decisions through the use of expanded information.  This is a very exciting time to study 

financial innovation and the continued evolution of the banking business. 
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