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Stability and strategy-proofness for matching with constraints: A necessary and sufficient condition
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Haas School of Business, University of California, Berkeley

Fuhito Kojima
Department of Economics, Stanford University

Distributional constraints are common features in many real matching markets, such as medical residency matching, school admissions, and teacher assignment. We develop a general theory of matching mechanisms under distributional constraints. We identify the necessary and sufficient condition on the constraint structure for the existence of a mechanism that is stable and strategy-proof for the individuals. Our proof exploits a connection between a matching problem under distributional constraints and a matching problem with contracts.
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1. Introduction

The theory of two-sided matching has been extensively studied since the seminal contribution by Gale and Shapley (1962), and has been applied to match individuals and institutions in various markets in practice (e.g., students and schools, doctors and hospitals, and workers and firms). However, many real matching markets are subject to distributional constraints, i.e., caps are imposed on the numbers of individuals who can...
be matched to some subsets of institutions. Traditional theory cannot be applied to such settings because it has assumed away those constraints.

The objective of this paper is to understand the implication of the structure of distributional constraints by investigating the extent to which a desirable mechanism can be designed under constraints. More specifically, we identify the necessary and sufficient condition on the constraint structure for the existence of a mechanism that is stable and strategy-proof for the individuals. The necessary and sufficient condition is that constraints form a “hierarchy,” that is, for any pair of subsets of institutions that are subject to constraints, the two are disjoint or one is a subset of the other.

To understand the implications of our result, consider matching doctors with hospitals. To take an example from a real market, consider the medical matching market in Japan. As is the case in many countries, the Japanese government desires to keep the geographical imbalance of doctors in check. For that purpose, it imposes caps on the numbers of doctors in different prefectures that partition the country. Kamada and Kojima (2015a) propose a mechanism that produces a stable matching and is strategy-proof for doctors. Since partitions are a special case of hierarchy, their result can be derived as a corollary of our result. The same positive conclusion holds even if the geographical constraints are imposed on a hierarchy of regions. For example, in Japan, each prefecture is divided into smaller geographic units called Iryo-ken (medical areas) in which various health care policies are implemented. This is a case of a hierarchy, and hence our result implies that a desirable mechanism exists.

Next consider medical match with geographical constraints, but assume that the government also desires to impose caps on medical specialties. Suppose for now that the government decides to impose nationwide caps on each specialty. In Japanese medical match, for example, a hospital program may be in the “obstetrics” region at the same time as it is in the “Tokyo” region, where neither of the two is a subset of the other. Our result implies that there exists no mechanism that is stable and strategy-proof for doctors in this environment. However, to the extent that doctors treat patients in person,

---

2We formally define a stability concept under constraints in Section 2. Our stability concept reduces to the standard stability concept of Gale and Shapley (1962) if there are no binding constraints.

3Such a hierarchical structure is called a laminar family in the mathematics literature.

4Budish et al. (2013) consider a random object allocation problem with floor and ceiling constraints and show that “bi-hierarchical” constraints are necessary and sufficient for implementability of random assignments. Although the condition they reach is similar to ours, their implementability is unrelated to stability and strategy-proofness that we study here. See also Milgrom (2009), who considers hierarchical constraints in an auction setting. His analysis is unrelated to ours as, among other things, he considers a setting with continuous transfer and does not analyze stability.

5To see this connection, we also need to verify that stability in Kamada and Kojima (2015a) corresponds to stability in the present paper. See Kamada and Kojima (2015b) for details.

6Article 30-4 of the Medical Care Act of Japan.

7In the Japanese context, this concern is clearly exemplified by a proposal made to the governmental committee meeting that is titled “Measures to Address Regional Imbalance and Specialty Imbalance of Doctors” (Ministry of Health, Labour and Welfare, Japan 2008). In 2008, Japan took a measure that intended to address (only) regional imbalance, but even in 2007, the sense of crisis about specialty imbalance is shared by the private sector as well: In a sensationally titled article, “Obstetricians Are in Short Supply! Footsteps of Obstetrics Breakdown,” NTT Com Research (2007) reports that many obstetrics hospitals have been closed even in urban areas such as Tokyo.
imposing specialty constraints in each region rather than nationally may be reasonable. Constraints form a hierarchy in such a situation, so our result implies that there exists a mechanism with our desired properties.

Let us now consider field and financial constraints in college admission. In Hungarian college admission, there are upper-bound constraints on the number of students in terms of different fields of study as well as whether the study is subsidized by the government. In this problem, the constraints formed a hierarchy until 2007, but then the constraints were modified such that they do not form a hierarchy anymore (Biró et al. 2010). Thus, our result implies that there exists a mechanism that achieves stability and strategy-proofness for students in the old environment, but no mechanism can achieve these properties after the change.

Our result also has implications for the design of school choice mechanisms (Abdulkadiroğlu and Sönmez 2003). Maintaining diversity is a major concern in school choice, and many school districts have used policies to achieve this goal. Suppose first that the school district wants to maintain a certain balance among the student body at each school in terms of socioeconomic class. Different socioeconomic classes form a partition (and thus a hierarchy), so a stable and strategy-proof mechanism exists. By contrast if, for instance, the school district desires to maintain balance in both socioeconomic class and gender, then the constraints do not form a hierarchy, so a desirable mechanism does not exist.

In addition to its applied value, we believe that our analytical approach is of independent interest. The approach for showing the sufficiency of a hierarchy is to find a connection between our model and the “matching with contracts” model (Hatfield and Milgrom 2005). More specifically, we define a hypothetical matching problem between doctors and the hospital side instead of doctors and hospitals. That is, we regard the hospital side as a hypothetical consortium of hospitals that acts as one agent.

---

8For instance, the policy maker may decide not to give authority to claim caps and preferences to nationwide organizations such as the Japan Society of Obstetrics & Gynecology, but to give it to each of the regional organizations such as the Tokyo Association of Obstetricians and Gynecologists (see http://www.jsog.or.jp for the former organization and http://www.taog.gr.jp for the latter).

9For example, New York City (NY), Chicago (IL), Seattle (WA), Jefferson County (KY), Louisville (KY), Minneapolis (MN), and White Plains (NY) (Abdulkadiroğlu et al. 2005, Hafalir et al. 2013, Dur et al. 2016).

10Abdulkadiroğlu and Sönmez (2003) and Abdulkadiroğlu (2005) show that a stable and strategy-proof mechanism exists under constraints on socioeconomic class and give an example that shows nonexistence when constraints are also imposed on gender. There are three main differences between their work and ours. First, we consider a different formulation than theirs. Second, our characterization of the necessary condition for existence is new. Third, we show existence under hierarchical constraints. See also Roth (1991) on gender balance in labor markets, Ergin and Sönmez (2006), Hafalir et al. (2013), Ehlers et al. (2014), and Echenique and Yenmez (2015) on diversity in schools, Westkamp (2013) on trait-specific college admission, Abraham et al. (2007) on project-specific quotas in projects–students matching, and Biró et al. (2010) on college admission with multiple types of tuitions.

11Fleiner (2003) considers a framework that generalizes various mathematical results. A special case of his model corresponds to the model of Hatfield and Milgrom (2005), although not all results of the latter (e.g., those concerning incentives) are obtained in the former. See also Crawford and Knoer (1981), who observe that wages can represent general job descriptions in their model, given their assumption that firm preferences satisfy separability.
By imagining that the hospital side (hospital consortium) makes a common employment decision, we can account for interrelated doctor assignments across hospitals, an inevitable feature in markets under distributional constraints. This association necessitates, however, that we distinguish a doctor’s matching in different hospitals. We account for this complication by constructing the hospital side’s choice defined as one over contracts rather than doctors, where a contract specifies a doctor–hospital pair to be matched. Once this connection is established, we can show that results in the matching-with-contract model can be applied to our matching model under distributional constraints. This method shows that there exists a mechanism that is stable and strategy-proof for doctors. Note that our technique is different from those in school choice with diversity constraints, which take schools’ aggregated preferences over different types of students as primitives. By contrast, aggregated preferences of the hospital side are not primitives of our model, and our contribution is to construct an appropriate hypothetical model with an aggregated choice function. We envision that analyzing a hypothetical model of matching with contracts may prove to be a useful approach for tackling complex matching problems one may encounter in the future.

A recent paper by Hatfield et al. (2015) characterizes the class of choice functions over abstract contracts such that there exists a mechanism that is stable and strategy-proof for doctors (see a related contribution by Hirata and Kasuya (2017) as well). Our result and theirs are independent because our model and stability concept are different from theirs. Specifically, our model is that of matching with constraints and, even though we can associate our stability concept to theirs through our technique, these concepts are still not equivalent.

This paper is a part of our research agenda to study matching with constraints. Kamada and Kojima (2015a) consider the case in which constraints form a partition and show that a desirable mechanism exists. In practice, however, non-partitional constraints are prevalent. So as to understand what kinds of applications can be accommodated, the present paper does not presume a partition structure, and instead investigates a conceptual question. More specifically, we find a necessary and sufficient condition for the existence of a desirable mechanism in terms of the constraint structure. Kamada and Kojima (2017) investigate how to define the “right” stability concept for matching with constraints, defining what they call strong stability and weak stability. They show that strong stability suffers from a nonexistence problem whenever constraints are “nontrivial,” while weakly stable matchings exist for a wide range of constraints and are efficient. Stability defined in the present paper is weaker than strong stability but stronger than weak stability. In contrast to strong and weak stability, the

12Specifically, we invoke results by Hatfield and Milgrom (2005), Hatfield and Kojima (2009, 2010), and Hatfield and Kominers (2011, 2012).
13Indeed, after we circulated the first draft of the present paper, this technique was adopted by other studies such as Goto et al. (2014a, 2014b), and Kojima et al. (2017) in the context of matching with distributional constraints. See Sönmez and Switzer (2013) for a more direct application of the model of matching with contracts, where a cadet can be matched with a branch under one of two possible contracts. See also Sönmez (2013) and Kominers and Sönmez (2016).
14See also Hatfield et al. (2013), who connect stability in a trading network with stability in an associated model of many-to-one two-sided matching with transfer due to Kelso and Crawford (1982).
definition of stability in this paper uses information about policy goals of regions in terms of how to allocate their limited seats. Thus our stability is particularly appropriate when such information is available. Instead of exploring many kinds of stability concepts, the present paper fixes one stability concept and examines the implication of constraint structures for the existence of desirable mechanisms.

The rest of this paper proceeds as follows. In Section 2, we present the model. Section 3 states the main results. Section 4 concludes. The Appendix provides the formal proof of the result as well as a number of discussions.

2. Model

This section introduces a model of matching under distributional constraints. We describe the model in terms of matching between doctors and hospitals with “regional caps,” that is, upper bounds on the number of doctors that can be matched to hospitals in each region. However, the model is applicable to various other situations in and out of the residency matching context. For example, in medical residency applications, a region can represent a geographical region, medical specialty, or a combination of them. Another example is school choice, where a region can represent a socioeconomic class of students.

We begin with preliminary definitions for two-sided matching in Section 2.1. Then Section 2.2 introduces our model of matching with constraints.

2.1 Preliminary definitions

Let there be a finite set of doctors $D$ and a finite set of hospitals $H$. Suppose that $|D| \geq 2$. Each doctor $d$ has a strict preference relation $>_d$ over the set of hospitals and being unmatched (being unmatched is denoted by $\emptyset$). For any $h, h' \in H \cup \{\emptyset\}$, we write $h \succeq_d h'$ if and only if $h >_d h'$ or $h = h'$. Each hospital $h$ has a strict preference relation $>_h$ over the set of subsets of doctors. For any $D', D'' \subseteq D$, we write $D' \succeq_h D''$ if and only if $D' >_h D''$ or $D' = D''$. We denote by $> = (>_i)_{i \in D \cup H}$ the preference profile of all doctors and hospitals.

Doctor $d$ is said to be acceptable to hospital $h$ if $d >_h \emptyset$. Similarly, $h$ is acceptable to $d$ if $h >_d \emptyset$. It will turn out that only rankings of acceptable partners matter for our analysis, so we often write only acceptable partners to denote preferences. For example,

$>_d: h, h'$

means that hospital $h$ is the most preferred, $h'$ is the second most preferred, and $h$ and $h'$ are the only acceptable hospitals under preferences $>_d$ of doctor $d$.

---

15 This usage of such information will be expressed in the definition of “illegitimate” doctor–hospital pairs.

16 In real medical matching, a hospital may have multiple residency programs. These programs may differ from one another in terms of emphasis on specialties, for example. In such a case, the term “a hospital” should be understood to mean a residency program.

17 We denote a singleton set $\{x\}$ by $x$ when there is no confusion.
Each hospital \( h \in H \) is endowed with a (physical) capacity \( q_h \), which is a nonnegative integer. We say that preference relation \( \succ_h \) is responsive with capacity \( q_h \) (Roth 1985) if the following conditions hold:

(i) For any \( D' \subseteq D \) with \( |D'| \leq q_h \), \( d \in D \setminus D' \) and \( d' \in D' \), \( (D' \cup d) \setminus d' \geq_h D' \) if and only if \( d \geq_d d' \).

(ii) For any \( D' \subseteq D \) with \( |D'| \leq q_h \) and \( d' \in D' \), \( D' \geq_h D' \setminus d' \) if and only if \( d' \geq_h \emptyset \).

(iii) For any \( D' \subseteq D \) with \( |D'| > q_h \), \( \emptyset >_h D' \).

In words, preference relation \( \succ_h \) is responsive with a capacity if the ranking of a doctor (or keeping a position vacant) is independent of her colleagues, and any set of doctors exceeding its capacity is unacceptable. We assume that preferences of each hospital \( h \) are responsive with capacity \( q_h \) throughout the paper.

A matching \( \mu \) is a mapping that satisfies (i) \( \mu_d \in H \cup \{ \emptyset \} \) for all \( d \in D \), (ii) \( \mu_h \subseteq D \) for all \( h \in H \), and (iii) for any \( d \in D \) and \( h \in H \), \( \mu_d = h \) if and only if \( d \in \mu_h \). That is, a matching simply specifies which doctor is assigned to which hospital (if any).

A matching \( \mu \) is individually rational if (i) for each \( d \in D \), \( \mu_d \geq_d \emptyset \), and (ii) for each \( h \in H \), \( d \geq_h \emptyset \) for all \( d \in \mu_h \), and \( |\mu_h| \leq q_h \). That is, no agent is matched with an unacceptable partner and each hospital's capacity is respected.

Given matching \( \mu \), a pair \((d, h)\) of a doctor and a hospital is called a blocking pair if \( h \succ_d \mu_d \) and either (i) \( |\mu_h| < q_h \) and \( d \succ_h \emptyset \), or (ii) \( d \succ_h d' \) for some \( d' \in \mu_h \). In words, a blocking pair is a pair of a doctor and a hospital who want to be matched with each other (possibly rejecting their partners in the prescribed matching) rather than following the proposed matching.

### 2.2 Model with constraints

**Region structure**  A collection \( R \subseteq 2^H \setminus \{ \emptyset \} \) is called a set of regions. Assume \( \{ h \} \in R \) for all \( h \in H \) and \( H \in R \).

A collection of regions \( S \subseteq R \) is called a partition of \( r \in R \) if \( S \neq \{r\} \), \( \bigcup_{r' \in S} r' = r \), and \( r_1 \cap r_2 = \emptyset \) for all \( r_1, r_2 \in S \) with \( r_1 \neq r_2 \). A partition \( S \) of \( r \) is called a largest partition of \( r \) if there exists no partition \( S' \neq S \) of \( r \) such that \( r' \in S \) implies \( r' \subseteq r'' \) for some \( r'' \in S' \). Note that, for a given region \( r \), there can be more than one largest partition of \( r \). We denote by \( \mathcal{LP}(r) \) the collection of largest partitions of \( r \). For \( r \in R \) and \( S \in \mathcal{LP}(r) \), we refer to each element of \( S \) as a subregion of \( r \) with respect to \( S \).

A set of regions \( R \) is a hierarchy if \( r, r' \in R \) implies \( r \subseteq r' \) or \( r' \subseteq r \) or \( r \cap r' = \emptyset \).

Below is an example of a set of regions.

**Example 1.** There are hospitals \( h_1 \), \( h_2 \), and \( h_3 \). The regions are

\[
R = \{ H, r_1, r_2, \{ h_1 \}, \{ h_2 \}, \{ h_3 \} \},
\]

where \( r_1 = \{ h_1, h_2 \} \) and \( r_2 = \{ h_2, h_3 \} \). See Figure 1(a) for a graphical representation. In this example, the largest partitions of \( H \) are \( S = \{ r_1, \{ h_3 \} \} \) and \( S' = \{ \{ h_1 \}, r_2 \} \). Regions \( r_1 \) and \( \{ h_3 \} \) are subregions of \( H \) with respect to \( S \), and \( \{ h_1 \} \) and \( r_2 \) are subregions of \( H \).
Figure 1. An example of sets of regions in Example 1. (a) A non-hierarchical set of regions $R$. (b) A hierarchical set of regions $R'$.

with respect to $S'$. The set of regions $R$ is not a hierarchy because $r_1 \not\subset r_2$, $r_2 \not\subset r_1$, and $r_1 \cap r_2 = \{h_2\} \neq \emptyset$. By contrast, $R' := R \setminus \{r_2\}$ is a hierarchy (see Figure 1(b) for a graphical representation).

Regional preferences When a given region is faced with applications by more doctors than the regional cap, the region has to allocate limited seats among its subregions. We consider the situation in which regions are endowed with policy goals in terms of doctor allocations, and formalize such policy goals using the concept of "regional preferences." For example, a situation in which the government has a policy goal regarding doctor allocations across different geographic regions can be captured by the regional preferences of the grand region $H$. The regional preferences of a geographical region $r$ whose subregions are all singleton sets may capture $r$’s policy goal in terms of doctor allocations across different hospitals in $r$.

For each $r \in R$ that is not a singleton set and $S \in L \mathcal{P}(r)$, a regional preference for $r$, denoted $\succeq_{r,S}$, is a weak ordering over $W_{r,S} := \{w = (w_{r'})_{r' \in S} | w_{r'} \in \mathbb{Z}_+ \text{ for every } r' \in S\}$. That is, $\succeq_{r,S}$ is a binary relation that is complete and transitive (but not necessarily antisymmetric). We write $w \succeq_{r,S} w'$ if and only if $w \succeq_{r,S} w'$ holds but $w' \succeq_{r,S} w$ does not. Vectors such as $w$ and $w'$ are interpreted to be supplies of acceptable doctors to the subregions of region $r$, but they only specify how many acceptable doctors apply to hospitals in each subregion and no information is given as to who these doctors are. We denote by $\succeq$ the profile $(\succeq_{r,S})_{r \in R, S \in L \mathcal{P}(r)}$.

Given $\succeq_{r,S}$, a function

$$
\tilde{C}_h_{r,S} : W_{r,S} \times \mathbb{Z}_+ \to W_{r,S}
$$

is an associated quasi-choice rule if $\tilde{C}_h_{r,S}(w; t) \in \arg \max_{\succeq_{r,S}} \{w' | w' \leq w, \sum_{r' \in S} w'_{r'} \leq t\}$ for any nonnegative integer vector $w = (w_{r'})_{r' \in S}$ and nonnegative integer $t$.

---

18One interpretation is that each region has real preferences over doctor distributions. An alternative interpretation is that the regional preferences are not real preferences possessed by the region, but simply a rationing criterion imposed by the central government, for instance. The latter interpretation is analogous to that of "priority orders" in school choice (Abdulkadiroğlu and Sönmez 2003), which are not real preferences possessed by individual schools, but a criterion given by the school district.

19For any two vectors $w = (w_{r'})_{r' \in S}$ and $w' = (w'_{r'})_{r' \in S}$, we write $w \leq w'$ if and only if $w_{r'} \leq w'_{r'}$ for all $r' \in S$. We write $w \leq w'$ if and only if $w \leq w'$ and $w_{r'} < w'_{r'}$ for at least one $r' \in S$. For any $W_{r,S} \subseteq W_{r,S}$, $\arg \max_{\succeq_{r,S}} W'_{r,S}$ is the set of vectors $w \in W'_{r,S}$ such that $w \succeq_{r,S} w'$ for all $w' \in W'_{r,S}$.
\(\tilde{Ch}_{r,S}(w, t)\) is a best vector of numbers of doctors allocated to subregions of \(r\) given a vector of numbers \(w\) under the constraint that the sum of the numbers of doctors cannot exceed the quota \(t\). Note that there may be more than one quasi-choice rule associated with a given weak ordering \(\succeq_{r,S}\) because the set \(\arg\max_{w' \in S} \{w'| w' \leq w, \sum_{r' \in S} w_{r'} \leq t\}\) may not be a singleton for some \(w\) and \(t\).

We assume that the regional preferences \(\succeq_{r,S}\) satisfy \(w \succ_{r,S} w'\) if \(w' \leq w\). This condition formalizes the idea that region \(r\) prefers to fill as many positions in its subregions as possible. This requirement implies that any associated quasi-choice rule is acceptant in the sense that, for each \(w\) and \(t\), if there exists \(r' \in S\) such that \(|\tilde{Ch}_{r,S}(w; t)|_{r'} < w_{r'}\), then \(\sum_{r'' \in S} (\tilde{Ch}_{r,S}(w; t))_{r''} = t\).\(^{20}\) This captures the idea that the social planner should not waste caps allocated to the region: If some doctor is rejected by a hospital even though she is acceptable to the hospital and the hospital’s capacity is not binding, then the regional cap should be binding.

We say that \(\succeq_{r,S}\) is substitutable if there exists an associated quasi-choice rule \(\tilde{Ch}_{r,S}\) that satisfies

\[
\begin{align*}
w \leq w' \quad \text{and} \quad t \geq t' & \quad \Rightarrow \quad \tilde{Ch}_{r,S}(w; t) \geq \tilde{Ch}_{r,S}(w'; t') \wedge w, \\
\end{align*}
\]

Throughout our analysis, we assume that \(\succeq_{r,S}\) is substitutable for any \(r \in R\) and \(S \in \mathcal{LP}(r)\). To understand this condition, notice that this condition can be decomposed into two parts, as follows:

\[
\begin{align*}
\begin{align*}
\begin{align*}
\end{align*}
\end{align*}
\end{align*}
\]

Condition (1) imposes a condition on the quasi-choice rule for different vectors \(w\) and \(w'\) with a fixed parameter \(t\), while condition (2) places restrictions for different parameters \(t\) and \(t'\) with a fixed vector \(w\). The former condition requires that, given cap \(t\), when the supply of doctors increases, the number of accepted doctors at a hospital can increase only when the hospital has accepted all acceptable doctors under the original supply profile. This condition is similar to the standard substitutability condition (Roth and Sotomayor 1990, Hatfield and Milgrom 2005) except that (i) it is defined over vectors that only specify how many doctors apply to hospitals in the region, so it does not distinguish different doctors, and (ii) it deals with multi-unit supplies (that is, coefficients in \(w\) can take integers different from 0 or 1).\(^{21}\) Appendix B formally establishes an equivalence between condition (1) and familiar conditions from matching with contracts.

Condition (2) requires that the choice increases (in the standard vector sense) if the allocated quota is increased. One may interpret this condition as a “normal goods” assumption whereby an increase in the “budget” (the allocated quota) leads to a weak increase in demand for each “good” (the weight corresponding to each subregion).\(^{22}\)

---

\(^{20}\)This condition is a variant of properties used by Alkan (2001) and Kojima and Manea (2010) in the context of choice functions over matchings.

\(^{21}\)Condition (1) is also similar to persistence by Alkan and Gale (2003), who define the condition on a choice function in a slightly different context.

\(^{22}\)We are grateful to an anonymous referee for suggesting this interpretation of condition (2).
Stability

We assume that each region \( r \in R \) is endowed with a nonnegative integer \( \kappa_r \) called a regional cap.\(^{23}\) We denote by \( \kappa = (\kappa_r)_{r \in R} \) the profile of regional caps across all regions in \( R \). A matching is feasible if \( |\mu_r| \leq \kappa_r \) for all \( r \in R \), where \( \mu_r = \bigcup_{h \in r} \mu_{hr} \). In other words, feasibility requires that the regional cap for every region is satisfied. For \( R' \subseteq R \), we say that \( \mu \) is Pareto superior to \( \mu' \) for \( R' \) if \( (|\mu_r'|_{r' \in S} \geq_r S (|\mu_r'|_{r' \in S}) \) for all \( (r, S) \), where \( r \in R' \) and \( S \in LP_r(r) \), with at least one of the relations holding strictly. Given a matching \( \mu \), denote by \( \mu_d^{d\rightarrow h} \) the matching such that \( \mu_d^{d\rightarrow h} = \mu_d' \) for all \( d' \in D \setminus \{d\} \) and \( \mu_d^{d\rightarrow h} = h \).

Given these concepts, let us now introduce two key notions to define stability. First, we say that a pair \((d, h)\) is infeasible at \( \mu \) if \( \mu_d^{d\rightarrow h} \) is not feasible. Second, we say that a pair \((d, h)\) is illegitimate at \( \mu \) if there exists \( r \in R \) with \( \mu_d \cup \mu_{hr} \) and \( |\mu_r| = \kappa_r \) such that \( \mu_d^{d\rightarrow h} \) is not Pareto superior to \( \mu \) for \( \{r' \in R | \mu_d, h \in r' \} \) and \( r' \subseteq r \).

**Definition 1.** A matching \( \mu \) is stable if it is feasible, individually rational, and if \((d, h)\) is a blocking pair then \( d' >_h d \) for all doctors \( d' \in \mu_h \) and \((d, h)\) is either infeasible or illegitimate at \( \mu \).

The standard definition of stability without regional caps requires individual rationality and the absence of blocking pairs. With regional caps, however, there are cases in which every feasible and individually rational matching admits a blocking pair. For this reason, we allow for the presence of some blocking pairs. To keep the spirit of stability, however, we require that only certain kinds of blocking pairs remain. Specifically, we demand that all remaining blocking pairs be either infeasible or illegitimate. Below we provide justification for the choice of these restrictions.

A pair of a doctor \( d \) and a hospital \( h \) is infeasible if moving \( d \) to \( h \) while keeping other parts of the matching unchanged leads to a violation of a regional cap. To the extent that regional caps encode what matchings are allowed in the given situation, a demand by a blocking pair that would cause a violation of a regional cap does not have the same normative support as in the case without regional caps. For this reason, our stability concept allows for infeasible blocking pairs to remain.

A doctor–hospital pair is illegitimate if the movement of doctor \( d \) to \( h \) does not lead to a Pareto superior distribution of doctors for a certain set of regions. We require any region \( r' \) in this set to satisfy two conditions. First, we require that \( r' \) contains both hospitals \( \mu_d \) (the original hospital for \( d \)) and \( h \), as this corresponds to the case in which \( r' \) is in charge of controlling distributions of doctors involving these hospitals. Second, the region \( r' \) should be currently “constrained.” That is, it is a subset of some region \( r \) whose regional cap is full in the present matching: In such a case, the region \( r \) should ration the distribution of doctors among its subregions, each of which needs to ration the distribution among its subregions, and so forth, which indirectly constrains the number of doctors that can be matched in \( r' \). The requirement that \( r' \) is (indirectly) constrained limits the case in which a blocking pair is declared illegitimate. This is in line with our

\(^{23}\) Kamada and Kojima (2015a) use \( q_r \) to denote a regional cap, but here we use the notation \( \kappa_r \) to reduce confusion with hospital capacities.
motivation to keep the spirit of stability, i.e., to allow for the presence of blocking pairs only in a conservative manner.\footnote{For the case of hierarchies, we provide an alternative interpretation of stability in Remark 6 in the Appendix.}

The implicit idea behind the definition is that the government or some authority can interfere and prohibit a blocking pair from being executed if regional caps are an issue. Thus, our preferred interpretation is that stability captures a normative notion that it is desirable to implement a matching that respects participants’ preferences to the extent possible. Justification of the normative appeal of stability is established in the recent matching literature, and \textit{Kamada and Kojima (2015a)} offer further discussion on this point, so we refer interested readers to that paper for details.

\textbf{Remark 1.} \textit{Kamada and Kojima (2017)} define two other stability concepts, which they call strong stability and weak stability. Strong stability is more demanding than stability, requiring that any blocking pairs lead to infeasibility. Weak stability is less demanding than stability, allowing for some blocking pairs that are neither infeasible nor illegitimate. \textit{Kamada and Kojima (2017)} establish that a matching is strongly stable if and only if it is stable for all possible regional preference profiles, while a matching is weakly stable if and only if there exists a regional preference profile under which it is stable.

\textbf{Remark 2.} \textit{Kamada and Kojima (2017)} show that any weakly stable matching is (constrained) efficient, i.e., there is no feasible matching $\mu'$ such that $\mu'_i \succeq_i \mu_i$ for all $i \in D \cup H$ and $\mu'_i \succ_i \mu_i$ for some $i \in D \cup H$.\footnote{Since regional caps are a primitive of the environment, we consider a \textit{constrained} efficiency concept.} Because stability implies weak stability, a stable matching is efficient for any regional preferences, which provides one normative appeal of our stability concept.

\textbf{Remark 3.} \textit{Kamada and Kojima (2017)} demonstrate that (i) there does not necessarily exist a strongly stable matching, and (ii) if a mechanism produces a strongly stable matching whenever one exists, then it is not strategy-proof for doctors. Given these negative findings, the present paper focuses on stability as defined in Definition 1.

\textbf{Remark 4.} Practically, moving a doctor from one hospital to another involves administrative tasks on the part of relevant regions (we give examples of possible organizations dealing with such administration in the Introduction); hence disallowing only those blocking pairs that Pareto-improve the relevant regions is, in our view, the most plausible notion in our environment. An alternative notion of illegitimacy may be that a doctor–hospital pair is said to be illegitimate if moving doctor $d$ to $h$ leads to a Pareto inferior distribution of doctors for the set of regions that we consider here. This notion not only is inconsistent with our view just described, but also leads to nonexistence.\footnote{To see this, consider a two-doctor two-hospital example with one region with cap 1, where doctor $i \in \{1, 2\}$ likes hospital $i$ best and hospital $j \neq i$ second, and hospital $i$ likes doctor $j \neq i$ best and doctor $i$ second. If the region containing hospitals 1 and 2 is indifferent between allocations $(1, 0)$ and $(0, 1)$, then there exists no matching that satisfies the strengthened version of stability. A similar logic is used to show that there exists no strongly stable matching in \textit{Kamada and Kojima (2017)}.}
Mechanism  Recall that $\kappa$ denotes the profile of regional caps and that $\succeq$ denotes the profile of regional preferences. A mechanism $\varphi$ is a function that maps preference profiles to matchings for a given profile $(\kappa, \succeq)$. The matching under $\varphi$ at preference profile $\succ$ is denoted $\varphi_{\kappa, \succeq}(\succ)$, and agent $i$'s match is denoted by $\varphi_{\kappa, \succeq}^i(\succ)$ for each $i \in D \cup H$.

A mechanism $\varphi$ is said to be stable if, for each $(\kappa, \succeq)$ and a preference profile $\succ$, the matching $\varphi_{\kappa, \succeq}(\succ)$ is stable.

A mechanism $\varphi$ is said to be strategy-proof for doctors if there do not exist $(\kappa, \succeq)$, a preference profile $\succ$, a doctor $d \in D$, and preferences $\succ'_d$ of doctor $d$ such that

$$
\varphi_{\kappa, \succeq}^d(\succ'_d, \succ - d) > d \varphi_{\kappa, \succeq}^d(\succ).
$$

That is, no doctor has an incentive to misreport her preferences under the mechanism.\footnote{Roth (1982) shows that there is no mechanism that produces a stable matching for all possible preference profiles and is strategy-proof for both doctors and hospitals even in a market without regional caps.}

3. Results

This section presents our analysis of the model. We start by analyzing the case of hierarchy (Section 3.1), and then proceed to the analysis of the case of non-hierarchy (Section 3.2). We conclude the section by stating a necessary and sufficient condition that characterizes the set of constraint structures admitting the existence of a desirable mechanism (Section 3.3).

3.1 Hierarchy

**Theorem 1.** Fix $D$, $H$, and a set of regions $R$. If $R$ is a hierarchy, then there exists a mechanism that is stable and strategy-proof for doctors.

**Proof Sketch.** Our proof is constructive. In particular, we introduce a new algorithm, called the flexible deferred acceptance algorithm. That algorithm is a generalization of the deferred acceptance algorithm, in which the acceptance by hospitals in each step is made in a coordinated way that is consistent with the regional constraints.\footnote{The flexible deferred acceptance is also a generalization of the algorithm under the same name in Kamada and Kojima (2015a), where it is defined only for partitional constraints and a specific type of regional preferences.} Our proof strategy is to show that this mechanism has the desired properties.

The main idea for establishing those properties is to connect our matching model with constraints to the “matching with contracts” model (Hatfield and Milgrom 2005). More specifically, given the original matching model under constraints, we define an “associated model,” which is a hypothetical matching model between doctors and the “hospital side” instead of doctors and hospitals. In the associated model, we regard the hospital side as a hypothetical consortium of all hospitals that acts as one agent, and imagine that the hospital side (hospital consortium) makes a coordinated employment decision. This association enables us to account for the fact that acceptance of a doctor by a hospital in one region may depend on doctor applications to other hospitals in the...
same region, an inevitable feature in markets under distributional constraints. It necessitates, however, that we distinguish a doctor’s placements in different hospitals. We account for this complication by defining the hospital side’s choice function over contracts rather than doctors, where a contract specifies a doctor–hospital pair to be matched. We construct such a choice function by using two pieces of information: the preferences of all the hospitals and regional preferences. The idea is that each hospital’s preferences are used for choosing doctors given the number of allocated slots, while regional preferences are used to regulate slots allocated to different hospitals. In other words, regional preferences trade off multiple hospitals’ desires to accept more doctors, when accepting more is in conflict with the regional cap. With the help of this association, we demonstrate that any stable allocation in the associated model with contracts induces a stable matching in the original model with distributional constraints (Proposition 2).

So as to use this association, we show that the key conditions in the associated model—the substitutes condition and the law of aggregate demand—are satisfied (Proposition 1). This enables us to invoke existing results for matching with contracts, namely that an existing algorithm called the cumulative offer process finds a stable allocation, and it is (group) strategy-proof for doctors in the associated model (Hatfield and Milgrom 2005, Hatfield and Kojima 2009, Hatfield and Kominers 2012).

The full proof is given in the Appendix, and it formalizes this idea by introducing the flexible deferred acceptance algorithm. We establish that, with the hierarchical region structure, the outcome of the cumulative offer process in the associated model corresponds to the matching produced by the flexible deferred acceptance algorithm in the original model (Remark 7). This correspondence establishes that the flexible deferred acceptance algorithm finds a stable matching in the original problem and this algorithm is (group) strategy-proof for doctors, proving Theorem 1. For illustration, our proof approach is represented as a chart in Figure 2.

\[\star\]

3.2 Non-Hierarchy

**Theorem 2.** Fix \(D, H, \) and a set of regions \(R.\) If \(R\) is not a hierarchy, then there exists no mechanism that is stable and strategy-proof for doctors.

**Proof Sketch.** Proving the theorem in the general environment is somewhat involved and is given in the Appendix. Here we illustrate the main idea by an example. Consider the problem described in Example 1. In that example, there are three hospitals, \(h_1, h_2,\) and \(h_3.\) The regions are \(R = \{H, r_1, r_2, \{h_1\}, \{h_2\}, \{h_3\}\},\) where \(r_1 = \{h_1, h_2\}\) and \(r_2 = \{h_2, h_3\}.\) Recall Figure 1(a) for a graphical representation. Note that \(h_1 \in r_1 \setminus r_2,\) \(h_2 \in r_1 \cap r_2,\) and \(h_3 \in r_2 \setminus r_1,\) so \(R\) is not a hierarchy. We will show that there does not exist a mechanism that is stable and strategy-proof for doctors.

Clearly, \(S_1 := \{\{h_1\}, \{h_2\}\}\) is the unique largest partition of \(r_1.\) Similarly, \(S_2 := \{\{h_2\}, \{h_3\}\}\) is the unique largest partition of \(r_2.\) Suppose that, under \(\triangleright_{r_1, S_1},\) region \(r_1\)

\[\star\]Substitutability of regional preferences plays a crucial role in the proof of Proposition 1, and we regard it as reasonable in our applications. Substitutability is commonly assumed in various domains in the matching literature.
Figure 2. Proof sketch for Theorem 1.

prefers a vector such that the coordinate corresponding to \( \{h_1\} \) is 1 and the other coordinate is 0 to a vector such that the coordinate corresponding to \( \{h_2\} \) is 1 and the other coordinate is 0. Also suppose that, under \( \succ_{r_2,S_2} \), region \( r_2 \) prefers a vector such that the coordinate corresponding to \( \{h_2\} \) is 1 and the other coordinate is 0 to a vector such that the coordinate corresponding to \( \{h_3\} \) is 1 and the other coordinate is 0. Finally, let \( \kappa_{r_1} = \kappa_{r_2} = 1 \) and, for each \( \tilde{r} \in R \setminus \{r_1, r_2\} \), \( \kappa_{\tilde{r}} \) is sufficiently large so that it never binds.\(^{30}\)

Suppose that there are two doctors, \( d_1 \) and \( d_2 \). Finally, assume that preferences of doctors and hospitals are

\[
\succ_{d_1} h_3, \quad \succ_{d_2} h_2, h_1, \\
\succ_{h_1} d_2, d_1, \quad \succ_{h_2} d_1, d_2, \quad \succ_{h_3} d_2, d_1,
\]

and the capacity of each hospital is sufficiently large so that it never binds.\(^{31}\)

By inspection, it is straightforward to see that \( \mu \) and \( \mu' \) defined by

\[
\mu = \begin{pmatrix} h_1 & h_2 & h_3 & \emptyset \\ \emptyset & d_2 & \emptyset & d_1 \end{pmatrix} \quad \text{and} \quad \mu' = \begin{pmatrix} h_1 & h_2 & h_3 \\ d_2 & \emptyset & d_1 \end{pmatrix},
\]

are the only stable matchings given the above preferences.

We consider two cases.

\(^{30}\)For example, let \( \kappa_{\tilde{r}} = 3 \) for each \( \tilde{r} \in R \setminus \{r_1, r_2\} \).

\(^{31}\)For instance, let \( q_{h_1} = q_{h_2} = q_{h_3} = 3 \).
Case 1. Suppose that a mechanism produces $\mu$ given the above preference profile. Consider $d_1$’s preferences

$$\succ^{'}_{d_1}: h_1, h_2, h_3.$$ 

Under the preference profile $(\succ^{'}_{d_1}, \succ_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$, it is straightforward to check that $\mu'$ is a unique stable matching. Note that $d_1$ is matched to $h_3$ under this new preference profile, which is strictly better under $\succ_{d_1}$ than $d_1$’s match $\emptyset$ under the original preference profile $(\succ_{d_1}, \succ_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$. This implies that if a mechanism is stable and produces $\mu$ given preference profile $(\succ_{d_1}, \succ_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$, then it is not strategy-proof for doctors.

Case 2. Suppose that a mechanism produces $\mu'$ given the above preference profile. Consider $d_2$’s preferences

$$\succ^{'}_{d_2}: h_2, h_3, h_1.$$ 

Under the preference profile $(\succ_{d_1}, \succ^{'}_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$, it is straightforward to check that $\mu$ is a unique stable matching. Note that $d_2$ is matched to $h_2$ under this new preference profile, which is strictly better under $\succ_{d_2}$ than $d_2$’s match $h_1$ under the original preference profile $(\succ_{d_1}, \succ_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$. This implies that if a mechanism is stable and produces $\mu'$ given preference profile $(\succ_{d_1}, \succ_{d_2}, \succ_{h_1}, \succ_{h_2}, \succ_{h_3})$, then it is not strategy-proof for doctors.

3.3 The necessary and sufficient condition

Theorems 1 and 2 imply the following corollary, which characterizes the set of constraint structures that admit the existence of a desirable mechanism.

Corollary 1. Fix $D$, $H$, and a set of regions $R$. The following statements are equivalent.

(i) $R$ is a hierarchy.

(ii) There exists a mechanism that is stable and strategy-proof for doctors.

This corollary identifies the conditions on the markets for which we can find a mechanism that is stable and strategy-proof for doctors. Since our proof for the assertion that statement (i) implies statement (ii) is constructive (Theorem 1), for markets in which constraints are a hierarchy, we can directly use the mechanism we construct. Also, for markets in which constraints do not form a hierarchy, the corollary shows that there is no hope for adopting a mechanism that is stable and strategy-proof for doctors. These points are illustrated by the practical applications in the Introduction.

Remark 5. In some applications, it may be desirable to require that there be no blocking pair $(d, h)$ such that moving $d$ to $h$ while displacing some $d'$ with $\mu, d' \neq h$ improves the doctor distribution. In this remark, let us consider a stronger notion than stability that additionally requires such a property.

It turns out that the same characterization result holds when we replace stability with the above stronger notion. More precisely, the set of regions is a hierarchy if
and only if there exists a mechanism that satisfies the stronger notion of stability and strategy-proofness for doctors.\footnote{The formal definition of the stronger stability concept and the statement of the characterization result are presented in Appendix E.1. We are grateful to an anonymous referee for encouraging us to discuss this concept.}

To see this, note first that necessity of a hierarchy is obvious from Corollary 1 because the stability concept is stronger. To obtain the intuition for sufficiency, recall that our flexible deferred acceptance algorithm corresponds to the cumulative offer process in an associated model with contracts. The latter algorithm finds a stable allocation in the associated model. A stable allocation in the associated model implies a stable matching in the original model under constraints, but the converse does not hold. In particular, a stable allocation eliminates a blocking pair \((d, h)\) such that the doctor distribution is improved by moving \(d\) to \(h\) while displacing some \(d'\) with \(\mu_{d'} \neq h\), implying the stronger property.

4. Conclusion

This paper presented a model of matching under distributional constraints. We identified the necessary and sufficient condition on the constraint structure for the existence of a mechanism that is stable and strategy-proof for the individuals. The necessary and sufficient condition is that the constraints form a hierarchy.

The fact that our condition is both sufficient and necessary gives us a clear guide to future research. First, our sufficiency result implies that, in applications with hierarchical constraints, one can utilize our theory to design a desirable mechanism. We hope that this result will stimulate future works on specific applications. Second, our necessity result suggests that if the constraints do not form a hierarchy, one needs to weaken either strategy-proofness for doctors or the stability concept as desiderata for a mechanism to be designed.\footnote{In addition to the applications discussed in the Introduction, the case with floor constraints is worth mentioning. If we translate those constraints to ceiling constraints like ours, the resulting problem does not generally admit a hierarchy. Contributions in the literature studying floor constraints seek solutions different from ours. Fragiadakis and Troyan (2017), for instance, find a mechanism that is strategy-proof for students and has desirable efficiency properties. We plan to further study floor constraints in future work.} Then the critical questions are how such weakening should be done, and what mechanism satisfies the weakened criteria.

Finally, it is worth noting the connection between matching with constraints and matching with contracts that we used in proving the sufficiency result. This technique was subsequently adopted by other studies such as Goto et al. (2014a, 2014b), and Kojima et al. (2017). We envision that this approach may prove useful for tackling complex matching problems one may encounter in the future.

Appendix

Appendix A defines the flexible deferred acceptance mechanism under the assumption that the set of regions forms a hierarchy. Appendix B establishes several properties of
substitutability that prove useful in subsequent analysis. The proofs of our main results are provided in Appendix C (Theorem 1) and Appendix D (Theorem 2). Appendix E provides additional discussions.

APPENDIX A: FLEXIBLE DEFERRED ACCEPTANCE MECHANISM

Throughout this section, suppose that \( R \) is a hierarchy. It is straightforward to see that, for any non-singleton region \( r \in R \), \( \mathcal{L}(r) \) is a singleton set. Given this fact, denote by \( S(r) \) the unique element of \( \mathcal{L}(r) \), and call each element of \( S(r) \) a subregion of \( r \). We use simplified notation \( \mathcal{L}_{r} \) for \( \mathcal{L}_{r,S(r)} \) and \( \tilde{\mathcal{L}}_{r} \) for \( \tilde{\mathcal{L}}_{r,S(r)} \). We say that \( r \in R \) is a smallest common region of hospitals \( h \) and \( h' \) if \( h, h' \in r \) and there is no \( r' \in R \) with \( r' \subsetneq r \) such that \( h, h' \in r' \). For any \( h \) and \( h' \), it is straightforward to see that a smallest common region of \( h \) and \( h' \) exists and is unique. Given this fact, denote the smallest common region of \( h \) and \( h' \) by \( SC(h, h') \).

We say that region \( r \) is of depth \( k \) if \(|\{ r' \in R \mid r \subseteq r' \}| = k \). Note that the depth of a “smaller” region is larger. The standard model without regional caps can be interpreted as a model with regions of depths less than or equal to \( 2 \) (and singleton sets), and the model of Kamada and Kojima (2015a) has regions of depths less than or equal to \( 3 \) (regions, and singleton sets), both with \( \kappa_H \) sufficiently large.

We proceed to define a quasi-choice rule for the “hospital side,” denoted \( \tilde{\mathcal{L}}_H \): Let \( \kappa_H = \kappa_H \). Given \( w = (w_h)_{h \in H} \), we define \( v^w_{[h]} = \min\{w_h, q_h, \kappa_{[h]}\} \) and, for each non-singleton region \( r \), inductively define \( v^w_r = \min\{\sum_{r' \in S(r)} v^w_{r'}, \kappa_r\} \). Intuitively, \( v^w_r \) is the maximum number that the input \( w \) can allocate to its subregions given the feasibility constraints that \( w \) and regional caps of subregions of \( r \) impose. Note that \( v^w_r \) is weakly increasing in \( w \), that is, \( w \geq w' \) implies \( v^w_r \geq v^{w'}_r \).

We inductively define \( \tilde{\mathcal{L}}_H(w) \) following a procedure starting from Step 1, where Step \( k \) for general \( k \) is as follows.

Step \( k \). If all the regions of depth \( k \) are singletons, then let \( \tilde{\mathcal{L}}_H(w) = (\kappa^w_{[h]})_{h \in H} \) and stop the procedure. For each non-singleton region \( r \) of depth \( k \), set \( \tilde{\kappa}^w_r = \{\tilde{\mathcal{L}}_r((v^w_{r'}),_{r' \in S(r)}; \kappa^w_{r'})\}_{r'} \) for each subregion \( r' \) of \( r \). Go to Step \( k + 1 \).

That is, under \( \tilde{\mathcal{L}}_H(w) \), doctors are allocated to subregions of \( H \), and then the doctors allocated to region \( r \) are further allocated to subregions of \( r \), and so forth until the bottom of the hierarchy is reached. In doing so, the capacity constraint of each hospital and the feasibility constraint are taken into account. For example, if the capacity is 5 at hospital \( h \), then no more than five doctors at \( h \) are allocated to the regions containing \( h \).

Assume that \( \geq_r \) is substitutable for every region \( r \). Now we are ready to define the flexible deferred acceptance algorithm:

For each region \( r \), fix an associated quasi-choice rule \( \tilde{\mathcal{L}}_r \) for which the conditions for substitutability are satisfied (note that the assumption that \( \geq_r \) is substitutable assures the existence of such a quasi-choice rule).

Step 1. Begin with an empty matching, that is, a matching \( \mu \) such that \( \mu_d = \emptyset \) for all \( d \in D \).
Step 2. Arbitrarily choose a doctor $d$, who is currently not tentatively matched to any hospital and who has not yet applied to all acceptable hospitals. If such a doctor does not exist, then terminate the algorithm.

Step 3. Let $d$ apply to the most preferred hospital $\bar{h}$ at $\succ_d$ among the hospitals that have not rejected $d$ so far. If $d$ is unacceptable to $\bar{h}$, then reject this doctor and go back to Step 2. Otherwise, define vector $w = (w_h)_{h \in H}$ by

(a) $w_{\bar{h}}$ is the number of doctors currently held at $\bar{h}$ plus 1

(b) $w_h$ is the number of doctors currently held at $h$ if $h \neq \bar{h}$.

Step 4. Each hospital $h \in H$ considers the new applicant $d$ (if $h = \bar{h}$) and doctors who are temporarily held from the previous step together. It holds its $\tilde{\text{Ch}}(w)$ most preferred applicants among them temporarily and rejects the rest (so doctors held at this step may be rejected in later steps). Go back to Step 2.

We define the flexible deferred acceptance mechanism to be a mechanism that produces, for each input, the matching given at the termination of the above algorithm.34

This algorithm is a generalization of the deferred acceptance algorithm of Gale and Shapley (1962) to the model with regional caps. The main differences are found in Steps 3 and 4. Unlike the deferred acceptance algorithm, this algorithm limits the number of doctors (tentatively) matched in each region $r$ at $\kappa_r$. This results in rationing of doctors across hospitals in the region, and the rationing rule is governed by regional preferences $\succeq_r$. Clearly, this mechanism coincides with the standard deferred acceptance algorithm if all the regional caps are large enough and hence non-binding.

APPENDIX B: REMARKS ON SUBSTITUTABILITY

The substitutability condition plays an important role in our proofs. This section presents three remarks on substitutability.

First, conditions (1) and (2) are independent of each other. One might suspect that these conditions are related to responsiveness of preferences, but these conditions do not imply responsiveness. In Appendix E.3, we provide examples to distinguish these conditions.

Second, condition (1) is equivalent to

$$w \leq w' \implies \left[ \tilde{\text{Ch}}_{r,S}(w; t) \right]_{r'} \geq \min \left\{ \left[ \tilde{\text{Ch}}_{r,S}(w'; t) \right]_{r'}, w_{r'} \right\}$$

for every $r' \in S$.

This condition says that when the supply of doctors is increased, the number of accepted doctors at a hospital can increase only when the hospital has accepted all acceptable doctors at a hospital and who has not yet applied to all acceptable hospitals. If such a doctor does not exist, then terminate the algorithm.

Note that this algorithm terminates in a finite number of steps because each doctor makes an application to a particular hospital at most once. In Appendix C we show that the outcome of the algorithm is independent of the order in which doctors make their applications during the algorithm.
doctors under the original supply profile. Formally, condition (B.1) is equivalent to
\[ w \leq w' \quad \text{and} \quad [\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} < [\tilde{\text{Ch}}_{r,S}(w'; t)]_{r'} \Rightarrow [\tilde{\text{Ch}}_{r,S}(w, t)]_{r'} = w_{r'} . \] (B.2)

To see that condition (B.1) implies condition (B.2), suppose that \( w \leq w' \) and \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} < [\tilde{\text{Ch}}_{r,S}(w'; t)]_{r'}\). These assumptions and condition (B.1) imply \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} \geq w_{r'}\). Since \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} \leq w_{r'}\) holds by the definition of \(\tilde{\text{Ch}}_{r,S}\), this implies \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} = w_{r'}\). To see that condition (B.2) implies condition (B.1), suppose that \( w \leq w' \). If \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} \geq [\tilde{\text{Ch}}_{r,S}(w'; t)]_{r'}\), the conclusion of (B.1) is trivially satisfied. If \([\tilde{\text{Ch}}_{r,S}(w; t)]_{r'} < [\tilde{\text{Ch}}_{r,S}(w'; t)]_{r'}\), then condition (B.2) implies \([\tilde{\text{Ch}}_{r,S}(w; t, )]_{r'} = w_{r'}\); thus the conclusion of (B.1) is satisfied.

Finally, we establish a relation between substitutability and conditions familiar from matching with contracts. First, a quasi-choice rule \(\tilde{\text{Ch}}_{r,S}\) is said to be consistent if, for any \( t \), \(\tilde{\text{Ch}}_{r,S}(w; t) \leq w' \leq w \Rightarrow \tilde{\text{Ch}}_{r,S}(w'; t) = \tilde{\text{Ch}}_{r,S}(w; t)\). Consistency requires that if \(\tilde{\text{Ch}}_{r,S}(w; t)\) is chosen at \( w \) and the supply decreases to \( w' \leq w \) but \(\tilde{\text{Ch}}_{r,S}(w; t)\) is still available under \( w' \), then the same choice \(\tilde{\text{Ch}}_{r,S}(w; t)\) should be made under \( w' \) as well. Note that there may be more than one consistent quasi-choice rule associated with a given weak ordering \(\succeq_{r,S}\) because the set \(\arg\max_{\succeq_{r,S}} \{w' | w' \leq w, \sum_{r' \in S} w'_{r'} \leq t\}\) may not be a singleton for some \(\succeq_{r,S}\). \(\) \(\) \(\)

Next, given a quasi-choice rule \(\tilde{\text{Ch}}_{r,S}\), define the associated quasi-rejection rule \(\tilde{\text{R}}_{r,S}\) by \(\tilde{\text{R}}_{r,S}(w; t) := w - \tilde{\text{Ch}}_{r,S}(w; t)\) for every \( w \in W_{r,S} \) and \( t \in \mathbb{Z}_+ \). We say \(\succeq_{r,S}\) is Hatfield–Milgrom-substitutable (HM-substitutable) if there exists an associated quasi-choice rule \(\tilde{\text{Ch}}_{r,S}\) such that its associated quasi-rejection rule \(\tilde{\text{R}}_{r,S}\) satisfies \(\tilde{\text{R}}_{r,S}(w; t) \leq \tilde{\text{R}}_{r,S}(w'; t)\) for every \( w, w' \in W_{r,S} \) with \( w \leq w' \) and \( t \in \mathbb{Z}_+ \). HM-substitutability is analogous to the standard substitutes condition in matching with contracts due to Hatfield and Milgrom (2005) except that (i) it is defined over vectors that only specify how many doctors apply to hospitals in the region, so it does not necessarily distinguish identity of contracts, and (ii) it deals with multi-unit supplies (that is, coefficients in \( w \) can take integers different from 0 or 1).

The following claim establishes an exact sense in which our substitutability concept is related to consistency and HM-substitutability.

**Claim 1.** The following statements are equivalent. \(\) \(\)

(i) \(\tilde{\text{Ch}}\) satisfies condition (1).

(ii) \(\tilde{\text{Ch}}\) is consistent and HM-substitutable.

\(35\)To see this point, consider preferences \(\succeq'_{r,S}\) such that \( w \succeq'_{r,S} w' \) if \( w \succeq_{r,S} w' \) and \( w = w' \) if \( w \succeq_{r,S} w' \) and \( w' \succeq_{r,S} w \). The quasi-choice rule that chooses (the unique element of) \(\arg\max_{\succeq'_{r,S}} \{w' | w' \leq w, \sum_{r' \in S} w'_{r'} \leq t\}\) for each \( w \) is clearly consistent.

\(36\)Fleiner (2003) and Aygün and Sönmez (2012) prove results analogous to our claim that condition (1) implies consistency although they do not work on substitutability defined over the space of integer vectors. Conditions that are analogous to our consistency concept are used by Blair (1988), Alkan (2002), and Alkan and Gale (2003) in different contexts.
Proof. We first establish that condition (1) implies consistency. To do so, fix $\triangleright_{r,s}$ and its associated quasi-choice rule $\tilde{Ch}_{r,s}$, and suppose that for some $t$, $\tilde{Ch}_{r,s}(w'; t) \leq w \leq w'$. Suppose also that condition (1) holds. We will prove $\tilde{Ch}_{r,s}(w; t) = \tilde{Ch}_{r,s}(w'; t)$. Condition (1) implies $w \leq w' \Rightarrow \tilde{Ch}_{r,s}(w; t) \geq \tilde{Ch}_{r,s}(w'; t) \wedge w$. Since $\tilde{Ch}_{r,s}(w'; t) \leq w$ implies $\tilde{Ch}_{r,s}(w'; t) \wedge w = \tilde{Ch}_{r,s}(w'; t)$, this means that $\tilde{Ch}_{r,s}(w; t) \leq \tilde{Ch}_{r,s}(w'; t) \leq w'$.

If $\tilde{Ch}_{r,s}(w; t) \neq \tilde{Ch}_{r,s}(w'; t)$, then by the assumption that $\tilde{Ch}_{r,s}$ is acceptant, we must have $\tilde{Ch}_{r,s}(w; t) \triangleright_{r,s} \tilde{Ch}_{r,s}(w'; t)$. But then $\tilde{Ch}_{r,s}(w; t)$ cannot be an element of $\arg\max_{r,s} \{w'' | w'' \leq w', \sum_{r'' \in s} w_{r''} \leq t\}$ because $\tilde{Ch}_{r,s}(w; t) \notin \{w'' | w'' \leq w', \sum_{r'' \in s} w_{r''} \leq t\}$.

Hence we have $\tilde{Ch}_{r,s}(w; t) = \tilde{Ch}_{r,s}(w; t)$.

Next, we establish that condition (1) implies HM-substitutability. For that purpose, suppose condition (1) holds and let $w \leq w'$. If HM-substitutability is violated, then there exists $r'$ such that $[\tilde{R}_{r,S}(w; t)]_{r'} > [\tilde{R}_{r,S}(w'; t)]_{r'}$. Then it follows that $[\tilde{Ch}_{r,S}(w; t)]_{r'} > [\tilde{Ch}_{r,S}(w'; t)]_{r'}$. Then condition (B.2) implies that $[\tilde{Ch}_{r,S}(w, t)]_{r'} = w_{r'}$ holds, so $0 = [\tilde{R}_{r,S}(w; t)]_{r'} \leq [\tilde{R}_{r,S}(w'; t)]_{r'}$, contradicting the earlier inequality $[\tilde{R}_{r,S}(w; t)]_{r'} > [\tilde{R}_{r,S}(w'; t)]_{r'}$.

Last, we establish that consistency and HM-substitutability imply condition (1). To do so, suppose, to the contrary, that HM-substitutability holds and $w \leq w'$ but $[\tilde{Ch}_{r,s}(w; t)]_{r'} < \min\{[\tilde{Ch}_{r,s}(w'; t)]_{r'}, w_{r'}\}$ for some $r'$. Now define $w''$ by

$$w''_{r'} = \begin{cases} w_{r'} & \text{if } r'' = r', \\ w_{r''} & \text{otherwise.} \end{cases}$$

Lemma 1. We have $[\tilde{Ch}_{r,s}(w; t)]_{r'} = [\tilde{Ch}_{r,s}(w''); t)]_{r'}$.

Proof. First note that consistency implies $[\tilde{Ch}_{r,s}(w; t)]_{r'} \leq [\tilde{Ch}_{r,s}(w''); t)]_{r'}$. Now suppose, to the contrary, that $[\tilde{Ch}_{r,s}(w; t)]_{r'} < [\tilde{Ch}_{r,s}(w''); t)]_{r'}$. Then define $w'''$ by

$$w'''_{r'} = \begin{cases} [\tilde{Ch}_{r,s}(w'''); t)]_{r'} & \text{if } r'' = r', \\ w''_{r'} & \text{otherwise.} \end{cases}$$

By consistency, $[\tilde{Ch}_{r,s}(w'''); t)]_{r'} = [\tilde{Ch}_{r,s}(w'''); t)]_{r'}$. In particular, $[\tilde{Ch}_{r,s}(w'''); t)]_{r'} = w''_{r'}$, so $[\tilde{R}_{r,S}(w'''); t)]_{r'} = 0 < [\tilde{R}_{r,S}(w; t)]_{r'}$. But this is a contradiction to $w \leq w'''$ and HM. 38

To finish the proof, recall $w' \geq w''$, so by HM-substitutability, $[\tilde{R}_{r,S}(w'; t)]_{r'} \geq [\tilde{R}_{r,S}(w'''); t)]_{r'}$. Recalling $w'_{r'} = w''_{r'}$, by definition, this implies $[\tilde{Ch}_{r,s}(w'; t)]_{r'} \leq [\tilde{Ch}_{r,s}(w'''); t)]_{r'}$. This and Lemma 1 imply $[\tilde{Ch}_{r,s}(w; t)]_{r'} \geq [\tilde{Ch}_{r,s}(w; t)]_{r'}$, which contradicts the assumption that $[\tilde{Ch}_{r,s}(w; t)]_{r'} < \min\{[\tilde{Ch}_{r,s}(w; t)]_{r'}, w_{r'}\}$.

37The assumption $[\tilde{Ch}_{r,s}(w; t)]_{r'} < \min\{[\tilde{Ch}_{r,s}(w; t)]_{r'}, w_{r'}\}$ implies $[\tilde{Ch}_{r,s}(w; t)]_{r'} < w_{r'}$ and, thus, $[\tilde{R}_{r,S}(w; t)]_{r'} > 0$.

38Note that $w''_{r'} \geq w_{r'}$. This is because otherwise $w''_{r'} = [\tilde{Ch}_{r,s}(w''); t)]_{r'} < w_{r'}$, so by consistency, $\tilde{Ch}_{r,s}(w; t) = \tilde{Ch}_{r,s}(w'''; t)$, contradicting the assumption $[\tilde{Ch}_{r,s}(w; t)]_{r'} < [\tilde{Ch}_{r,s}(w'''); t)]_{r'}$. 4
With the definition of the flexible deferred acceptance mechanism, we are now ready to present the following statement.

Suppose that \( R \) is a hierarchy and \( \succeq_r \) is substitutable for every \( r \in R \). Then the flexible deferred acceptance mechanism produces a stable matching for any input and is group strategy-proof for doctors.\(^{39}\)

This statement suffices to show Theorem 1. Therefore, the remainder of this section establishes the above statement.

It is useful to relate our model to a (many-to-many) matching model with contracts (Hatfield and Milgrom 2005). Let there be two types of agents: doctors in \( D \) and the hospital side (thus there are \(|D| + 1\) agents in total). Note that we regard the hospital side, instead of each hospital, as an agent in this model. There is a set of contracts \( X = D \times H \).

We assume that, for each doctor \( d \), any set of contracts with cardinality 2 or more is unacceptable; that is, a doctor can sign at most one contract. For each doctor \( d \), her preferences \( \succ_d \) over \( \{(d) \times H \} \cup \{\emptyset\} \) are given as follows.\(^{40}\) We assume that \((d, h) \succ_d (d, h')\) in this model if and only if \( h \succ_d h' \) in the original model, and that \((d, h) \succ_d \emptyset\) in this model if and only if \( h \succ_d \emptyset \) in the original model.

For the hospital side, we assume that it has preferences and its associated choice rule \( Ch(\cdot) \) over all subsets of \( D \times H \). For any \( X' \subset D \times H \), let \( w(X') := (w_h(X'))_{h \in H} \) be the vector such that \( w_h(X') = |\{(d, h) \in X'|d \succ_h \emptyset\}| \). For each \( X' \), the chosen set of contracts \( Ch(X') \) is defined by

\[
Ch(X') = \bigcup_{h \in H} \{(d, h) \in X'|\{|d' \in D|(d', h) \in X', d' \succeq_h d\}| \leq [\tilde{Ch}(w(X'))]_h\}.
\]

That is, each hospital \( h \in H \) chooses its \( [\tilde{Ch}(w(X'))]_h \) most preferred contracts from acceptable contracts in \( X' \).

**Definition 2** (Hatfield and Milgrom 2005). Choice rule \( Ch(\cdot) \) satisfies the substitutes condition if there do not exist contracts \( x, x' \in X \) and a set of contracts \( X' \subseteq X \) such that \( x' \notin Ch(X' \cup \{x'\}) \) and \( x' \in Ch(X' \cup \{x, x'\}) \).

In other words, contracts are substitutes if adding a contract to the choice set never induces a region to choose a contract it previously rejected. Hatfield and Milgrom (2005) show that there exists a stable allocation (defined in Definition 4) when contracts are substitutes for the hospital side.

**Definition 3** (Hatfield and Milgrom 2005). Choice rule \( Ch(\cdot) \) satisfies the law of aggregate demand if for all \( X' \subseteq X'' \subseteq X \), \(|Ch(X')| \leq |Ch(X'')| \).\(^{41}\)

---

\(^{39}\)The definition of strategy-proofness for doctors is in Section 2. The definition of group strategy-proofness for doctors can be found in Appendix E.2.

\(^{40}\)We abuse notation and use the same notation \( \succ_d \) for preferences of doctor \( d \) both in the original model and in the associated model with contracts.

\(^{41}\)Analogous conditions called cardinal monotonicity and size monotonicity are introduced by Alkan (2002) and Alkan and Gale (2003) for matching models without contracts.
Proposition 1. Suppose that \( \succeq_r \) is substitutable for all \( r \in R \).

(i) Choice rule \( \text{Ch}(\cdot) \) defined above satisfies the substitutes condition.\(^{42}\)

(ii) Choice rule \( \text{Ch}(\cdot) \) defined above satisfies the law of aggregate demand.

Proof. (i) Fix \( X' \subset X \). Suppose to the contrary, i.e., that there exist \( X' \), \((d, h)\) and \((d', h')\) such that \((d', h') \notin \text{Ch}(X' \cup \{(d', h')\})\) and \((d', h') \in \text{Ch}(X' \cup \{(d, h), (d', h')\})\). This will lead to a contradiction.

Let \( w' = w(X' \cup \{(d', h')\}) \) and \( w'' = w(X' \cup \{(d, h), (d', h')\}) \). The proof consists of three steps.

Step 1. In this step we observe that \( \tilde{\kappa}_{w'}^{w'} < \tilde{\kappa}_{r'}^{w''} \). To see this, note that otherwise we would have \( \tilde{\kappa}_{w'}^{w'} \geq \tilde{\kappa}_{r'}^{w''} \); hence, by the definition of \( \text{Ch} \) we must have \([\tilde{\text{Ch}}(X' \cup \{(d', h')\})]_{r'} \supseteq [\tilde{\text{Ch}}(X' \cup \{(d, h), (d', h')\})]_{r'} \). This contradicts \((d', h') \notin \text{Ch}(X' \cup \{(d, h), (d', h')\})\) and \((d', h') \in \text{Ch}(X' \cup \{(d, h), (d', h')\})\).

Step 2. Consider any \( r \) such that \( h' \in r \). Let \( \tilde{\kappa}_r^{w'} \) and \( \tilde{\kappa}_r^{w''} \) be as defined in the procedure to compute \( \tilde{\text{Ch}}(w') \) and \( \tilde{\text{Ch}}(w'') \), respectively. Let \( r' \in S(r) \) be the subregion such that \( h' \in r' \). Suppose \( \tilde{\kappa}_r^{w'} < \tilde{\kappa}_r^{w''} \). We will show that \( \tilde{\kappa}_r^{w'} < \tilde{\kappa}_r^{w''} \). To see this, suppose the contrary, i.e., that \( \tilde{\kappa}_r^{w'} \geq \tilde{\kappa}_r^{w''} \). Consider the following cases.

Step 3. Step 1 and an iterative use of Step 2 imply that \( \tilde{\kappa}_H^{w'} < \tilde{\kappa}_H^{w''} \). But we specified \( \tilde{\kappa}_H^{w'} \) for any \( w \) to be equal to \( \kappa_H \), so this is a contradiction.

(ii) To show that \( \text{Ch} \) satisfies the law of aggregate demand, let \( X' \subset X \) and \((d, h)\) be a contract such that \( d \succ h \ominus \). We shall show that \( |\text{Ch}(X')| \leq |\text{Ch}(X' \cup \{(d, h)\})| \). To show this, denote \( w = w(X') \) and \( w' = w(X' \cup \{(d, h)\}) \). By definition of \( w(\cdot) \), we have that \( w'_h = w_h + 1 \) and \( w'_h = w_{h'} \) for all \( h' \neq h \). Consider the following cases.

Case 1. Suppose \( \sum_{r' \in S(r)} v_{r'}^w \geq \kappa_r \) for some \( r \in R \) such that \( h \in r \). Then we have:

Claim 2. \( v_{r'}^w = v_r^w \) unless \( r' \not\subset r \).

\(^{42}\)Note that choice rule \( \text{Ch}(\cdot) \) allows for the possibility that multiple contracts are signed between the same pair of a region and a doctor. Without this possibility, the choice rule may violate the substitutes condition (Sönmez and Switzer 2013, Sönmez 2013). Hatfield and Kominers (2016) explore this issue further.
PROOF. Let \( r' \) be a region that does not satisfy \( r' \subseteq r \). First, note that if \( r' \cap r = \emptyset \), then the conclusion holds by the definitions of \( \sigma_r^w \) and \( \sigma_r' \) because \( w_{h'}^i = w_h^i \) for any \( h' \notin r \). Second, consider \( r' \) such that \( r \subseteq r' \) (since \( R \) is hierarchical, these cases exhaust all possibilities). Since \( \sigma_r^w = \min(\sum_{r' \in S(r)} \sigma_{r'}^w, \kappa_r) \), the assumption \( \sum_{r' \in S(r)} \sigma_{r'}^w \geq \kappa_r \) implies \( \sigma_r(w) = \kappa_r \). By the same argument, we also obtain \( \sigma_r(w') = \kappa_r \). Thus, for any \( r' \) such that \( r \subseteq r' \), we inductively obtain \( \sigma_r^w = \sigma_r' \).

The relation \( \sigma_r^w = \sigma_r' \) for all \( r' \subseteq r \) implies that, together with the construction of \( \tilde{C}_H \),

\[
[\tilde{C}_H(w')]_{h'} = [\tilde{C}_H(w)]_{h'} \quad \text{for any } h' \notin r.
\]  

(C.1)

To consider hospitals in \( r \), first observe that \( r \) satisfies \( \sum_{r' \in S(r)} \sigma_{r'}^w \geq \kappa_r \) by assumption, so \( \sigma_r^w = \min(\sum_{r' \in S(r)} \sigma_{r'}^w, \kappa_r) = \kappa_r \), and similarly \( \sigma_r'(w) = \kappa_r \), so \( \sigma_r^w = \sigma_r' \). Therefore, by construction of \( \tilde{C}_H \), we also have \( \sigma_r^w = \sigma_r' \) for any region \( r' \) such that \( r \subseteq r' \). This implies \( \tilde{C}_r^w = \tilde{C}_r^w' \), where \( \tilde{C}_r^w \) and \( \tilde{C}_r^w' \) are the assigned regional caps on \( r \) under weight vectors \( w \) and \( w' \), respectively, in the algorithm to construct \( \tilde{C}_H \).

Now note that for any \( r' \in R \), since \( \sigma_r^w \) is defined as \( \min(\sum_{r' \in S(r')} \sigma_{r'}^w, \kappa_r) \) and all regional preferences are acceptant, the entire assigned regional cap \( \tilde{C}_r^w \) is allocated to some subregion of \( r' \), that is, \( \tilde{C}_r^w = \sum_{r' \in S(r')} \tilde{C}_{r'}^w \). Similarly we also have \( \tilde{C}_r^w = \sum_{r' \in S(r')} \tilde{C}_{r'}^w \). This is the case not only for \( r' = r \), but also for all subregions of \( r \), their further subregions, and so forth. Going forward until this reasoning reaches the singleton sets, we obtain the relation

\[
\sum_{h' \in r} [\tilde{C}_H(w')]_{h'} = \sum_{h' \in r} [\tilde{C}_H(w)]_{h'}.
\]  

(C.2)

By (C.1) and (C.2), we conclude that

\[
|\tilde{C}_H(X')| = \sum_{h' \in H} [\tilde{C}_H(w')]_{h'} = \sum_{h' \in H} [\tilde{C}_H(w)]_{h'} = |\tilde{C}_H(X' \cup \{(d, h)\})|,
\]

completing the proof for this case.

Case 2. Suppose \( \sum_{r' \in S(r)} \sigma_{r'}^w < \kappa_r \) for all \( r \in R \) such that \( h \in r \). Then the regional cap for \( r \) is not binding for any \( r \) such that \( h \in r \), so we have

\[
[\tilde{C}_H(w')]_h = [\tilde{C}_H(w)]_h + 1.
\]  

(C.3)

In addition, the following claim holds.

CLAIM 3. \( [\tilde{C}_H(w')]_{h'} = [\tilde{C}_H(w)]_{h'}, \) for all \( h' \neq h \).

PROOF. First note that \( \sigma_r^w = \sigma_r^w + 1 \) for all \( r \) such that \( h \in r \) because the regional cap for \( r \) is not binding for any such \( r \). Then consider the largest region \( H \). By assumption, \( \kappa_H \) has not been reached under \( w \), that is, \( \sum_{r' \in S(H)} \sigma_{r'}^w < \kappa_H \). Thus, since \( \tilde{C}_H \) is acceptant, the entire vector \( (\sigma_r'(w))_{r' \in S(H)} \) is accepted by \( \tilde{C}_H \), that
is, \( \tilde{\kappa}_r^{w'} = \tilde{v}_r^{w'} \). Hence, for any \( r' \in S(H) \) such that \( h \not\in r' \), both its assigned regional cap and all \( v's \) in their regions are identical under \( w \) and \( w' \), that is, \( \tilde{\kappa}_r^{w'} = \tilde{\kappa}_r^{w'} \) and \( w'_h = w'_h \) for all \( h' \in r' \). So, for any hospital \( h' \in r' \), the claim holds.

Now, consider \( r \in S(H) \) such that \( h \in r \). By the above argument, the assigned regional cap has increased by 1 in \( w' \) compared to \( w \). But since \( r \)'s regional cap \( \kappa_r \) has not been binding under \( w \), all the \( v's \) in the subregions of \( r \) are accepted in both \( w \) and \( w' \). This means that (i) for each subregion \( r' \) of \( r \) such that \( h \not\in r' \), it gets the same assigned regional cap and \( v's \), so the conclusion of the claim holds for these regions, and (ii) for the subregion \( r' \) of \( r \) such that \( h \in r' \), its assigned regional cap is increased by 1 in \( w' \) compared to \( w \), and its regional cap \( \kappa_r \) has not been binding. And (ii) guarantees that we can follow the same argument inductively, so the conclusion holds for all \( h \not\in h' \).

By \( (C.3) \) and Claim 3, we obtain

\[
|\text{Ch}(X' \cup \{(d, h)\})| = \sum_{h' \in H} [\text{Ch}(w')]_{h'} = \sum_{h' \in H} [\tilde{\text{Ch}}(w)]_{h'} + 1 = |\text{Ch}(X')| + 1,
\]

so we obtain \( |\text{Ch}(X' \cup \{(d, h)\})| > |\text{Ch}(X')| \), completing the proof.

A subset \( X' \) of \( X = D \times H \) is said to be individually rational if (i) for any \( d \in D \), \( |\{(d, h) \in X' \mid h \in H\}| \leq 1 \), and if \( (d, h) \in X' \), then \( h \succ_d \emptyset \), and (ii) \( \text{Ch}(X') = X' \).

**Definition 4.** A set of contracts \( X' \subseteq X \) is a stable allocation if the following hold:

(i) It is individually rational.

(ii) There exists no hospital \( h \in H \) and a doctor \( d \in D \) such that \( (d, h) \succ_d x \) and \( (d, h) \in \text{Ch}(X' \cup \{(d, h)\}) \), where \( x \) is the contract that \( d \) receives at \( X' \) if any and is \( \emptyset \) otherwise.

When condition (ii) is violated by some \( (d, h) \), we say that \( (d, h) \) is a block of \( X' \).

Given any individually rational set of contracts \( X' \), define a corresponding matching \( \mu(X') \) in the original model by setting \( \mu_d(X') = h \) if and only if \( (d, h) \in X' \) and \( \mu_d(X') = \emptyset \) if and only if no contract associated with \( d \) is in \( X' \). For any individually rational \( X' \), \( \mu(X') \) is well defined because each doctor receives at most one contract at such \( X' \).

**Proposition 2.** Suppose that \( \succeq_r \) is substitutable for all \( r \in R \). If \( X' \) is a stable allocation in the associated model with contracts, then the corresponding matching \( \mu(X') \) is a stable matching in the original model.

**Proof.** First, the following observation is straightforward.

**Observation 1.** Suppose that \( R \) is a hierarchy. Then a matching \( \mu \) is stable if and only if it is feasible, individually rational, and if \( (d, h) \) is a blocking pair then there exists \( r \in R \) with \( h \in r \) such that (i) \( |\mu_r| = \kappa_r \), (ii) \( d' \succ_h d \) for all doctors \( d' \in \mu_h \), and (iii) either \( \mu_d \not\in r \)
Suppose that $X'$ is a stable allocation in the associated model with contracts and denote $\mu := \mu(X')$. Individual rationality of $\mu$ is obvious from the construction of $\mu$. Suppose that $(d, h)$ is a blocking pair of $\mu$. By the above observation, it suffices to show that there exists a region $r$ that includes $h$ such that the following conditions (C.4), (C.5), and $\mu_d \notin r$ hold, or (C.4), (C.5), (C.6), and $\mu_d$, $h \in r$ hold:

\begin{equation}
|\mu_r| = \kappa_r, \tag{C.4}
\end{equation}

\begin{equation}
d' \succ_h d \text{ for all } d' \in \mu_h, \tag{C.5}
\end{equation}

\begin{equation}
(w_{r'})_{r'' \in S(SC(h, \mu_d))} \succeq SC(h, \mu_d) \left( (w'_{r'})_{r'' \in S(SC(h, \mu_d))} \right), \tag{C.6}
\end{equation}

where for any region $r'$ we write $w_{r'} = \sum_{h' \in r'} |\mu_{h'}|$ for all $r'' \in S(r')$, and $w'_{rh} = w_{rh} + 1$, $w'_{rd} = w_{rd} - 1$, and $w'_{r''} = w_{r''}$ for all other $r'' \in S(r')$, where $r_h, r_d \in S(r), h \in r_h$, and $\mu_d \in r_d$. Let $w = (w_h)_{h \in H}$.

For each region $r$ that includes $h$, let $w'_{r'} = w_{r'} + 1$ for $r'$ such that $h \in r'$ and $w''_{r'} = w_{r''}$ for all other $r'' \in S(r)$. Let $w'' = (w''_h)_{h \in H}$.

Claim 4. Condition (C.5) holds, and there exists $r$ that includes $h$ such that condition (C.4) holds.

Proof. First note that the assumption that $h \succeq d \mu_d$ implies that $(d, h) \succeq d x$, where $x$ denotes the (possibly empty) contract that $d$ signs under $X'$.

(i) Assume, to the contrary, that condition (C.5) is violated, that is, $d \succ_h d'$ for some $d' \in \mu_h$. First note that $[\tilde{C}h(w'')]_{h} \geq [\tilde{C}h(w)]_{h}$. That is, weakly more contracts involving $h$ are signed at $X' \cup (d, h)$ than at $X'$. This is because for any $r$ and $r' \in S(r)$ such that $h \in r'$,

\begin{equation}
[\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r)]_{r'} \geq [\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r')]_{r'}, \text{ \ if } \tilde{\kappa}_r \geq \tilde{\kappa}'_r. \tag{C.7}
\end{equation}

To see this, first note that $[\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r)]_{r'} \geq [\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r')]_{r'}$ by substitutability of $\succeq_r$. Also, by consistency of $\tilde{C}h$ and $v''_{r'} \geq v''_{r''}$ for every region $r''$, the inequality

\begin{equation}
[\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r)]_{r'} \geq [\tilde{C}h((v''_{r'})_{r'' \in S(r)}; \tilde{\kappa}_r)]_{r'}.
\end{equation}
follows, showing condition (C.7). An iterative use of condition (C.7) gives us the desired result that \( |\widetilde{Ch}(w')|_h \geq |Ch(w)|_h \). This property, together with the assumptions that \( d \succ_h d' \) and that \( (d', h) \in X' \) imply that \( (d, h) \in \text{Ch}(X' \cup (d, h)) \). Thus, together with the above-mentioned property that \( (d, h) \succ_d x \), \( (d, h) \) is a block of \( X' \) in the associated model of matching with contracts, contradicting the assumption that \( X' \) is a stable allocation.

(ii) Assume, to the contrary, that condition (C.4) is violated, so that \( |\mu_r| \neq \kappa_r \) for every \( r \) that includes \( h \). Then, for such \( r \), since \( |\mu_r| \leq \kappa_r \) by the construction of \( \mu \) and the assumption that \( X' \) is individually rational, it follows that \( |\mu_r| < \kappa_r \). Then \( (d, h) \in \text{Ch}(X' \cup (d, h)) \) because of the following:

(a) \( d \succ_h \emptyset \) by assumption,

(b) Since \( \sum_{r' \in S(r)} w_{r'} = \sum_{h \in r} |\mu_h| = |\mu_r| < \kappa_r \), it follows that \( \sum_{r' \in S(r)} w_{r''} = \sum_{r' \in S(r)} w_{r'} + 1 \leq \kappa_r \). This property and the fact that \( \text{Ch}_r \) is acceptant and the definition of the function \( \psi_r \) for regions \( r' \) imply that \( \widetilde{Ch}(w'') = w'' \). In particular, this implies that every contract \( (d', h) \in X' \cup (d, h) \) such that \( d' \succ_h \emptyset \) is chosen at \( \text{Ch}(X' \cup (d, h)) \).

Thus, together with the above-mentioned property that \( (d, h) \succ_d x \), \( (d, h) \) is a block of \( X' \) in the associated model of matching with contracts, contradicting the assumption that \( X' \) is a stable allocation.

To finish the proof of the proposition, suppose, to the contrary, that there is no \( r \) that includes \( h \) such that (C.4), (C.5), and \( \mu_d \notin r \) hold, and that condition (C.6) fails. That is, we suppose \( (w'_{r'})_{r' \in S(SC(h, \mu_d))} \supseteq S(SC(h, \mu_d)) \). Then it must be the case that \( \widetilde{Ch}_r((w'_{r'})_{r' \in S(SC(h, \mu_d))}); \tilde{r}_{SC}(h, \mu_d)) = w''_r = w'_r + 1 = |\mu_h| + 1 \), where \( h \in r' \) and \( \tilde{r}_{SC}(h, \mu_d) \) is as defined in the procedure to compute \( \widetilde{Ch}(w'') \). Note that for all \( r' \) such that \( h \in r' \) and \( r' \subseteq S(C(h, \mu_d)) \), it follows that \( \mu_d \notin r' \). Also note that (C.5) is satisfied by Claim 4. Therefore we have \( |\mu_r| < \kappa_r \) for all \( r' \subseteq SC(h, \mu_d) \) that includes \( h \) by assumption and,  

---

43To show this claim, let \( v = (w'_{r'})_{r' \in S(r)} \) and \( v'' = (w''_{r'})_{r' \in S(r)} \) for notational simplicity and assume, to the contrary, that \( \widetilde{Ch}_r(v''; \mu_r) \) and \( \widetilde{Ch}_r(v''; \mu_r) \) are both less than some \( \tilde{r}_{SC}(h, \mu_d) \). Then \( \widetilde{Ch}_r(v''; \mu_r) \cong \widetilde{Ch}_r(v''; \mu_r) \) and \( \tilde{r}_{SC}(h, \mu_d) \) are both less than some \( \tilde{r}_{SC}(h, \mu_d) \). Moreover, since \( v''_r = |\mu_h| + 1 \), it follows that \( \widetilde{Ch}_r(v'')_{r'} \leq |\mu_h| + 1 \). Combining these inequalities, we have that \( \widetilde{Ch}_r(v'') \cong \tilde{r}_{SC}(h, \mu_d) \). Also we have \( \tilde{r}_{SC}(h, \mu_d) \cong \tilde{r}_{SC}(h, \mu_d) \), so it follows that \( \widetilde{Ch}_r(v'') \cong \tilde{r}_{SC}(h, \mu_d) \). Thus, by consistency of \( \mu_r \), we obtain \( \widetilde{Ch}_r(v'') = \widetilde{Ch}_r(v) \), a contradiction to the assumption \( \widetilde{Ch}_r(v''; \mu_r) \cong \tilde{r}_{SC}(h, \mu_d) \).  

44The proof of this claim is as follows: \( \text{Ch}(X') \) induces hospital \( h \) to select its most preferred contracts while \( \text{Ch}(X' \cup (d, h)) \) induces \( h \) to select a weakly larger number \( |\text{Ch}(w'')|_h \) of its most preferred contracts. Since \( (d', h) \) is selected as one of the \( |\text{Ch}(w')|_h \) most preferred contracts for \( h \) at \( X' \) and \( d \succ_h d' \), we conclude that \( (d, h) \) must be one of the \( |\text{Ch}(w'')|_h \) most preferred contracts at \( X' \cup (d, h) \) and, thus, selected at \( X' \cup (d, h) \).

45To show this claim, assume, to the contrary, that \( \tilde{r}_{SC}(h, \mu_d) \langle (w''_{r'})_{r' \in S(SC(h, \mu_d))}; \tilde{r}_{SC}(h, \mu_d) \rangle \) for any \( r' \neq r \), then it follows that \( \widetilde{Ch}_r((w''_{r'})_{r' \in S(SC(h, \mu_d))}; \tilde{r}_{SC}(h, \mu_d)) \leq w''_{r'} \) for any \( r' \neq r \). Let \( v := (w''_{r'})_{r' \in S(SC(h, \mu_d))} \) and \( v'' := (w''_{r'})_{r' \in S(SC(h, \mu_d))} \). Since \( w''_{r'} = w''_{r'} \) for any \( r' \neq r \) by the definition of \( w'' \), it follows that \( \widetilde{Ch}_r((w''_{r'})_{r' \in S(SC(h, \mu_d))}; \tilde{r}_{SC}(h, \mu_d)) \leq (w''_{r'})_{r' \in S(SC(h, \mu_d))} \).
hence, $|\mu_{r'}| + 1 \leq \kappa_{r'}$ for all such $r'$. Moreover we have $d \succ_h \emptyset$ and, thus,

$$(d, h) \in \text{Ch}(X' \cup (d, h)).$$

This relationship, together with the assumption that $h >_d \mu_d$ and, hence, $(d, h) >_d x$, is a contradiction to the assumption that $X'$ is stable in the associated model with contracts.

**Remark 6.** The definition of stability in this paper is based on Pareto improvement for multiple regions. For the case of hierarchies, we provide an alternative interpretation here. The idea of condition (iii) in Observation 1 is to invoke a region's preferences when a doctor moves within a region whose regional cap is binding (region $r$ in the definition). However, when $r$ is a strict superset of $SC(h, \mu_d)$, we do not invoke region $r$'s regional preferences, but the preferences of $SC(h, \mu_d)$. The use of preferences of $SC(h, \mu_d)$ reflects the following idea: if the regional cap at $r$ is binding, then holding fixed the number of doctors matched in $r$ but not in $SC(h, \mu_d)$, there is essentially a binding cap for $SC(h, \mu_d)$. This motivates our use of the regional preferences of $SC(h, \mu_d)$. The reason for not using preferences of $r$ (or any region between $r$ and $SC(h, \mu_d)$) is that the movement of a doctor within the region $SC(h, \mu_d)$ does not affect the distribution of doctors on which preferences of $r$ (or regions of any smaller depth than $SC(h, \mu_d)$) are defined.

**Remark 7.** Each step of the flexible deferred acceptance algorithm corresponds to a step of the cumulative offer process (Hatfield and Milgrom 2005), that is, at each step, if doctor $d$ proposes to hospital $h$ in the flexible deferred acceptance algorithm, then at the same step of the cumulative offer process, contract $(d, h)$ is proposed. Moreover, the set of doctors accepted for hospitals at a step of the flexible deferred acceptance algorithm corresponds to the set of contracts held at the corresponding step of the cumulative offer process. Therefore, if $X'$ is the allocation that is produced by the cumulative offer process, then $\mu(X')$ is the matching produced by the flexible deferred acceptance algorithm.

**Proof of Theorem 1.** By Proposition 1, the choice rule $\text{Ch}(\cdot)$ satisfies the substitutes condition and the law of aggregate demand in the associated model of matching with
contracts. By Hatfield and Milgrom (2005), Hatfield and Kojima (2009), and Hatfield and Kominers (2012), the cumulative offer process with choice rules satisfying these conditions produces a stable allocation and is (group) strategy-proof.\footnote{Aygün and Sönmez (2012) point out that a condition called path-independence (Fleiner 2003) or irrelevance of rejected contracts (Aygün and Sönmez 2012) is needed for these conclusions. Aygün and Sönmez (2012) show that the substitutes condition and the law of aggregate demand imply this condition. Since the choice rules in our context satisfy the substitutes condition and the law of aggregate demand, the conclusions go through.} The former fact, together with Remark 7 and Proposition 2, implies that the outcome of the flexible deferred acceptance algorithm is a stable matching in the original model. The latter fact and Remark 7 imply that the flexible deferred acceptance mechanism is (group) strategy-proof for doctors.

\[
\text{Appendix D: Proof of Theorem 2}
\]

Fix $R$, and suppose that it is not a hierarchy. Then there exist $r, r' \in R$ and $h_1, h_2, h_3 \in H$ such that $h_1 \in r \setminus r'$, $h_2 \in r \cap r'$, and $h_3 \in r' \setminus r$. We show that there does not exist a mechanism that is stable and strategy-proof for doctors.

To see this, first pick $r_1 \in R$ such that (i) $\{h_1, h_2\} \subseteq r_1 \subseteq r$ and (ii) there is no $\tilde{r} \in R$ with the property that $\{h_1, h_2\} \subseteq \tilde{r} \subseteq r_1$. Similarly, pick $r_2 \in R$ such that (i) $\{h_2, h_3\} \subseteq r_2 \subseteq r'$ and (ii) there is no $\tilde{r} \in R$ with the property that $\{h_2, h_3\} \subseteq \tilde{r} \subseteq r_2$.

By the construction of $r_1$, there exist $S_1 \subseteq R$ and $\tilde{r}_1, \tilde{r}_2 \in R$ such that (i) $S_1$ is a largest partition of $r_1$, (ii) $\tilde{r}_1 \in S_1$ and $h_1 \in \tilde{r}_1$, and (iii) $\tilde{r}_2 \in S_1$ and $h_2 \in \tilde{r}_2$. Similarly, by the construction of $r_2$, there exist $S_2 \subseteq R$ and $\tilde{r}_2, \tilde{r}_3 \in R$ such that (i) $S_2$ is a largest partition of $r_2$, (ii) $\tilde{r}_2 \in S_2$ and $h_2 \in \tilde{r}_2$, and (iii) $\tilde{r}_3 \in S_2$ and $h_3 \in \tilde{r}_3$.

Let $\hat{w}^1$ be a vector of nonnegative integers over the set $S_1$ such that the coordinate corresponding to $\tilde{r}_1$ is 1 and other coordinates are 0. Also, let $\hat{w}^2$ be a vector of nonnegative integers over the set $S_1$ such that the coordinate corresponding to $\tilde{r}_2$ is 1 and other coordinates are 0. Suppose that $\hat{w}^1 \succ_{r_1, S_1} \hat{w}^2$. Similarly, let $\hat{w}^3$ be a vector of nonnegative integers over the set $S_2$ such that the coordinate corresponding to $\tilde{r}_3$ is 1 and other coordinates are 0. Also, let $\hat{w}^3$ be a vector of nonnegative integers over the set $S_2$ such that the coordinate corresponding to $\tilde{r}_3$ is 1 and other coordinates are 0. Suppose that $\hat{w}^2 \succ_{r_2, S_2} \hat{w}^3$.

Let $\kappa_{r_1} = \kappa_{r_2} = 1$ and $\kappa_{\tilde{r}} = |D| + 1$ for all $\tilde{r} \in R \setminus \{r_1, r_2\}$. Fix two doctors $d_1$ and $d_2$ in $D$. Finally, assume that preferences of doctors and hospitals are

\[
\begin{align*}
\succ_{d_1} : h_3, & \quad \succ_{d_2} : h_2, h_1, \\
\succ_{h_1} : d_2, d_1, & \quad \succ_{h_2} : d_1, d_2, & \quad \succ_{h_3} : d_2, d_1,
\end{align*}
\]

the capacities of $h_1$, $h_2$, and $h_3$ are sufficiently large so that they never bind,\footnote{For instance, let $q_{h_1} = q_{h_2} = q_{h_3} = |D| + 1$.} and all doctors in $D \setminus \{d_1, d_2\}$ regard all hospitals unacceptable.\footnote{Preferences for hospitals in $H \setminus \{h_1, h_2, h_3\}$ can be arbitrary.}
By inspection, it is straightforward to see that the following two are the only stable matchings given the above preferences:

\[
\mu = \begin{pmatrix}
    h_1 & h_2 & h_3 & \text{other hospitals} & \emptyset & \emptyset \\
    \emptyset & d_2 & \emptyset & \ldots & \ldots & d_1 & \text{other doctors}
\end{pmatrix},
\]

\[
\mu' = \begin{pmatrix}
    h_1 & h_2 & h_3 & \text{other hospitals} & \emptyset \\
    d_2 & \emptyset & d_1 & \ldots & \ldots & \text{other doctors}
\end{pmatrix}.
\]

We consider two cases.

Case 1. Suppose that a mechanism produces \( \mu \) given the above preference profile. Consider \( d_1 \)'s preferences

\[ \succ_d^1 : h_1, h_2, h_3. \]

Under the preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \), it is straightforward to check that \( \mu' \) is a unique stable matching. Note that \( d_1 \) is matched to \( h_3 \) under this new preference profile, which is strictly better under \( \succ_d^1 \) than \( d_1 \)'s match \( \emptyset \) under the original preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \). This implies that if a mechanism is stable and produces \( \mu \) given preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \), then it is not strategy-proof for doctors.

Case 2. Suppose that a mechanism produces \( \mu' \) given the above preference profile. Consider \( d_2 \)'s preferences

\[ \succ_d^2 : h_2, h_3, h_1. \]

Under the preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \), it is straightforward to check that \( \mu \) is a unique stable matching. Note that \( d_2 \) is matched to \( h_2 \) under this new preference profile, which is strictly better under \( \succ_d^2 \) than \( d_2 \)'s match \( h_1 \) under the original preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \). This implies that if a mechanism is stable and produces \( \mu' \) given preference profile \( (\succ_d^1, \succ_d^2, \succ_h^1, \succ_h^2, \succ_h^3) \), then it is not strategy-proof for doctors.

**Appendix E: Additional discussions**

**E.1 Alternative definition of stability**

Given a matching \( \mu \), denote by \( \mu^{d\to h,d'} \) the matching such that \( \mu_{d''}^{d\to h,d'} = \mu_{d''} \) for all \( d'' \in D\setminus\{d,d'\} \), \( \mu_{d'}^{d\to h,d'} = h \), and \( \mu_{d'}^{d\to h,d'} = \emptyset \). We say that a pair \((d,h)\) satisfies condition (*) at \( \mu \) if there exists \( r \in R \) with \( \mu_d \not\in r \), \( h \in r \), and \( |\mu_r| = \kappa_r \) such that for all \( d' \) with \( \mu_{d'} \in r \), \( \mu^{d\to h,d'} \) is not Pareto superior to \( \mu \) for \( \{r' \in R|\mu_{d'}, h \in r' \} \subseteq r \).

A matching \( \mu \) is stable* if it is feasible, individually rational, and if \((d,h)\) is a blocking pair then \( d' \succ_h d \) for all doctors \( d' \in \mu_h \) and \((d,h)\) either (i) satisfies infeasibility and condition (*) at \( \mu \), or (ii) is illegitimate at \( \mu \). A mechanism \( \varphi \) is said to be stable* if, for each \((\kappa,\geq)\) and a preference profile \( \succ \), the matching \( \varphi_{\kappa,\geq}(\succ) \) is stable*.

---

49 In fact, one can show that condition (*) implies infeasibility. Here, we listed the two conditions so as to make the comparison with stability transparent.
Corollary 1*. Fix $D$, $H$, and a set of regions $R$. The following statements are equivalent.

(i) $R$ is a hierarchy.

(ii*) There exists a mechanism that is stable* and strategy-proof for doctors.

Since stability* is stronger than stability, it is immediate that (ii*) implies (i) by Corollary 1. The converse direction can be seen by investigating the proof of Proposition 2.

E.2 Group strategy-proofness

The statement of Corollary 1 holds when we strengthen the incentive compatibility requirement. A mechanism $\varphi$ is said to be group strategy-proof for doctors if there are no $(\kappa, \succeq)$, preference profile $\succ_i$, a subset of doctors $D' \subseteq D$, and a preference profile $(\succ'_d)_{d \in D'}$ of doctors in $D'$ such that

$$\varphi^{\kappa, \succeq}_d((\succ'_d)_{d \in D'}, (\succ_i)_{i \in D \setminus D'}) \succ_d \varphi^{\kappa, \succeq}_d(\succ) \quad \text{for all } d \in D'.$$

That is, no subset of doctors can jointly misreport their preferences to receive a strictly preferred outcome for every member of the coalition under the mechanism. Clearly, this property is stronger than strategy-proofness for doctors. The proof in the Appendix shows that the statement of Corollary 1 holds when we replace strategy-proofness for doctors with group strategy-proofness for doctors.

E.3 Further discussion on substitutability

The following examples show that conditions (1) and (2) of substitutability are independent.

Example 2 (Regional preferences that violate (1) while satisfying (2)). There is a region $r$ in which two hospitals $h_1$ and $h_2$ reside. $S = \{\{h_1\}, \{h_2\}\}$ is the unique largest partition of $r$. The capacity of each hospital is 2. Region $r$'s preferences are as follows.

$$\succ_{r,S} : (2, 2), (2, 1), (1, 2), (2, 0), (0, 2), (1, 1), (1, 0), (0, 1), (0, 0).$$

One can check by inspection that condition (2) and consistency are satisfied. To show that (1) is not satisfied, observe first that there is a unique associated choice rule (since preferences are strict), and denote it by $\tilde{\varphi}_{r,S}$. The above preferences imply that $\tilde{\varphi}_{r,S}((1, 2); 2) = (0, 2)$ and $\tilde{\varphi}_{r,S}((2, 2); 2) = (2, 0)$. But this is a contradiction to (1) because $(1, 2) \preceq (2, 2)$ but $\tilde{\varphi}_{r,S}((1, 2); 2) \geq \tilde{\varphi}_{r,S}((2, 2); 2) \wedge (1, 2)$ does not hold (the left hand side is $(0, 2)$ while the right hand side is $(1, 0)$).

Example 3 (Regional preferences that violate (2) while satisfying (1)). There is a region $r$ in which three hospitals $h_1$, $h_2$, and $h_3$ reside. $S = \{\{h_1\}, \{h_2\}, \{h_3\}\}$ is the unique largest partition of $r$. The capacity of each hospital is 1. Region $r$'s preferences are as follows.

$$\succ_{r,S} : (1, 1, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 1), (0, 1, 0), (1, 0, 0), (0, 0, 0).$$
One can check by inspection that condition (1) (and, hence, consistency by Claim 1) are satisfied. To show that (2) is not satisfied, observe first that there is a unique associated choice rule (since preferences are strict), and denote it by \( \tilde{Ch}_{r,S} \). The above preferences imply that \( \tilde{Ch}_{r,S}((1, 1, 1); 1) = (0, 0, 1) \) and \( \tilde{Ch}_{r,S}((1, 1, 1); 2) = (1, 1, 0) \). But this is a contradiction to (2) because \( 1 \leq 2 \) but \( \tilde{Ch}_{r,S}((1, 1, 1); 1) \leq \tilde{Ch}_{r,S}((1, 1, 1); 2) \) does not hold (the left hand side is \((0, 0, 1)\) while the right hand side is \((1, 1, 0)\)).

\[ \diamondsuit \]
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