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Abstract: We investigate non-oil sector effects of fiscal policy in Azerbaijan over a long time period in which a recent low oil prices sample is incorporated. To obtain robust empirical findings, we use different test and estimation methods as well as address small-sample bias issues in the extended production function framework. Results show that fiscal policy has a statistically significant positive impact on the non-oil sector both in the long and short run. However, the size of the impact is small compared to the findings of earlier studies due to, we believe, the low oil-price environment and different specifications used. Azerbaijani policymakers should take measures to compensate for the declining share of oil revenues in government revenues. They may consider increasing tax rates, import and export fees, energy and other tariffs as rapid remedies to fill the budget but these measures might hurt economic development. Alternative and less harmful remedies would be optimizing government spending, strongly monitoring ongoing projects, and phasing out social and infrastructure projects, which make lower contributions to growth. Our research opens the way for further investigation of this topic for the oil exporting economies in the future.
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1. Introduction

Development of the non-natural resource sector is a key issue for most natural resource-rich countries. This is considered one of the essential pre-conditions for obtaining balanced long-run economic growth, especially in the post-resource boom period. The development of this sector could meet domestic demand for goods and services and promote exports which, in turn, may lead to an increase in the volume of the country’s foreign exchange reserves and, hence, may stimulate further development of the economy. Thus, understanding the relationship between various economic policies and the growth of the non-natural resource sector is paramount for natural-resource rich economies (Sorsa 1999, inter alia).

The Republic of Azerbaijan is an oil- and gas-rich country, making it a prime example for a deep dive into the inner workings of economic policy and the non-oil sector. According to statistics and conducted studies, the development of the non-oil sector is more urgent in Azerbaijan compared to
other oil- and gas-exporting countries of the former Soviet Union (Paczynski and Tochitskaya 2008; Hasanov 2013; Aliyev et al. 2016; Gurbanov et al. 2017). It would suffice to note that from 2000 to 2016, the non-oil value added share of GDP has declined from 55% to 49% in real terms and from 64.8% to 60.0% in nominal terms (SSCRA 2017; CBAR 2017).

Therefore, the development of the non-oil sector, particularly its export-oriented industries, is considered a strategic target in Azerbaijan. The Azerbajani government has launched several large-scale projects and established agencies to support this development. The government can utilize its available resources to adjust the economy through monetary and fiscal policy measures. To ensure the development of the non-oil sector, fiscal and monetary policies must be coordinated efficiently, as they play a vital role in driving growth. Studies show that fiscal policy plays a leading role in resource-rich economies, while monetary policy usually removes the side effects of fiscal policy (Sturm et al. 2009; Wakeman-Linn et al. 2002). Hence, effective implementation of fiscal policy measures to support the development of the non-oil sector emerges as an important issue in the Azerbaijani economy. In fact, Azerbaijani fiscal authorities have implemented many infrastructural projects to support the development of the non-oil sector by taking exclusive opportunities of the growing inflow of oil export revenues.

In this regard, it is important and interesting to analyze how the impact of fiscal policy, especially government budget expenditure, on the non-oil sector evolves over time in Azerbaijan, an oil-exporting economy where fiscal policy has a dominant role. Hence, this topic has been a subject of earlier studies and is being investigated here. In addition to this, we are motivated by the following two points in this research: first, previous studies show that government budget expenditure has a positive effect on the non-oil sector in Azerbaijan.¹ The next section reviews these studies. Second, as in other developing oil-exporting economies, government budget revenues and expenditures are heavily dependent on oil revenues in Azerbaijan. Indeed, Figure A1 in the Appendix A shows that the share of oil export revenues (State Oil Fund of the Azerbaijan Republic (SOFAZ) transfers and the tax payments of the State Oil Company of the Azerbaijan Republic (SOCAR)) accounted for an average of slightly higher than 70% of total budget revenues and financed more than half of Azerbaijan’s investment during the period 2010–2016. Azerbaijan, with the extraction of less than one million barrels of oil per day, has less flexibility, unlike other oil exporters such as members of the Organization of the Petroleum Exporting Countries (OPEC) and Russia in the world oil market (e.g., see Hasanov et al. 2017 for country comparison). In turn, international oil prices determine government budget revenues and thereby expenditures. In fact, as can be seen from Figure A2 in the Appendix A, the government budget expenditures closely follow the oil price dynamics irrespective of the sub-samples considered, i.e., high, low, or stable oil-price period. Official figures show that the European Brent Spot Price for crude oil rose about four times from 29 USD per barrel in 2000 to 109 USD per barrel in 2013, while budget expenditures and non-oil value added grew by about 25 times and four times between 2000 and 2013, respectively². Likewise, and consistently, oil prices dropped by more than two times while budget expenditures and non-oil value added both declined by more than 5% during 2014–2016.

Thus, given these two points in mind, our research objective is to examine the impact of the government budget expenditures on the non-oil sector over a more extended period, in which the recent low oil-price sample is incorporated.

We apply cointegration and error correction modeling to the Azerbaijani data using an extended production function framework to investigate the long- and short-run as well as the speed of adjustment (SoA) properties of the relationship.

¹ In this research, we do not explore how different components of government expenditure can impact different sub-sectors of the non-oil sector such as tradable and non-tradable branches.

² One can think about considering Azeri light oil price instead of using Brent Spot Price for crude oil. However, the point is that first, we could not find historical time series of Azeri light for the quarterly period undertaken in this research and second, the former one very closely follows the latter one.
The results show significant and positive non-oil effects on government budget expenditures both in the long and short runs. However, the magnitude of the impact is small compared to that of previous studies. We believe this is due to the low oil-price environment and different model specifications used in the empirical analyses.

Policy recommendations derived from this research may be useful regarding fiscal policy measures for the development of the non-oil sector. The critical message derived from this research is that the Azerbaijani decision makers should take appropriate measures urgently and carefully to increase the non-oil revenues of the government budget. We think that this is a quite difficult and sensitive task from the standpoint of successful implementation. If the government authorities opt for quick remedies such as increasing tax rates, import and export duties, energy and other tariffs, then they might succeed in the short-run. However, this might discourage domestic and foreign entrepreneurs and harm economic growth in the medium and longer term, as stipulated by economic theory and by earlier empirical conclusions of Zermeno (2008) for Azerbaijan. Alternative and less harmful short-run remedies would be optimizing government spending, strongly monitoring the implementation of ongoing projects, and phasing out social and infrastructure projects, which make lower contributions to valued-added and job creation.

We believe that our research can contribute to the available literature in the following ways: first, it investigates the non-oil growth effects of government budget expenditures over a longer time horizon, where the recent low oil-price environment is also considered. Second, our research is grounded on the production function concept as a theoretical framework, unlike some earlier studies lacking theoretical underpinning. Third, it conducts robustness checks to a greater extent by applying different estimation and testing methods as well as making the small sample bias correction. Fourth, it can encourage other researchers to conduct the same type of analysis for similar oil-exporting developing countries (such as Kazakhstan and Russia) because positive non-oil sector effects of government spending against the backdrop of a low oil-price environment is also an important issue for these economies. Finally, our study opens an avenue for future research. For example, it would be useful to investigate whether the size of the effect of government budget expenditures on the non-oil sector remains constant or varies over time due to the low oil-price environment. Of course, such research needs a sufficient number of observations from the low oil-price period, which are not available now and, therefore, should be gathered in the future. Another interesting topic, and perhaps a continuation of the one proposed above, would be to explore the threshold level of oil prices, in which the impact of government budget expenditures on the non-oil sector switches from a high to low magnitude if this impact is not stable over time.

The rest of the paper is organized as follows: Section 2 reviews the relevant literature, while Section 3 describes the theoretical underpinning of the study. Data, its measurement, calculation and other related issues are documented in Section 4. Section 5 covers the econometric methods and strategy for the empirical analysis adopted in this research. Section 6 reports the results of the empirical estimations and testing, while Section 7 discusses them. Finally, Section 8 concludes with the main findings and policy recommendations.

2. Literature Review

There is a vast literature devoted to the impact of fiscal policy on economic growth both in developed and developing economies. However, in this section, we will briefly review studies focusing on the Azerbaijani economy.

Koeda and Kramarenko (2008), based on a neo-classical growth model, evaluated the impact of the scaled-up fiscal policy scenario on non-oil GDP growth for the period 2007–2012 in vector autoregression (VAR) modeling. The results suggest that the evaluated fiscal scenario poses risks to the sustainability of growth in Azerbaijan.
Wijnbergen (2008) showed how oil-fund revenues should be distributed in the non-oil sector of the Azerbaijan economy also using the VAR modeling framework. The results showed that the direct transformation of oil revenues to highly volatile fiscal spending might lead to negative consequences. Zermeno (2008) found that despite Azerbaijan’s non-oil tax revenues increasing significantly as a share of non-oil GDP during the higher oil-price period, they remain below potential during 2003–2007. The non-oil tax revenue shortfall is due to tax exemptions. However, by strengthening tax and customs administration, this problem may be rectified. In the short term, expanding the tax base and having better tax and customs administration will yield more revenues. In the medium term, more reforms, such as reducing rates for direct taxes, could be considered. In general, reductions in key non-oil taxes represent a major fiscal risk in oil-exporting countries (Budina et al. 2010).

Aliyev (2013) investigated oil-exporting countries including Azerbaijan using the matching method in 2004. He found that the effects of total public expenditures on economic growth as well as all its components are significant. Hasanov (2013) explores non-oil value added effects of the fiscal policy and private investments. He found that both variables have a positive effect applying autoregressive distributed lagged bound testing (ARDLBT) and the Johansen cointegration methods to the data spanning 1998Q4–2012Q3. Estimation results showed that the long-run elasticity of the non-oil value added with respect to the budget expenditures is 0.55. Moreover, the study finds that 66% of short-run fluctuations can be adjusted towards the long-run equilibrium relationship within one quarter.

Recent studies on Azerbaijan focused on various aspects of fiscal policy and non-oil sector growth. For example, Dehning et al. (2016) investigated the productivity of budgetary expenditures items as it relates to the non-oil sector growth. Using an ARDLBT approach, they separated the Azerbaijani budget into six major items: capital, health, education, social, administration and others, to shed light on which of these makes a greater contribution to non-oil growth. Additionally, they break up the sample to before and after the oil boom, using quarterly data from 2000 to 2014—when the oil boom started in 2005—to investigate the paradox of plenty. They have found that all expenditure items are significant and positively impact non-oil output growth, as supported by Keynesian theory. Additionally, they found evidence of the resource curse, such that productivity had a significant decrease following the oil boom in 2005.

In a similar study Aliyev et al. (2016), the authors used multiple methods, for robustness of results, such as ordinary least squares (OLS), autoregressive distributed lagged (ARDL), fully modified ordinary least squares (FMOLS), dynamic ordinary least squares (DOLS), canonical cointegrating regression (CCR), and Granger causality and have found a positive and significant impact of expenditure items on the non-oil sector over the period 2000Q1–2015Q2. Interestingly, the authors show that tax revenues had a decelerating impact on economic growth in the long-run, which contradicts the conventional theory. Hasanov et al. (2016) examined the impact of fiscal decentralization on non-oil economic growth in Azerbaijan using an ARDLBT approach over 2002Q4–2013Q4. They have found that the share of local expenditures and revenues in total—as measures of fiscal decentralization—had a negative impact on non-oil GDP, thus lending support to a lack of strong institutional capacity, weak financial autonomy, and lower financial base of local governments.

Hasanov and Alirzayev (2016) applied three different cointegration methods, system-based, single equation-based and residual-based, to the Azerbaijani data over the period 2001Q1–2012Q4. They found that government budget expenditures alongside foreign direct investment have a statistically significant positive impact on the non-oil value added in both long and short runs. Estimated long-run elasticity for the expenditures varied between 0.5 and 0.6. SoA ranged from 0.21 to 0.4 depending on the cointegration method considered.

Aliyev and Mikayilov (2016) classified expenditure items into capital, social and other, and found that capital had an insignificant but negative impact, while the other expenditures were significant and negative during the period 2000Q1–2014Q4. Social spending was found to be significant and positive.
Gurbanov et al. (2017) investigated the impact of investments of the non-oil sector over 2000Q1–2013Q4. They found that despite the massive amounts of investments, little non-oil production of the tradable sector has been generated. They show that a 1% increase in government expenditures contributes about a 0.4% increase in non-oil GDP.

Summing up the studies above, we can conclude that there is a consensus on fiscal policy, having a significant and positive impact on non-oil growth in Azerbaijan in the long run (Hasanov 2013; Aliyev and Nadirov 2016; Aliyev and Mikayilov 2016; Hasanov and Alirzayev 2016; Gurbanov et al. 2017). This finding is robust despite the econometric methods and time periods used to investigate the relationship.

3. Theoretical Framework

As explained above, our main interest in this research is to investigate the impact of fiscal policy on the non-oil sector in the Azerbaijani economy. The non-oil sector is represented by the value added, which is created by the companies in this sector, while fiscal policy is measured by government budget expenditures, following earlier empirical and theoretical studies on this topic.

Although our focus is to see the effects of government budget expenditures on the non-oil value added, we employ a multivariate framework rather than a bivariate one. Econometric theory highlights that the bivariate framework can lead to an omitted variable bias unless this framework is dictated by economic theory. In fact, Lutkepohl (1982) and Triacca (1998) methodologically show that a bivariate framework, which omits relevant variable(s) may lead to spurious Granger-causality results and/or false non-causality. Moreover, several empirical studies find that inclusion of a third variable in the bivariate framework can result in a change in the sign and magnitude of the estimated coefficients and an alteration in the direction of causality (Odhiambo 2008; Odhiambo 2009; Caporale et al. 2004; Caporale and Pittis 1997).

Thus, unlike earlier studies for Azerbaijan, we employ the production function as the theoretical framework (Cobb and Howard 1928; Douglas 1976) and we extend it by including budget expenditures, which is our main variable of interest.

The production function framework theoretically relates production to capital and labor. It is the theoretical underpinning for the growth models such as Harrod–Domar, Solow, Solow–Swan (Solow 1969; Solow 1988, among others). Further development in growth theory, especially after the 1980s, modified the production function framework by including public spending and human capital among others as drivers of economic growth (see Barro 1988; Lucas 1988, inter alia).

The production function augmented with the budget expenditures in our case can be expressed as follows:

\[ Y_t = f(K_t, L_t, BE_t) \]  

(1)

where \( Y \) is production of goods and services, \( L \) and \( K \) are labor and capital, respectively, \( BE \) is government budget expenditures, and \( t \) denotes time.

For econometric estimation purposes, (1) can be written as follows:

\[ y_t = \alpha + \beta k_t + \gamma l_t + \lambda be_t + \varepsilon_t \]  

(2)

where, \( y, k, l \) and \( be \) are the natural logarithms of \( Y, K, L \) and \( BE \), respectively, and \( \varepsilon \) is the error term.

Note that \( Y, K, L \) will represent the non-oil value added, non-oil capital stock and non-oil employment while \( BE \) will measure fiscal policy in our empirical analysis. Also, note that one may include a time trend in (2) as a proxy for other factors of economic growth such as technological changes and institutional development to see if they have any explanatory power in a given country and time-period.
4. Data

We use time series values of the following macroeconomic variables over the period of 2000 first quarter (Q1)–2016 fourth quarter (Q4).

Non-oil value added (GVANOIL). The State Statistical Committee of the Republic of Azerbaijan (hereafter, Committee, for simplicity) defines this variable as Gross Domestic Product excluding mining sector and net taxes (SSCRA 2017). The real quarterly values of the variable are calculated as nominal non-cumulative and non-seasonally adjusted values in million Manats, deflated by the 2005 prices in this sector by the Committee. This is our dependent variable.

Capital stock in the non-oil sector (CSNOIL). This is the accumulation of gross fixed capital formation in the non-oil sector of the Azerbaijani economy. The values of the variable are constructed through the following steps. First, total nominal cumulative and non-seasonally adjusted quarterly values of gross fixed capital formation in the non-oil sector in million Manats, obtained from the Committee, are converted into non-cumulative values (SSCRA 2017). Second, resulting values from the first step are deflated by the quarterly consumer price index (CPI), in which the base year is 2005. Third, the deflated real quarterly values of gross fixed capital formation in the non-oil sector are used to construct the capital stock. For the construction, we set initial capital stock to be 1.5 times of GVANOIL and assume a 5% depreciation rate in the framework of the perpetual inventory method. Details of the method are discussed in Nehru and Dhareshwar (1993); Collins et al. (1996); Michael and Wesselhöft (2014).

Employment in the non-oil sector (ETNOIL). This is employed labor in the non-oil sector of Azerbaijan. The quarterly values of the variable in thousands are obtained from the Committee (SSCRA 2017).

Government budget expenditures (BE). This is total real government budget expenditures in Azerbaijan. The values of the variable are calculated as follows: first, total nominal cumulative and non-seasonally adjusted monthly values in million Manats, obtained from the Committee, converted into non-cumulative values to make it a flow variable (SSCRA 2017). Then, resulting values are deflated by the CPI to get real monthly values. Finally, the resulting real monthly values are converted into quarterly values by adding the respective three months’ values in each quarter. Note that non-seasonally adjusted month-to-month growth values of CPI are also collected from the Committee and are then referenced to the year of 2005 (SSCRA 2017). This is our main variable of interest, which represents fiscal policy in Azerbaijan.

We illustrate the quarterly time profiles of the natural logarithmic expressions of the variables over the period 2000Q1–2016Q4 in Figure 1.

What follows is a brief discussion of the historical development of the variables. As can be seen in panel A, the non-oil value added and government budget expenditures demonstrate seasonality whereas the non-oil capital stock and employment do not. All the three indicators from the non-oil sector here demonstrate a downward shift since 2009, although the seasonality may blur in the non-oil value added. It appears that post-crisis recovery shaped the development trend of the sector so as to be different from what was prevailing before the crisis (Aliyev 2014; Suleymanov and Aliyev 2015). All the variables in panel A share similar movements and display several major events associated with oil-market disruptions. The endogenous reaction of non-oil economic activity to oil-market changes can be attributed to the fact that many non-oil activities are directly or indirectly related to the oil sector. In this regard, all the four variables experienced a sharp decline since 2014, which is caused by the oil-price drop. One important feature of this decline in non-oil economic activity is that it is accompanied by a recession. In the last 17 years, the Azerbaijan economy has never experienced negative growth in two consecutive quarters. However, the sector has seen negative growth in each quarter of the period 2015Q4–2016Q4.

Hasanov and Alirzayev (2016) discuss the fact that earlier studies by international agencies, such as the International Monetary Fund and World Bank as well as individual researchers also find that the CPI is a more relevant price measure than the GDP deflator to rescale budget expenditures.
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Figure 1. Time profiles of the variables. (panel A) Time profiles of the log levels of the variables; (panel B) Time profiles of the first difference of the log levels of the variables. Note: \textit{gvanoil}, \textit{etnoil}, \textit{csnoil} and \textit{be} are the logs of value added, employment and capital stock in the non-oil sector and the budget expenditures, respectively; \textit{d} is the difference operator.

Over the past decade, fiscal policy has been expansionary. Government budget expenditures in nominal terms increased 25 times during 2000–2013, which was enormous, as discussed in the Introduction section. Starting with the oil boom in 2004, the economy enjoyed a decade of oil windfalls, which allowed the government to expand public spending. Public spending from oil revenues has emerged as an important contributor to aggregate demand and growth. Oil revenues (SOFAZ transfers and SOCAR tax payments) accounted for an average of 70\% of total budget revenues (30\% of GDP) and financed more than half of Azerbaijan’s investment \textit{(TAXAZ 2015)}. However, following the collapse in oil price in 2014, government budget revenues shrank and, consequently, public expenditures declined.

5. Econometric Methods and Strategy for the Empirical Analysis

We explore the impact of fiscal policy on the non-oil sector using the cointegration and error correction modeling framework in this research. The most significant advantage of this framework is that it provides the information set about the long-run relationship and short-run dynamics of the variables as well as the speed of such adjustments from short-term fluctuations to the long-term equilibrium path \textit{(Gujarati and Porter 2009, pp. 762–65; Enders 2015, pp. 328–34)}. Such information is of immense importance both in terms of understanding and policy analysis of the relations between non-oil sector development and its drivers.

We employ the following strategy in our empirical analysis: first, we check unit root (UR) properties of our variables as most of the economic variables are non-stationarity in their level or log-level. For this purpose, we employ the augmented Dickey– Fuller (ADF) unit root test \textit{(Dickey and Fuller 1981)}. To increase the robustness of the results, we also use the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) unit root test \textit{(Kwiatkowski et al. 1992)}. The reason why we prefer the KPSS test to other counterparts as an alternative test is that, unlike other conventional univariate unit root tests, the KPSS takes the null hypothesis of stationarity (or trend stationarity if time trend is included in the test equation). We do not discuss the ADF and KPSS tests here since both of them are widely used in empirical analyses and very well known. A description and discussion of these tests can be found in \textit{Dickey and Fuller (1981)} and \textit{Kwiatkowski et al. (1992)} as well as in \textit{Enders (2015); Stock and Watson (1993)} and \textit{Dolado et al. (1990)}.

Second, if the orders of integration of the variables are the same, then we will check whether they are cointegrated using the Johansen cointegration test \textit{(Johansen 1995)}. We prefer the Johansen test to other cointegration tests such as residual-based developed by \textit{Engle and Granger (1987)} or single equation-based (e.g., ARDLBT developed by \textit{Pesaran et al. 2001}) because this is the only test that can
discover the number of cointegrated relationships among the variables if the number of explanatory variables is more than one. The point is that other cointegration tests assume that there is only one cointegrating relationship among the variables regardless of how many explanatory variables are included in an analysis. This can cause improper estimations and misleading conclusions. Note that we will also apply a small sample bias correction to the results of the Johansen test to obtain more robust inferences (Reinsel and Ahn 1992; Reimers 1992).

Third, we estimate the parameters of the long-run relationship among the variables if we find cointegration among them. In estimating the long-run coefficients, we will employ the ARDL method by Pesaran and Shin (1998) and Engle–Granger type methods, such as DOLS, FMOLS and CCR along with the Johansen method if we find only one cointegrating relationship among the variables.

Lastly, once the long-run relationship between the variables is estimated and the coefficients obtained, then we will estimate error correction models (ECMs) using the general-to-specific modeling strategy.

Note that the cointegration tests, long-run estimation methods, and ECM that we will employ in this research are comprehensively described and discussed in Section 4.1 in Hasanov et al. (2016). Hence, we do not describe and discuss the aforementioned methods to save space and avoid undue replication and econometric complications.

6. Empirical Results

We document the test and estimation results in this section. Following the strategy given in the previous section, we first report unit root test results. Then we present outcomes of the cointegration test. This is followed by tabulating the long-run estimated coefficients. Finally, we report ECM estimation results.

6.1. Unit Root Test

Table 1 below reports the ADF and KPSS unit root tests results.

The sample values of both tests given in Table 1 suggest that $g_{vanoil}$, $be$ and $etnoil$ are non-stationary in their level, but stationary in their first difference. For $csnoil$, the sample values of the ADF and KPSS are again consistent with each other and indicate that the variable is still non-stationary in its first differences. Table 1 shows that the linear trend is still significant in the test equations of both tests when the first differences of the variable, i.e., $\Delta csnoil$ are checked. This result is consistent with the graphical illustration of the variable given in Panel B of Figure 1. The test values of the ADF and KPSS on the second difference of the variable, i.e., $\Delta\Delta csnoil$ are in favor of stationarity. It is worth noting that the formal test results are strongly consistent with the graphical illustrations of the variables given in the panels of Figure 1. Additionally, we illustrate autocorrelation functions (ACF) of the log levels and first differences of the log levels for each variable in Figure A3 in the Appendix A, following the recommendation of an anonymous referee. The graphs of ACFs in the figure support the formal unit root test results here.

Thus, the conclusions from the tests are that $g_{vanoil}$, $be$ and $etnoil$ are I(1) processes while $csnoil$ is an I(2) process.

It is noteworthy that our conclusions for the unit root properties of the non-oil value added, the budget expenditures and non-oil employment are consistent with those found by earlier studies. For example, recent studies such as Hasanov and Alirzayev (2016) and Aliyev et al. (2016) among others also conclude that the variables follow the I(1) process. However, Hasanov et al. (forthcoming) find that non-oil capital stock is a I(1) variable, unlike us. We think that the main reason for obtaining different results for the same variable is the time spans used. Precisely speaking, Hasanov et al. (forthcoming) use annual time period of 1995–2014 while our quarterly period here covers 2000Q1–2016Q4. In other words, that study’s period ends in 2014, while we use data up to 2016 here. If we look at the time profile of $csnoil$ in panel A of Figure 1, it can be observed clearly that the variable has an upward trend until 2014 and a downward trend since then most likely associated with the oil price drop. In other words,
the variable contains two different trends in the period 2000–2016. We believe this leads to the series having more than one root. In fact, we run ADF and KPSS on $csnoil$ over the period 2000Q1–2014Q4, which is the same period used in Hasanov et al. (forthcoming). Both tests profoundly indicate that the variable is I(1). It should also be noted that the empirical studies frequently find capital stock being an I(2) process. We think this comes from the fact that investment is an I(1) process, which is quite meaningful. Then, the capital stock, which is the accumulation of the investment, will follow an I(2) process.

It would also be interesting to discuss the fact that although our findings for the non-oil value added and budget expenditures are the same as those found by earlier studies, the test specifications used are different as to whether or not they include the time trend. For example, Hasanov and Alirzayev (2016) above, who also use a quarterly time series for the non-oil value added and budget expenditures for the period 2001Q1–2012Q4, also find that the variables are I(1) and their test specifications for both variables include a linear time trend (see Table 1 in that paper) whereas those in this study do not. Our explanation for this difference is again the decline in both variables after 2014, caused by the oil price drop, as can be seen in Figure 1A. Precisely speaking, the decline generates a downward trend since 2014 and, therefore, a linear time trend cannot approximate the trajectories of the variables.

Table 1. The unit root (UR) test results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF Test</th>
<th>KPSS Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Value</td>
<td>C</td>
</tr>
<tr>
<td>$gvanoil$</td>
<td>$-2.50$</td>
<td>x</td>
</tr>
<tr>
<td>$csnoil$</td>
<td>$-1.65$</td>
<td>x</td>
</tr>
<tr>
<td>$etnoil$</td>
<td>$-1.53$</td>
<td>x</td>
</tr>
<tr>
<td>$be$</td>
<td>$-2.01$</td>
<td>x</td>
</tr>
<tr>
<td>$\Delta gvanoil$</td>
<td>$-2.89$</td>
<td>x</td>
</tr>
<tr>
<td>$\Delta csnoil$</td>
<td>$-2.47$</td>
<td>x</td>
</tr>
<tr>
<td>$\Delta etnoil$</td>
<td>$-4.08$</td>
<td>x</td>
</tr>
<tr>
<td>$\Delta be$</td>
<td>$-4.14$</td>
<td>x</td>
</tr>
<tr>
<td>$\Delta \Delta csnoil$</td>
<td>$-12.73$</td>
<td>x</td>
</tr>
</tbody>
</table>

Notes: $gvanoil$, $csnoil$, $etnoil$ and $be$ are the logs of value added, capital stock, employment in the Non-oil sector and the government budget expenditures, respectively; $\Delta$ is the first difference operator; ADF and KPSS denote the Augmented Dickey-Fuller and Kwiatkowski-Phillips-Schmidt-Shin tests, respectively. Maximum lag order is set to four and optimal lag order (k) is selected based on the Schwarz criterion in the tests; $^*$, $^*$ and $^*$ indicate rejection of the null hypotheses of having unit root in the ADF and stationarity (or trend stationarity) in the KPSS at the 1%, 5% and 10% significance levels, respectively; The critical values for the ADF and KPSS tests are taken from MacKinnon (1996) and Kwiatkowski et al. (1992), respectively. Estimation period: 2000Q1–2016Q4. None means that neither intercept nor trend (t) is included in test equation. Note that final Unit Root test equation can include one of the three: intercept (C), intercept and trend (t) and none of them (None). x indicates that the corresponding option is selected in the final Unit Root test equation.

6.2. Estimation Results from the Johansen Approach

The results from the unit root exercise conclude that $gvanoil$, $be$ and $etnoil$ are integrated in order one while $csnoil$ follows the I(2) process. The theory of cointegration postulates that the order of integration of variables in the cointegration analysis should be the same. Therefore, we take the levels of the first three variables and the first difference of $csnoil$, given that difference of all of them will be stationary, as preconditions in the cointegration analysis. As the first step in the Johansen method, a VAR with endogenous variables of $gvanoil$, $be$, $etnoil$ and $\Delta csnoil$ and exogenous variables of seasonal

\footnote{The tests results can be obtained from the authors upon request.}

\footnote{We cannot compare our unit root test specifications with those from Aliyev et al. (2016) as they not discuss whether the time trend appears significant/insignificant in their unit root test exercises.}

\footnote{Note, however, that an I(0) variable can be included in the cointegration analysis, where the rest of the variables are I(1) if one employs the Johansen or ARDLBT methods.}
dummies, intercept and one pulse dummy is specified. With regard to setting optimal lag for the VAR, we follow an ascending order, since we have a small number of observations. Precisely speaking, we first estimate our VAR with one lag and check whether or not its residuals have a serial correlation issue. We pay special attention to serial correlation or autocorrelation as they are very key issues in VAR estimation (see: Johansen 1995; Juselius 2006, among others). It appears that only the lag order of five is sufficient to remove serial correlation from the VAR residuals. Note that as a robustness check we also perform lag exclusion and lag order selection criteria tests, and both suggest five lags as an optimal length. Thus, we decided to stick with a five-lag order for our VAR and use this VAR for our next procedures. As the panels A through C and F in Table 2 report, the VAR has good properties as it is stable and its residuals have no issues with serial correlation and heteroscedasticity, although the residuals are not normally distributed. It is well known that the Johansen method is not sensitive to non-normal residuals (see for example, Gonzalo 1994; Lutkepohl 1991; Hubrich 1999).

Table 2. The vector autoregression (VAR) residual diagnostics and cointegration tests results.

<table>
<thead>
<tr>
<th>Panel A: Serial Correlation LM Test</th>
<th>Panel E: Johansen Cointegration Test Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lags</td>
<td>LM-Statistic</td>
</tr>
<tr>
<td>1</td>
<td>13.39</td>
</tr>
<tr>
<td>2</td>
<td>12.41</td>
</tr>
<tr>
<td>3</td>
<td>25.90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Normality Test</th>
<th>Panel F: Johansen Cointegration Test Results for Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>χ²</td>
</tr>
<tr>
<td>Skewness</td>
<td>20.04</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.33</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>24.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Heteroscedasticity Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>χ²</td>
</tr>
<tr>
<td>White</td>
<td>495.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: Stability Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulus</td>
</tr>
<tr>
<td>0.99</td>
</tr>
<tr>
<td>0.99</td>
</tr>
<tr>
<td>0.97</td>
</tr>
<tr>
<td>0.96</td>
</tr>
</tbody>
</table>

Note: a The null hypothesis in the serial correlation LM test is that there is no serial correlation at lag order h of the residuals; b System normality tests with the null hypothesis of the residuals are multivariate normal; c White heteroscedasticity test takes the null hypothesis of no cross terms heteroscedasticity in the residuals; d VAR stability test results show that no roots of polynomial characteristic are outside the unit circle; χ² is chi-squared; d.f. means degree of freedom; C and t indicate intercept and trend. r is rank of Π matrix, i.e., number of cointegrated equations; λ_tracet and λ_max are the trace and max-eigenvalue statistics, while λ_tracet a and λ_max a are adjusted version of them; *** and * denotes rejection of null hypothesis at the 1% and 10% significance levels, respectively; Critical values for the cointegration test are taken from MacKinnon et al. (1999); Estimation period: 2001Q3–2016Q4.

As a next step of the Johansen method, we perform the cointegration test on the transformed version of the VAR, which is VECM with four lags. Despite the fact that the economic drivers

---

7 We include seasonal dummy variables in the VAR because granoil and be demonstrate seasonality, as can be clearly seen in Figure 1. The time trend as a deterministic exogenous variable was also included; however, it was statistically insignificant and additionally led to instability of the VAR. We include a dummy variable, having unity in 2009Q1 and zero otherwise, to capture the effect of the recent financial crisis. If we look at the seasonally adjusted time series of granoil, one can probably think about including another pulse dummy variable for the 2015Q4 to capture the consequences of the recent oil-price drop. However, it turns out that this dummy variable causes an instability of the VAR and hence we excluded it.

8 As Juselius (2006) describes, the proper way of transforming a VAR to a VEC is that if there is for example, a pulse dummy in the former, then a blip dummy should be in the latter. In other words, deterministic variables also should be differenced. Moreover, Johansen (1995) and Juselius (2006) discuss the fact that pulse (blip) dummies do not distort the distribution of the critical values of the cointegration tests. In fact, the test results given in panels E and F do not change at all if we exclude the dummy variables from the test.
are usually represented by the cointegration equation type (c), where an intercept but not trend is included, we report the test results for the all possible combinations of the deterministic regressors in the test equation, i.e., in five test types at the 5% significance level. Panel E in Table 2 documents the results. Evidently from the panel, all the test specifications show almost one cointegrating relationship among the variables. What follows is a brief discussion of the cointegration relationships from these five test equations. Test type (a) assumes that there is no intercept in the long-run relationship, i.e., the autonomous level of the dependent variable is zero. This version is hard to believe as most economic variables have initial values to start with. Moreover, in this option, ∆csnoil has negative and very large coefficient as well as a SoA that is positive, which are against economic and econometric intuition. Since the sample average growth rate of gvanoil is not zero (but 2.05%), we cannot consider test type (b). In type (c), the coefficients on the variables as well as SoA have expected signs although the magnitudes for the coefficients of ∆csnoil and etnoil are large. In type (d), in which time trend is included in the test equation, the coefficient of etnoil alters its sign to negative, which is meaningless. This is also the case for test type (e). Additionally, one should not go for type (e) as none of the variables in the analysis, i.e., gvanoil, be ∆csnoil and etnoil has a quadratic trend. Thus, we stay with test option (c) since it yields more reasonable results compared to other test types. This selection is also in line with the conventional preference of researchers in economics domain as mentioned above. We will investigate this test type in detail below. The trace and maximum eigenvalue statistics and their small sample adjustment values for test type (c) are given in panel F. The results, especially small sample bias corrected values, indicate only one cointegrating relationship among the variables. The long-run numerical values in this specification are reported in panel A of Table 3.

| Panel A: Long-Run Equation (gvanoil = a_0 + a_1 ∆csnoil + a_2 etnoil + a_3 be + e) |
| g
ta

| Panel B: Long-Run Equation, When a_1 = 0 |
| g
ta

| Panel C: Weak Exogeneity Test Results |
| g
ta

| Panel D: Multivariate Statistics for Testing Stationarity |
| g
ta

Notes: gvanoil, csnoil, etnoil and be are the logs of the value added, capital stock, employment in the non-oil sector and government budget expenditures; ∆ is the first difference operator; the null hypothesis is that given variable is weakly exogenous; the null hypothesis is that given variable is (trend) stationary; *** and ** denote rejection of the null hypotheses at the 1% and 5% significance levels, respectively; values in parentheses are standard errors. Estimation period: 2001Q3–2016Q4.

The VEC with the long-run numerical values given in panel A has the following issues:

1. SoA is −0.06 with the t-statistic of −0.88 meaning that it is very small and statistically insignificant. This highlights two serious issues: (a) the cointegration relationship is not stable; and (b) there is no statistically significant causality running from the explanatory variables to the non-oil value added in the long-run. Both of them are hard to believe as economic theory articulates that, at the very least, capital and labor have certain impacts on output in the long-run.

2. The magnitudes of the coefficients on capital and labor are very large while that on the budget expenditures is very small. Additionally, the coefficient of the budget expenditures is not statistically significant. These results are not consistent with production function theory as well
Thus, we need to refine the obtained cointegration results to make them consistent with both economic theory and the stylized facts of the Azerbaijani economy. To this end, we need to investigate all the variables in the analysis. We should start first with the capital stock variable as it follows an I(2) process and possesses a very large coefficient. We restrict its coefficient to be zero and see what the restricted long run looks like. The results obtained seem more meaningful and reasonable now as reported in panel B in Table 3 in terms of economic theory and the findings of the earlier studies for Azerbaijan. Precisely speaking:

1. SoA is $-0.35$ with the t-statistic of $-2.47$ meaning that the cointegration relationship is stable now and there is a causality running from the determinants to the non-oil value added in the long-run.
2. The magnitude of the coefficient on labor decreased about half, while that on the budget expenditures increased drastically, which are what one should expect. Moreover, the coefficient of the budget expenditures is statistically significant now.

Another advantage of the long-run relationship given in panel B compared to the initial one is that now all explanatory variables are weakly exogenous while non-oil value added is not, as documented in panel C. This allows us to proceed to a single equation-based ECM.

As a robustness check, we test unit root properties of the variables but now using a multivariate stationary testing framework. Results presented in panel D of Table 3 show that the sample values of the $\chi^2$ reject the null hypothesis of stationarity at the 1% significance level for all four variables. In other words, the variables are non-stationary in their level. These results support those from the univariate unit root tests in Section 6.1.

Thus, as a representation of the long-run relationship between the variables, we use the equation reported in panel B of Table 3 for further purposes.

6.3. Robustness Check for the Long-Run Relationship

In this section, we conduct a robustness check for the long-run relationship obtained from the Johansen approach. Recall that the Johansen cointegration test statistics find that there is no more than one long-run relationship among the variables. This finding allows us to employ ARDLBT as a single-equation-based cointegration method as well as DOLS, FMOS and CCR as residual-based cointegration methods to estimate numerical values of this relationship for comparison purposes. We give priority to the ARDLBT and discuss it in more detail as it outperforms all its counterparts when a sample span is small, which is the case in this research.

We set the maximum lag order as five for each variable in the ARDL estimation, which is consistent with what we did in the Johansen approach. Then, we let the Schwarz information criterion select optimal lag orders for each variable as we have a small number of observations. The selected specification is $ARDL(5,0,4,0)$ for the variables $gvanoil$, $\Delta csnoil$, $etnoil$ and $be$, respectively. The specification’s residuals do not have any problem with the serial correlation, non-normality, heteroscedasticity, ARCH effect and mis-specification.$^{10}$ This specification yields the following long-run elasticities (probabilities in parentheses) for $\Delta csnoil$, $etnoil$ and $be$, respectively: $0.46(0.49)$, $4.38(0.00)$ and $0.19(0.01)$. Evidently, $\Delta csnoil$ is not statistically significant. This result here supports what we found for $\Delta csnoil$ in the Johansen approach. It appears that both the methods do not find the

---

9 Note that we also tried to restrict the coefficients of the budget expenditures and labor being zero separately. Moreover, we checked whether the constant return to scale hypothesis can hold by equaling the sum of the coefficients of the explanatory variables at unity. However, none of these remedies produced something meaningful.

10 We do not report the residual test results as this ARDL is not the final one. However, the results can be obtained from the authors upon request.
variable reasonable to include in the long-run analysis. Hence, we exclude $\Delta csnoil$ from the ARDL estimation and re-run it. Table 4 summarizes the ARDLBT estimation and test results.

Table 4. The autoregressive distributed lagged bound testing (ARDLBT) estimation and test results.

Panel A: ARDL Specifications:

Specification with optimal lags, $ARDL(5,4,0)$:

$$gvanoil_t = \theta + \sum_{i=1}^{5} \alpha_i'gvanoil_{t-i} + \sum_{i=0}^{4} \beta_i'etnoil_{t-i} + \sum_{i=0}^{0} \gamma_i'be_{t-i} + \epsilon_t$$

Panel B: Residual Diagnostics and Mis-Specification Tests Results for $ARDL(5,4,0)$:

- $\chi^2_{SC} (2) = 6.33 \ [0.19]$
- $\chi^2_{ARCH} (2) = 2.46 \ [0.29]$
- $\chi^2_{HETR} (15) = 15.88 \ [0.39]$
- $JB_N = 3.58 \ [0.17]$
- $FF = 0.02 \ [0.89]$

Panel C: Cointegration Test Results for $ARDL(5,4,0)$:

<table>
<thead>
<tr>
<th>The sample</th>
<th>F-statistic</th>
<th>Pesaran et al. (2001) critical values</th>
<th>Narayan (2005) critical values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low bound</td>
<td>Upper bound</td>
</tr>
<tr>
<td>F_W = 3.64</td>
<td>1%</td>
<td>4.13</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>3.10</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>2.63</td>
<td>3.35</td>
</tr>
</tbody>
</table>

Panel D: Long-Run Relation Derived from $ARDL(5,4,0)$:

$$gvanoil = -27.49 + 4.05 etnoil + 0.21 be + \epsilon$$

(1.21) (0.07)

Notes: $gvanoil$, $etnoil$ and $be$ are the logs of the value added, employment in the non-oil sector and government budget expenditures, respectively; $\chi^2_{SC}$, $\chi^2_{ARCH}$ and $\chi^2_{HETR}$ denote chi-squared statistics to test the null hypotheses of no serial correlation, no autoregressive conditioned heteroscedasticity, and no heteroscedasticity in the residuals; $F_W$ and $F_F$ indicate Jarque–Bera and F-statistic to test the null hypotheses of normal distribution and no functional mis-specification respectively; $F_W$ is the $F$-value of testing the null hypothesis of $\theta = \sum_{i=1}^{5} \alpha_i' = \sum_{i=0}^{4} \beta_i' = \sum_{i=0}^{0} \gamma_i' = 0$ in the Wald test. Critical values are taken from the case of restricted intercept and no trend, 2 regressors and 62 observations (See: Pesaran et al. 2001, p. 300; Narayan 2005, p. 1987). Probabilities are in brackets and standard errors are in parentheses; the pulse dummy variable of DP09Q1 and seasonal dummies are included in the estimation. Estimation period: 2001Q3–2016Q4.

We set the maximum lag orders for the variables to be five and the Schwarz information criterion selected the $ARDL(5,4,0)$ among 180 rival specifications. The specification successfully passes all the diagnostics and mis-specification tests as presented in panel B. The sample value of F-statistic for the bounds tests of $ARDL(5,4,0)$ suggests that there is a cointegrated relationship among the variables at the 10% significance level regardless of the fact that we use Pesaran et al. (2001) critical values or Narayan (2005) critical values as small-sample bias correction. Panel D reports the numerical values of the long-run relationship derived from $ARDL(5,4,0)$.

Finally, we estimate the numerical values of the long-run relationship also using DOLS, FMOS and CCR as a further robustness check. Table 5 brings together the estimated long-run elasticities from the five different methods for comparison purposes.

As evidenced from the table, the estimated long-run elasticities from the different methods are very close to each other and they are statistically significant. Only the values from the DOLS are somewhat different from those estimated by the other methods. Most likely it is because the DOLS consumes one lead, which results in the estimation sample ending in 2016Q3 while this is 2016Q4 in the rest of the methods.

It can be concluded that the long-run elasticities of non-oil value added with respect to budget expenditures and non-oil employment are around 0.20 and 5.00, respectively.
Table 5. Long-run elasticities from the methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>etnoil Coef. (Std. Er.)</th>
<th>be Coef. (Std. Er.)</th>
<th>Intercept Coef. (Std. Er.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VECM</td>
<td>4.83 *** (0.83)</td>
<td>0.18 ** (0.05)</td>
<td>−33.91 *** (6.50)</td>
</tr>
<tr>
<td>ARDLBT</td>
<td>4.05 *** (1.21)</td>
<td>0.21 *** (0.07)</td>
<td>−27.49 *** (9.69)</td>
</tr>
<tr>
<td>FMOLS</td>
<td>4.86 *** (0.44)</td>
<td>0.18 *** (0.03)</td>
<td>−34.22 *** (3.50)</td>
</tr>
<tr>
<td>CCR</td>
<td>5.29 *** (0.56)</td>
<td>0.16 *** (0.04)</td>
<td>−36.87 *** (4.39)</td>
</tr>
<tr>
<td>DOLS</td>
<td>5.81 *** (0.68)</td>
<td>0.13 *** (0.04)</td>
<td>−41.75 *** (5.42)</td>
</tr>
</tbody>
</table>

Notes: The dependent variable is \( \text{gvanoil} \); \( \text{etnoil} \), \( \text{etnoil} \) and \( \text{be} \) are the logs of the value added, employment in the non-oil sector and the budget expenditures; Coef and Std. Er. mean coefficient and standard error; ** and *** indicate significance levels at 5% and 1%. The pulse dummy variable of DP09Q1 is included in the fully modified ordinary least squares (FMOLS) and canonical cointegrating regression (CCR) estimations while it is insignificant in the DOLS. Estimation period: 2001Q3–2016Q4. Dynamic ordinary least squares (DOLS).

6.4. Short-Run Analysis: Error Correction Model (ECM) Estimation

Engle and Granger (1987) discuss that if there is a long-run relation between variables, then there is also an error correction representation of this relation. Furthermore, De Brouwer and Neil R. (1995, 1998) state that if all regressors are weakly exogenous to the long-run relationship, then it is more efficient to use a single equation, rather than a system of equations to model the error correction representation. Both conditions hold in this research, and hence we use a single-equation ECM here.

Although we have long-run elasticities estimated from the five different methods, we used those from ARDL estimation to calculate the error correction term (ECT) for the following two reasons. First, ARDL outperforms all other cointegration methods in the case of small samples; and second, all the elasticities from the different methods are quite close to each other. We include change in \( \Delta \text{csnoil} \) in general/unrestricted ECM alongside changes in \( \text{gvanoil} \), \( \text{etnoil} \) and \( \text{be} \). We also include change in DP09Q1 and seasonal dummies in the unrestricted ECM and set the maximum lag order to five. Then we try to find a parsimonious ECM through the GtSMS. The final ECM specification and test results are reported in Table 6.

Table 6. Final error correction model (ECM) specification.

Panel A: Estimated Coefficients of the Final ECM Specification

<table>
<thead>
<tr>
<th>Reg.</th>
<th>( c )</th>
<th>ECT</th>
<th>( \Delta \text{etnoil}_{t-1} )</th>
<th>( \Delta \text{etnoil}_{t-2} )</th>
<th>( \Delta \text{etnoil}_{t-3} )</th>
<th>( \Delta \text{etnoil}_{t-4} )</th>
<th>( \Delta \text{be} )</th>
<th>SD1</th>
<th>SD2</th>
<th>SD3</th>
<th>( \Delta \text{DP09Q1}_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coef.</td>
<td>−0.02</td>
<td>−0.33</td>
<td>0.68</td>
<td>−6.26</td>
<td>4.29</td>
<td>−4.49</td>
<td>0.07</td>
<td>−0.05</td>
<td>−0.01</td>
<td>0.06</td>
<td>−0.07</td>
</tr>
<tr>
<td>P-val.</td>
<td>0.28</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.10</td>
<td>0.89</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

Panel B: Residuals Diagnostics and Misspecification Tests Results

<table>
<thead>
<tr>
<th>Statistic</th>
<th>( F_{SC} )</th>
<th>( F_{ARCH} )</th>
<th>( F_{METH} )</th>
<th>( F_{FF} )</th>
<th>( JB_{BN} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample value</td>
<td>0.35</td>
<td>0.60</td>
<td>1.85</td>
<td>2.17</td>
<td>2.43</td>
</tr>
<tr>
<td>( p )-value</td>
<td>0.28</td>
<td>0.51</td>
<td>0.08</td>
<td>0.54</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Notes: Reg., Coef. and \( p \)-val. mean regressor, coefficient and probability value to reject given null hypothesis; \( \text{gvanoil} \), \( \text{etnoil} \) and \( \text{be} \) are the value added, employment in the Non-oil sector and the budget expenditure; \( c \) is the intercept; \( \Delta \) denotes the first difference operator; dependent variable is \( \Delta \text{gvanoil} \); ECT is the error correction term, i.e., one period lagged residuals from the long-run ARDL estimation; \( F_{SC} \), \( F_{ARCH} \), \( F_{METH} \) and \( F_{FF} \) denote F statistics to test the null hypotheses of no serial correlation, no autoregressive conditioned heteroscedasticity, no heteroscedasticity in the residuals and no functional form mis-specification, respectively; \( JB_{BN} \) indicates the Jarque–Bera statistic to test the null hypotheses of normal distribution of the residuals. Estimation period: 2001Q3–2016Q4.

Since the error correction term, ECM ARDLBT (−1), has a statistically significant coefficient with a negative sign, we can once more confirm that there is a stable cointegrating relationship among the non-oil value added, budget expenditures, non-oil capital and labor. Moreover, panel B of the table

---

11 We also initially included a dummy variable to capture a slowdown in non-oil value added caused by the recent oil-price drop as we did in the VAR/VEC analysis above. However, this caused the residuals of the final ECM specification to be heteroscedastic, and led to instability in the VAR analysis. Hence, we excluded it from the ECM analysis.
show that the residuals of the final specification do not have any problem with the serial correlation, non-normality, ARCH effect, or heteroscedasticity. Furthermore, this shows that the specification is correctly specified.

7. Discussion of the Empirical Results

This section first discusses the unit root and cointegration tests results and then the long-run estimation results. It will be followed by the discussion of the short-run analysis.

Table 1 and Figure 1 both show that the non-oil value added, budget expenditures and non-oil employment follow an integrated process of order one meaning that the log levels of these variables are non-stationary, but their growth rates are stationary. The interpretation of this finding is that mean, variance and covariance of the log levels of the variables change over time in the period considered. Moreover, any sudden changes and interventions to them may have permanent effects. Therefore, it is hard to predict their future values. However, the growth rates of the variables have invariant mean, variance and covariance over time. Additionally, they are mean-reverting processes, hence, one should use growth rates of the variables in forecasting future values. When it comes to the non-oil capital stock, one should take its difference twice in order to obtain its stationary condition. Usually, economically, it is hard to interpret the second difference of the log level of the variables. However, the good thing is that for the capital stock, there is an economically reasonable explanation. Precisely speaking, the first difference of the log of the variable will be the investment and the second difference will be the change in the investment.

There is a possibility that the variables share a common trend and move together since they are non-stationary, i.e., they follow unit root process. We call this cointegration, co-movement or a long-run relationship. The results from the Johansen test, reported in Table 2, as well as the ARDLBT test, documented in Table 4 as a robustness check, show that the variables move together in the long run. The cointegration relationship indicates that the variables are related to each other in line with economic theory, although they can deviate from this relationship in the short run. The main causes of these deviations are policy interventions, any kinds of shocks and fluctuations as a result of changes in domestic and international markets. However, these deviations from the long-run equilibrium relationship are temporary and will vanish after some time.

The estimated coefficients in Table 5 can be considered as long-run elasticities since we find that there is a long-run relationship between the variables. The table shows that the estimated long-run elasticities from five different estimators are consistent with each other in terms of sign and size. The first three estimators produce very close magnitudes while the CCR and DOLS coefficients are slightly low. Ceteris paribus, a 1% increase in the government budget expenditures will lead to about a 0.2% increase in the value-added of the non-oil sector in the long-run. We will discuss this finding in more detail because the focal point in our study is to explore the non-oil sector growth effects of fiscal policy measured in budget expenditures. The positive impact of fiscal policy is statistically significant at a 1% significance level and consistent with economic theory. The theory, especially Keynesian theory, articulates that government spending can support economic activity and thus boost economic growth. It is not surprising that the economy, including the non-oil sector, is positively affected by government spending. There are some explanations for this finding. First, fiscal policy has a dominant position in the oil-exporting developing countries to drive economic activities. Among other studies, Sturm et al. (2009) for the oil-dependent economies generally and

12 In economics we have relatively time-invariant mean, variance and covariance which is called weak stationarity (see Gujarati and Porter (2009), among others).

13 Note that analyzing shock effects, such as the shocks of government budget expenditures and or oil prices on non-oil GDP is out of the scope of this research as our main objective is to examine the long- and short-run impacts of government budget expenditures on the non-oil sector for a more recent period. However, this is an interesting research question and we will consider it in future research.
Koeda and Kramarenko (2008); Hasanov (2011) and Dehning et al. (2016) for Azerbaijan in particular discuss how fiscal policy shapes overall policy implementations and how fiscal expansion influences economic growth. Second, the main source of government spending is oil-export revenues and, hence, any changes in oil prices and exports reflect in government spending, as discussed in the Introduction. A number of studies discuss the mechanism of oil-revenue management and show that spending part of the revenues through the government budget is drastically high in Azerbaijan compared to other similar oil-exporting economies (see Wakeman-Linn et al. 2002; Kalyuzhnova and Kaser 2006; Bagirov 2006; Paczynski and Tochitskaya 2008; Sturm et al. 2009; Hasanov and Joutz 2013 and Aliyev et al. 2016).

Third, government budget expenditures, particularly capital spending in the form of large-scale infrastructure and social projects, are mainly oriented to non-tradable branches such as construction and service, which are the main parts of the non-oil sector. Hasanov and Alirzayev (2016), using official statistical figures of Azerbaijan, illustrate that the share of capital spending in total budget expenditures was on average more than 30% over 2001–2012 and more than 40% since 2006 when the Baku–Tbilisi–Ceyhan pipeline—the biggest oil-export pipeline of Azerbaijan—started to operate. Aliyev and Mikayilov (2016) discuss how government budget expenditures, hugely financed by the oil revenues, lead to a significant increase in non-tradable branches.

We compare our estimated elasticity of the non-oil value added with respect to government budget expenditures with those of earlier studies for Azerbaijan. Our estimations, which ends in 2016Q4, find the elasticity being 0.20. This is lower than the findings of earlier studies. For example, Hasanov (2013) and Hasanov and Alirzayev (2016) found this elasticity to be around 0.55 and 0.60 for the periods 1998Q4–2012Q3 and 2001Q2–2012Q4, respectively. Gurbanov et al. (2017) estimated it being around 0.40 for 2000Q1–2013Q4. Note that none of the earlier studies employed the production function approach but rather used the specifications, where the non-oil value-added was a function of government budget expenditures and other control variable(s).

Finally, we test whether the small magnitude of our elasticity is due to the low oil prices and can increase if we drop the low oil-price sub-sample in our estimations. To this end, we re-run the estimations until 2014Q1. We find that the magnitude increases and the new coefficients are statistically significant in all estimations. For example, it increases from 0.18 to 0.28 in FMOLS, from 0.13 to 0.22 in DOLS, from 0.16 to 0.27 in CCR, and from 0.21 to 0.23 in ARDL estimations.14

Thus, we think there are two explanations for the question as to why our magnitude of the government budget expenditures effect is small compared to earlier studies. These is a low oil-price environment and a different model specification is used. Evidently, and as discussed in the Introduction, the recent low oil-price environment resulted in a considerable slowdown in the economy including non-oil sector, which has not observed since the 1990s.

As for the short-run effect, we find that the contemporaneous growth rate of government budget expenditures has a positive effect on the growth rate of the non-oil value added by 0.07. Just for the purpose of comparison, note that Hasanov and Alirzayev (2016) found this contemporaneous effect of government budget expenditures to be about 0.15 in the short-run. It appears that the declining effect of the low oil prices holds true also in the short run.

We find that the long-run elasticity of the non-oil value added with respect to non-oil employment is around 5.00, while the net short-run effect of the employment is negative. Both results are consistent with the production function concept articulating that the first order partial derivate of output with respect to labor and capital is positive while the second order partial derivative is negative. In other words, a positive change in employment creates a positive change in output, whereas a positive change in the growth rate of employment is related to a negative change in the growth rate of output.

Furthermore, for the short-run results, we also find that SoA is −0.33. Precisely speaking, if the policy and/or other interventions in the present quarter create a deviation from the long-run
relationship between non-oil value-added, employment and government budget expenditures, then 33% of the deviation will be restored back to an equilibrium path in the next quarter. This implies that a whole restoration will take less than one year. The economic interpretation of this finding is that the non-oil value-added is strongly tied to government expenditures. Statistical figures, as well as earlier research, also show that government expenditures are one of the main drivers of non-oil economic development. This is not surprising and a commonly accepted phenomenon for oil-exporting developing/emerging economies.

Finally, and as expected, the non-oil sector was negatively affected by the crisis in 2009, since the dummy variable appears statistically significant in the final ECM specification.


This research examines the impact of government budget expenditures on the non-oil sector over a longer period, in which the recent low oil-price sample is incorporated for Azerbaijan. We underpin the extended production function framework and employ different tests and estimation methods as well as address small-sample bias issues to acquire robust empirical findings.

Findings from the different cointegration methods are close to each other and show that government budget expenditures have a significant positive impact on the non-oil sector both in the long and short runs. However, the magnitude of the effect is small compared to those obtained in earlier studies, because of, we believe, the low oil-prices and different model specifications employed in the empirical analyses. We further find non-oil employment is one of the drivers of non-oil growth.

For Azerbaijani policymakers, the findings show that it is important to think about how to compensate the declining share of oil revenues in total budget revenues. In this regard, the policymakers may think about increasing tax rates, import and export fees, energy and other tariffs as quick remedies to fill the budget. These measures may be successful in the short run but might deter domestic and foreign entrepreneurs, and thus hinder economic development in the medium and longer terms. An alternative and less harmful short-run remedy, we think, would be optimizing government spending. Additionally, the government should also strongly monitor implementation of ongoing projects to increase an efficient usage of revenues. Moreover, the government can phase out social and infrastructure projects, which make lower contributions to valued-added and job creation. Medium- and long-term remedies to increase government revenues may include increasing efficiency in tax collections, improving and facilitating tax and custom legislation, which can lead to more revenue collection, and establishing a favorable environment to attract more foreign direct investment, among others.

Policymakers may think about measures to increase non-oil employment, as it has a positive impact on the development of the non-oil sector.

This research may encourage researchers to examine the relationship in various natural resource-rich economies such as Kazakhstan and Russia, especially when considering the low oil-price environment. In addition, future research may revisit this topic to investigate whether or not the magnitude of the impact of government expenditures on the non-oil sector remains constant or varies over time. Another interesting topic to explore would be the threshold-level of oil prices, in which the impact of government expenditures on the non-oil sector switches from high magnitude to low if this impact is not stable over time.
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Appendix A

Figure A1. Oil revenues as a percentage of total budget revenues *. Source: TAXAZ (2015); SOFAZ (2017) and SSCRA (2017). * We start off in 2003 here and not 2000 because the first publicly available data on oil revenue transfers to the government budget from the State Oil Fund of Azerbaijan, which was operated in 2001, was in 2003 (http://www.oilfund.az/uploads/Annual_Report_2016_AZ.pdf).

Figure A2. Relationship between oil prices, government budget expenditures and non-oil value-added * Source: US EIA (2018); SSCRA (2017) and CBAR (2017). * Non-oil value-added is measured in 2010 constant prices by the State Statistical Committee of the Republic of Azerbaijan as indicated in the data section.
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