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ABSTRACT

Education and Risk Compensation in Wages: A Quantile Regression Approach

This paper examines the effect of wage variation on individual wages. The results reveal that wage variation by educational classifications positively affects wages, while the skewness has a negative effect. As has been referred in previous literature on the issue, both results are consistent with the notion of wage compensation for risk-averse workers. However, our results show that the impact of wage-variation on wages is not reasonably described by a single parameter for all individuals. Such an effect is heterogeneous and varies throughout the conditional wage distribution. Indeed, the positive effect of dispersion increases, and the negative effect of skewness decreases, as we move up on the conditional wage distribution. Apparently, those at the upper end of the conditional wage distribution have both higher risk-aversion and higher affection for skewness.
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I. Introduction

Theoretically, risk-averse individuals dislike risk measured by the variance of the income distribution and thus demand a higher expected income for undertaking a higher risk (Arrow 1965; Pratt 1964). Such a prediction is well-established within the portfolio theory. Furthermore, Tsiang (1972), relying on requirements of the utility function for a risk-averse individual presented by Arrow (1965), shows that a decreasing absolute risk aversion implies a preference for income skewness. This risk-averse agent’s preference for skewness has received attention in the literature regarding gambling (Goleck and Tomarkin 1998) and labor markets (Hartog and Vijverberg 2007).

With regard to the labor market, some authors have examined how wages respond to wage-variation (King 1974; Johnson 1977; Feinberg 1981; Moore 1995; McGoldrick and Robst 1996; Hartog et al. 2003; Hartog and Vijverberg 2007; Diaz-Serrano, Hartog, and Nielsen 2008; Nalg 2012). Most of the literature on the issue uses a Mincer-type human capital earnings function extended measures of wage variation (risk) and skewness. Formal derivation of this type of wage equation for a risk-averse individual, which predicts that individuals want to be compensated for a higher variance but are willing to accept lower wages as skewness increases, can be found in Hartog and Vijverberg (2007) and Nalg (2012).

Regarding the existing empirical work, the measures of risk and skewness have been calculated within occupational cells (e.g. King, 1974; Johnson, 1977; McGoldrick and Robst, 1996; Hartog et al., 2003; Nalg, 2012), educational classifications (Diaz-Serrano, Hartog, and Nielsen 2008) or a mix of occupational and educational cells (Hartog and Vijverberg 2007). In any case, the empirical results consistently reveal a wage compensation for risk and a payment for skewness. That is, workers dislike the variance of wage distribution but appreciate small probabilities of receiving very high wages (Hartog et al, 2003; Hartog and Vijverberg, 2007).
The extended wage function has usually been estimated by ordinary least squares (e.g. King, 1974; Johnson, 1977; McGoldrick and Robst, 1996; Hartog et al., 2003). As suggested by Hartog et al., (2003), it would be interesting to pursue with further panel data estimates. Moore (1995) used panel data and found no effect of risk on wages. However, Nagl (2012) used panel data for Germany and confirmed a positive coefficient associated to wages dispersion and a negative coefficient associated to skewness through a fixed effects estimation method.

The main purpose of this letter is to shed further light on this literature through a quantile regression analysis. Indeed, a few authors have shown that the impact on the mean of the conditional wage distribution overlooks important features of the wage formation process (Hartog et al., 2001; McGuiness and Bennett, 2007; Prieto-Rodriguez, Barros, and Vieira 2008).

The remainder of the letter is organized as follows. The next section describes the model and the estimation method. Section 3 includes the data. Section 4 examines the estimation results. Finally, Section 5 concludes.

II. The Empirical Model

The Wage Equation

As in previous literature (e.g., McGoldrick and Robst, 1996; Hartog et al., 2003) we proceed in two stages. Firstly, we estimate by ordinary least squares a standard human capital wage function of the type:

\[ \ln w_i = \beta_0 + \beta_1' X_i + u_i \quad i=1,\ldots,N \]  

(1)

where \( w_i \) denotes \( X_i \) is a vector of explanatory variables.

Once estimated, in this first equation we take the antilog of the residuals given by \( e_i = \exp(\hat{u}_i) \), where \( \hat{u}_i \) denotes the estimated residuals in equation (1), which are
collected within educational classifications. For each classification \( j \), we calculate the measures of risk \( R_j \) and skewness \( S_j \) as follows:

\[
R_j = \frac{\sum (e_{ij} - \bar{e}_j)^2}{N_j - 1}
\]

(2)

\[
S_j = \frac{\sum (e_{ij} - \bar{e}_j)^3}{N_j (N_j - 1)(N_j - 2) sd_j^3}
\]

(3)

where \( sd_j \) denotes the standard deviation of \( e_i \) for the educational classification \( j \).

These values are assigned to each individual in the sample in accordance with the educational classification to which he/she belongs. Then, as done by McGoldrick and Robst (1996) and Hartog et al. (2003), in a second step the following final equation is estimated:

\[
\ln w_i = \alpha_0 + \alpha'_i X_i + \theta_1 R_{ij} + \theta_2 S_{ij} + v_i
\]

(4)

If individuals dislike risk and enjoy wage skewness, then the estimated values for \( \theta_1 \) and \( \theta_2 \) must be positive and negative, respectively.

**The Estimation Method**

Equation (2) is estimated by ordinary least squares (OLS) as in most of the literature, which evaluates only the impact of wage variation and skewness on the mean of the conditional wage distribution. It is also estimated using a quantile regression approach (QR).

Let us consider \( M_i = \alpha_0 + \alpha'_i X_i + \theta_1 R_{ij} + \theta_2 S_{ij} \) and \( y_i = \ln w_i \). Following Koenker and Basset (1978), the \( \theta \)th quantile regression is the solution to the problem:
\[
\min_{\beta \in \mathbb{R}^k} \left[ \sum_{i:y_i \geq M_i} \theta |y_i - M_i| + \sum_{i:y_i < M_i} (1 - \theta) |y_i - M_i| \right], \quad \theta \in (0,1)
\]  

(5)

This can also be written as:

\[
\min_{\beta \in \mathbb{R}^k} \sum_i \rho_\theta(y_i - M_i)
\]

(6)

where \( \rho_\theta(\varepsilon) \) is the so-called check-function defined as

\[
\rho_\theta(\varepsilon) = \begin{cases} 
\theta \varepsilon & \text{if } \varepsilon \geq 0 \\
(\theta - 1) \varepsilon & \text{if } \varepsilon < 0 
\end{cases}
\]

(7)

By variation in \( \theta \), different quantiles can be estimated. Therefore, by changing \( \theta \) from 0 to 1, we trace the entire distribution of wages conditional on the explanatory variables. Since \( M_i \) is formulated as a linear function of parameters, the minimization problem can be solved by linear programming methods (Koenker and Basset 1978; Koenker and Hallock, 2001). For this purpose, we use the Stata statistical software package, which relies on the linear programming algorithm suggested by Armstrong, Frome, and Kung (1979). Standard errors are obtained by bootstrap methods.

**III. The Data**

The data used were drawn from *Quadros de Pessoal*, and the sample includes 132,755 observations for Portugal. All firms with wage earners must complete a standardized questionnaire for the Portuguese Department of Labour. The data includes information on workers, such as age, education, tenure with the firm, gender, monthly hours of work and monthly wages. The data also includes information on firm size measured by the number of employees, firm age, regions and industry affiliation. Hourly wages were calculated by dividing monthly wages by monthly hours of work. Years of education
were calculated by imputing the normal number of years of education to complete the corresponding type of education. The data include 99 educational classifications for each of which variance and skewness can be calculated following the procedure mentioned in Section II. These educational classifications range from primary to higher education. Moreover, within each level they are divided into sub-levels and, within these, by areas of study (e.g. higher education, bachelor's degree, computer science).

IV. Results

We first we estimate the equation (1) by ordinary least squares. The dependent variable is the logarithm of hourly wages and the explanatory variables include years of education, age and age squared, years of tenure with the firm, gender, firm size, firm age, regions, and industries. Then, we estimate equation (4) that, in addition to these covariate, also includes measures of risk and skewness, as indicated in Section II. These measures were calculated separately for each of the 99 educational classifications from the estimated residuals of equation (1), and assigned to each individual based on the classification to which he belongs.

Estimated results are depicted in Figure 1 and Figure 2 and included in Table 1. The findings confirm previous studies: the coefficient of risk is positive, and the coefficient of skewness is negative. Moreover, this is valid not only for the impact of these covariates on the mean of the conditional wage distribution (OLS estimates) but throughout the entire distribution (QR estimates).

However, the effects are far from being the same across different conditional quantiles. The coefficient associated to risk rises as we move up on the conditional distribution, and the coefficient associated to skewness decreases. The impact of an additional unit of risk is 4.2 times higher at the .95 quantile than at the 0.05 quantile.
The coefficient of skewness is 7.3 times higher at the .95 quantile than at the .005 quantile. A test of equality of coefficients rejects the null hypotheses that the effects are equal across the conditional wage distribution (Table 2).

The analysis of the effect on the conditional mean overlooks important aspects of those covariates to wage formation. These results uncover a considerable amount of unobserved heterogeneity on the effect of wage variation and skewness on individual wages. Such heterogeneity might be related to unobserved differences in risk aversion and skewness affection across individual workers. As we move up on the conditional wage distribution, workers demand higher compensation for each additional unit of risk. On the other hand, workers’ payment for skewness drops (that is, workers at higher quantiles are willing to pay less for small probabilities of receiving very high wages).

V. Conclusion

We have provided evidence that evaluating at the mean overlooks important aspects of the effect of wage-variation on wages. Quantile regression analysis uncovers important features of the contribution of risk and skewness for wage formation. The outcome of wage-variation on wages is not reasonably described by a single parameter for all individuals. The results suggest that those at the upper (lower) end of the conditional wage distribution require a higher (lower) compensation for an additional amount of risk. In other words, as we move up in the conditional wage distribution risk-aversion apparently increases. Moreover, workers at the upper (lower) end of the conditional wage distribution have a higher (lower) affection for skewness.
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Table 1. Quantile regression (QR) and ordinary least squares (OLS) estimates for risk and skewness

<table>
<thead>
<tr>
<th>Quantile</th>
<th>Risk Coef.</th>
<th>Risk Std. Error</th>
<th>Skewness Coef.</th>
<th>Skewness Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.00997</td>
<td>0.00040</td>
<td>***</td>
<td>-0.00048</td>
</tr>
<tr>
<td>0.10</td>
<td>0.01290</td>
<td>0.00038</td>
<td>***</td>
<td>-0.00066</td>
</tr>
<tr>
<td>0.15</td>
<td>0.01421</td>
<td>0.00038</td>
<td>***</td>
<td>-0.00077</td>
</tr>
<tr>
<td>0.20</td>
<td>0.01550</td>
<td>0.00038</td>
<td>***</td>
<td>-0.00088</td>
</tr>
<tr>
<td>0.25</td>
<td>0.01769</td>
<td>0.00039</td>
<td>***</td>
<td>-0.00099</td>
</tr>
<tr>
<td>0.30</td>
<td>0.01903</td>
<td>0.00040</td>
<td>***</td>
<td>-0.00111</td>
</tr>
<tr>
<td>0.35</td>
<td>0.02091</td>
<td>0.00038</td>
<td>***</td>
<td>-0.00125</td>
</tr>
<tr>
<td>0.40</td>
<td>0.02250</td>
<td>0.00042</td>
<td>***</td>
<td>-0.00139</td>
</tr>
<tr>
<td>0.45</td>
<td>0.02448</td>
<td>0.00044</td>
<td>***</td>
<td>-0.00155</td>
</tr>
<tr>
<td>0.50</td>
<td>0.02611</td>
<td>0.00048</td>
<td>***</td>
<td>-0.00172</td>
</tr>
<tr>
<td>0.55</td>
<td>0.02772</td>
<td>0.00048</td>
<td>***</td>
<td>-0.00188</td>
</tr>
<tr>
<td>0.60</td>
<td>0.02931</td>
<td>0.00053</td>
<td>***</td>
<td>-0.00205</td>
</tr>
<tr>
<td>0.65</td>
<td>0.03049</td>
<td>0.00056</td>
<td>***</td>
<td>-0.00223</td>
</tr>
<tr>
<td>0.70</td>
<td>0.03206</td>
<td>0.00063</td>
<td>***</td>
<td>-0.00245</td>
</tr>
<tr>
<td>0.75</td>
<td>0.03380</td>
<td>0.00066</td>
<td>***</td>
<td>-0.00265</td>
</tr>
<tr>
<td>0.80</td>
<td>0.03576</td>
<td>0.00078</td>
<td>***</td>
<td>-0.00287</td>
</tr>
<tr>
<td>0.85</td>
<td>0.03733</td>
<td>0.00097</td>
<td>***</td>
<td>-0.00307</td>
</tr>
<tr>
<td>0.90</td>
<td>0.03845</td>
<td>0.00113</td>
<td>***</td>
<td>-0.00326</td>
</tr>
<tr>
<td>0.95</td>
<td>0.04183</td>
<td>0.00144</td>
<td>***</td>
<td>-0.00350</td>
</tr>
<tr>
<td>OLS</td>
<td>0.02737</td>
<td>0.00051</td>
<td>***</td>
<td>-0.00201</td>
</tr>
</tbody>
</table>

*** Significant at the 1% level. Each regression includes also controls for years of education, age, age squared, tenure with the firm, gender, firm size, firm age, regions and industries. The dependent variable is the logarithm of hourly wages.
Table 2. Interquantile regression (for specific comparisons)

<table>
<thead>
<tr>
<th>Quantiles</th>
<th>Risk Coef.</th>
<th>Risk Std. Error</th>
<th>Skewness Coef.</th>
<th>Skewness Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25 - 0.05</td>
<td>0.00772</td>
<td>0.00053</td>
<td>***</td>
<td>-0.00051</td>
</tr>
<tr>
<td>0.50 - 0.25</td>
<td>0.00842</td>
<td>0.00052</td>
<td>***</td>
<td>-0.00073</td>
</tr>
<tr>
<td>0.75 - 0.50</td>
<td>0.00769</td>
<td>0.00069</td>
<td>***</td>
<td>-0.00093</td>
</tr>
<tr>
<td>0.95 - 0.75</td>
<td>0.00803</td>
<td>0.00113</td>
<td>***</td>
<td>-0.00085</td>
</tr>
</tbody>
</table>

*** The difference is statistically significant at the 1% level. Bootstrap standard errors with 100 repetitions.
Figure 1. Ordinary least squares (OLS) and quantile regression (QR) estimates for the effect of risk on wages

Figure 2. Ordinary least squares (OLS) and quantile regression (QR) estimates for the effect of skewness on wages