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Abstract: A functional ARMA-GARCH model for predicting the value-at-risk of the EURUSD exchange rate is introduced. The model implements the yield curve differentials between EUR and the US as exogenous factors. Functional principal component analysis allows us to use the information of basically the whole yield curve in a parsimonious way for exchange rate risk prediction. The data analyzed in our empirical study consist of the EURUSD exchange rate and the EUR- and US-yield curves from 15 August 2005–30 September 2016. As a benchmark, we take an ARMA-GARCH and an ARMAX-GARCHX with the 2y-yield difference as the exogenous variable and compare the forecasting performance via likelihood ratio tests. However, while our model performs better in one situation, it does not seem to improve the performance in other setups compared to its competitors.
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1. Introduction

Forecasting foreign exchange (FX) rates and especially risk inherent in such FX markets is of crucial importance to companies and individuals of Wall Street as well as Main Street. In particular, for portfolio managers, corporations and the like, managing FX risk is essential. Accordingly, a large amount of research is available in this field.

The work in, e.g., Meese and Rogoff (1983) analyzed FX rate models developed in the 1970s and came to the conclusion that these did not perform better than random walks, which exemplifies the difficulty in modeling spot FX rates. Even the addition of macroeconomic variables like expected inflation and interest rate differentials (among others) did not lead to significant improvements. Similar findings have been reported by Campbell and Clarida (1987), Meese and Rogoff (1988), Coughlin and Koedijk (1990), Edison and Pauls (1993), Chinn and Meese (1995) and Frankel and Rose (1995). Having said that, others disagree with the findings of the previous authors; see for instance Bjørnland and Hungnes (2006), Ang and Chen (2010), Chen and Tsang (2013) and Grisse and Nitschka (2015).

However, the above discussion might not be that surprising as it basically boils down to the question whether one believes in the efficient market hypothesis of Fama (1970). Nevertheless, forecasting volatility, which is of crucial importance to risk management, is another matter: e.g., Baillie and Bollerslev (1991) proposed a seasonal GARCH setup to model intraday FX rate volatility. In their findings, they experienced volatility to follow patterns that were very much alike over various hours of the day and to show a notable amount of serial correlation. For volatility based on daily FX spot levels, Vilasuso (2002) employed the fractionally-integrated GARCH by Baillie et al. (1996) and reported...
a significant improvement in out-of-sample performance with respect to mean squared and mean absolute errors, as well as to accuracy, in comparison to the simpler GARCH or IGARCH models.

Moreover, the assumption of financial market log-returns being normally distributed has been criticized for a long time. Therefore, Hull and White (1998) introduced a model to estimate value-at-risk (VaR) that does not postulate a normal distribution, producing promising results. A similar approach was also adopted by Mittnik and Paolella (2000) and Kuester et al. (2006). The latter were able to identify a clear overall winner in their comparison of different VaR forecasting techniques, which turns out to be a combination of a heavy-tailed GARCH filter and extreme value theory approach.

Another approach to improve FX volatility and risk forecasting performance is to invoke external factors, as carried out by, e.g., Benavides and Capistrán (2012), who made use of implied volatility information from option prices. In line with the above-mentioned discussion on macroeconomic variables for spot models, several authors have incorporated yield curve information into FX risk models, as well; cf. Dominguez (1998), Neely (1999), Markiewicz (2012), Kočenda and Poghosyan (2009) and Ichieu and Koyama (2011). See furthermore Morana (2009), who analyzed the influence of macroeconomics, among which were interest rates, on FX rate volatility. When it comes to explicitly forecasting FX rate volatility employing macro variables, we mention the usage of neural networks as investigated, e.g., by Dunis and Huang (2002), who compared their model to GARCH models and reported superior results with their setup, in which they included yield curve data, among other inputs. Furthermore, we have Bauwens and Sucarrat (2010), who employed, among other macro variables, interest rates for exchange rate volatility forecasts.

For a more general analysis on the influence of macroeconomic factors on volatility forecasts, we refer to Christiansen et al. (2012), who found, in particular, more evidence for an influence of macro variables on FX rate volatility forecasts. Finally, the use of Euro deposit rates as a measure of performance for forecasts of FX volatility was introduced in West et al. (1993).

However, to the best of our knowledge, no one has yet investigated if using the complete sovereign yield curve differential (in contrast to just some specific maturities) does effectively improve VaR forecasting. The idea of using such functional exogenous parts in a GARCHX setup for volatility modeling has been introduced before by Fuest and Mittnik (2015). We extend this approach to an ARMAX-GARCHX-type setup, which allows the exogenous yield curve differential to influence both return and volatility.

In particular, we want to investigate the following for EURUSD as our lead example: Does the complete yield curve differential have significant effects on daily FX returns predictions? Does it improve VaR forecasts? Does the proposed mathematical machinery pay off when comparing it to a standard ARMA-GARCH model and an ARMAX-GARCHX with the 2y-yield difference as the exogenous variable? We will investigate these questions by the analysis of confidence intervals and by the evaluation of likelihood ratio tests.

Dealing with functional data, we conclude this section with a short survey on functional time series research. A comprehensive treatment of functional data analysis (FDA) is Ramsay and Silverman (2005). Models for functional time series have been pioneered in the seminal treatment of Bosq (2000), where a generalization of pure autoregressive models to the functional case was developed. More recently, dimension reduction techniques (Hörmann and Kokoszka 2010) and dynamic models based on such techniques (Aue et al. 2015; Hyndman and Shang 2009) have been proposed and investigated. The work in Klepsch et al. (2017) proposed functional ARMA models and Hörmann et al. (2013) a functional version of the ARCH model. Functional time series approaches have very recently also been employed to model yield curve dynamics Kowal et al. (2017a, 2017b). In our study, however, a scalar time series is of primary interest. The idea to map the full information inherent in functional data to first- and, possibly, higher-order moments of the conditional distribution of a scalar time series has been put forward in Fuest and Mittnik (2015) and Brockhaus et al. (2017).

The remainder of this paper is structured as follows: In Section 2, we will present the data used for our analysis and discuss the construction of the EUR- and US-yield curve. Section 3 starts with
a short introduction to functional principal component analysis, which is followed by presenting the method of implementation used in this investigation, as shown in Ramsay and Silverman (2005). Having described the background mathematics, we introduce our model and the estimation procedure applied later. In Section 4, we present our estimation results and discuss the implications. Finally we conduct one-day VaR forecasts and compare these to predictions coming from the competing models.

All calculations have been performed with MATLAB (R2014b, MathWorks, Natick, MA, USA) using the financial econometrics toolbox by Sheppard (2013) and the functional data toolbox by Ramsay (2014).

2. Data

In this section, we shall briefly present the data used in our analysis to come. In particular, the present paper considers daily prices of the EURUSD exchange rate and daily levels of the EUR- and US-yield curves. Our time period ranges from 15 August 2005–30 September 2016, which leaves us with a total sample of \( n = 2905 \) observations. Figure 1 shows the daily log-returns for the FX series, while Figure 2 visualizes the yield curve differential via the 2y-yields.

![Figure 1. Log-returns of the EURUSD exchange rate from 16 August 2005–30 September 2016.](image)

To be precise, we constructed the yield curve for Europe by using the EONIA (European overnight index average) offered rate for a maturity of 0 and the overnight index swap (OIS) rates based on EONIA with maturities of 1–12 months, 15 months, 18 months, 21 months and 2–10 years. The EONIA for the shortest maturity and the OIS for longer maturities are representative choices for constructing a Euro yield curve (cf. FBE (2008)), since overnight index swaps have established themselves as a benchmark proxy for the risk-free rate. (cf. Hull and White (2012) and Filipović and Trolle (2013), among others.)

For the US-yield curve, we used the federal funds rate for a maturity of 0 and yields obtained from US government bonds with maturities of 1, 3 and 6 months and 1–5, 7 and 10 years. Figure 3 visualizes the varying shape of the resulting curves. Finally, we converted the obtained discrete yield curves into functional data by using cubic B-splines. In the remainder of this paper, the terms “sovereign rate curve”, “rate curve” and “yield curve” will be used interchangeably.
3. Theory and Methods

In this section, we show how all the information contained in the yield curve at a given point in time can be mapped to the mean and variance parameters of the conditional distribution of exchange rate returns. The core technique we need for this purpose is functional principal component analysis (FPCA). We will sketch the theory and present the method of implementation that we used for our data, the implementation via basis expansion. As we will show, the estimated eigenfunctions from FPCA are also used to conveniently represent and estimate the functional parameters of our model. We will heavily draw on Ramsay and Silverman (2005), as well as Hörmann and Kokoszka (2012). For details on FPCA theory, we refer to the former and for a comprehensive treatment of functional regression models to the latter.

3.1. Functional Principal Components

We consider a stochastic process \((x_t)_{t \in T}\). In order to simplify notation, we use lowercase letters for the processes, as well as for the realizations. For an ordered finite index set \(T\), we index our observations as \(x_1, \ldots, x_\lvert T \rvert\).
Now, consider the $x_t$ as elements of the Hilbert space $L^2([0,M])$. The Hilbert space $L^2([0,M])$ is endowed with the inner product:

$$\langle x, y \rangle = \int_0^M x(s)y(s) \, ds, \quad \forall x, y \in L^2([0,M]),$$

so we have that $x_t$ is square integrable.

Our curve valued process $x_t$ exhibits a mean function, $\mu(t) = E(x_t(s))$, and a covariance operator,

$$\mathcal{C} : L^2([0,M]) \rightarrow L^2([0,M]), f \mapsto \int_0^M \text{Cov}(r,s)f(r) \, dr,$$

with covariance kernel $\text{Cov}(r,s) = \text{Covariance}(x_t(r), x_t(s))$.

Both mean function and covariance kernel are assumed to be constant over time $t \in \mathcal{T}$. Further note that for a $z \in L^2([0,M])$, we have $\mathcal{C}(z) = E[\langle x - \mu, z \rangle (x - \mu)]$.

Our goal is to find orthonormal weight functions, $\gamma_k \in L^2([0,M])$, maximizing the unconditional variance of the scores $\xi_k = \langle \gamma_k, x_t - \mu \rangle = \int_0^M \gamma_k(s)(x_t(s) - \mu(s)) \, ds$, i.e.,

$$\text{Var}(\xi_k) = \int_0^M \int_0^M \gamma_k(r) \text{Cov}(r,s) \gamma_k(s) \, dr \, ds. \quad (1)$$

The weight functions, $\gamma_k$, are subject to orthonormality constraints, i.e., to:

$$\langle \gamma_k, \gamma_l \rangle = \int_0^M \gamma_k(s)\gamma_l(s) \, ds = \begin{cases} 1 & \text{if } k = l \\ 0 & \text{if } k \neq l. \end{cases} \quad (2)$$

Then, the weight functions $\gamma_k$ happen to be the eigenfunctions of the covariance operator $\mathcal{C}$. $\mathcal{C}$ is a bounded, symmetric, positive operator, and its eigenfunctions $\gamma_k$ form an orthonormal basis of $L^2([0,M])$. The so-called Fredholm (integral) equations:

$$\int_0^M \text{Cov}(r,s)f(s) \, ds = \lambda_k f(r) \quad (3)$$

give us the $\gamma_k$, which are ordered ascendingly as their corresponding eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$. Finally, these eigenfunctions maximize (1).

Further note that $\text{Cov}(r,s)$ is a Mercer kernel. In particular, this means that it can be represented in terms of the eigenvectors, $\gamma_k$, and the eigenvalues, $\lambda_k$, of the covariance operator $\mathcal{C}$,

$$\text{Cov}(r,s) = \sum_{k=1}^{\infty} \lambda_k \gamma_k(r)\gamma_k(s).$$

Now, applying the theorem of Karhunen–Loève, we are able to represent the centered (yield) curve process, $x_t - \mu$, via its eigenbasis $(\gamma_k)_k$,

$$x_t - \mu = \sum_{k=1}^{\infty} \xi_k, \gamma_k,$$

where the eigenfunctions, $\gamma_k$, are the eigenvectors of the linear operator $\mathcal{C}$, and the scores, $\xi_k$, have the properties:

$$E(\xi_k) = 0, \quad \text{Var}(\xi_k) = E(\xi_k^2) = \lambda_k$$

Recall that the eigenvalues, $\lambda_k$, are ordered in a non-decreasing order, so that the functional principal components are sorted by their contribution to the variation of the $x_t$'s.
Let $K$ be the smallest number necessary to explain a certain amount of the curves’ total variation, then we can approximate our curve by:

$$x_t \approx \mu + \sum_{k=1}^{K} \xi_k \gamma_k.$$ 

Consider a yield curve $x_t : \text{Maturities} \rightarrow \text{Yields}$, observed at time $t$. The above result means that we can approximate the information inherent in the yield curve over the entire range of observed maturities by a (possibly small) set of $K$ scalar values. Note, however, that real-world observed yield curve data are only available for certain maturities $m$, which are, in most cases, not even structured in an equidistant way. As is common practice in functional data analysis, we use spline interpolation of the observed yields to obtain equidistant maturities.

The resulting approximations of the yield curve can then be implemented and analyzed in our functional principal component analysis. There are several possibilities of implementing FPCA, of which we chose the method of “basis expansion” in our application, as is presented in Ramsay and Silverman (2005), which we briefly describe in the following.

We start by expressing our data, given by a matrix:

$$
\begin{pmatrix}
  x_1(0) & \cdots & x_1(M) \\
  \vdots & \ddots & \vdots \\
  x_{|T|}(0) & \cdots & x_{|T|}(M)
\end{pmatrix},
$$

in terms of a basis $B$ in order to obtain a curve $x_t$.

Thus, for each $t \in T$, we can represent $x_t$ by:

$$x_t(s) = \sum_{k=1}^{|B|} c_{t,k} \psi_k(s),$$

which is equivalent to:

$$
\begin{pmatrix}
  x_1 \\
  \vdots \\
  x_{|T|}
\end{pmatrix} = C \cdot \Psi = 
\begin{pmatrix}
  c_{1,1} & \cdots & c_{1,|B|} \\
  \vdots & \ddots & \vdots \\
  c_{|T|,1} & \cdots & c_{|T|,|B|}
\end{pmatrix}
\begin{pmatrix}
  \psi_1 \\
  \vdots \\
  \psi_{|B|}
\end{pmatrix},
$$

where $|B|$ denotes the number of basis functions of the chosen basis $B$.

We then have:

$$\text{Cov}(r,s) = |T|^{-1} \Psi(r)^T C^T C \Psi(s).$$

Now, define the symmetric matrix:

$$W = \int_0^M \Psi(s) \Psi(s)^T \, ds = \left( \int_0^M \psi_i(s) \psi_j(s) \, ds \right)_{i,j}.$$ 

---

1 “Observed” yield curves are actually estimates obtained from observed bond prices. In the present paper, as in almost all of the literature (see for example Diebold and Li (2006)), we treat the yield curve data as if they had been observed directly.
We assume that the eigenfunctions $\gamma_k$ are representable using the basis $B$ in the form:

$$\gamma_k = \sum_{l=1}^{\|B\|} \alpha_k^l \psi_l = \psi^T \alpha_k,$$

where $\alpha_k = (\alpha_k^1, \ldots, \alpha_k^{\|B\|})$. Now, we express the Fredholm Equation (3) in terms of our basis $B$ by considering the left-hand side of (3) with $f = \gamma_k$,

$$\int_0^M \text{Cov}(r, s) \gamma_k(s) \, ds = \int_0^M |T|^{-1} \psi^T C \psi(s) \psi^T \alpha_k \, ds = \psi^T |T|^{-1} C^T \psi \alpha_k.$$

Employing the basis representation of $\gamma_k$, the Fredholm equations then form:

$$\psi^T |T|^{-1} C^T \psi \alpha_k = \lambda_k \psi^T \alpha_k$$

and we obtain:

$$|T|^{-1} C^T \psi \alpha_k = \lambda_k \alpha_k.$$

Considering the orthogonality correspondence:

$$\langle \gamma_k, \gamma_l \rangle = 0 \Leftrightarrow \alpha_k^T W \alpha_l = 0,$$

we note that for $\|\gamma_k\| = 1$, we have $\alpha_k^T W \alpha_k = 1$, resulting in the same correspondence from above for normality. By defining $u_k := W^{1/2} \alpha_k$, we arrive at the symmetric eigenvalue problem:

$$|T|^{-1} W^{1/2} C^T C W^{1/2} u_k = \lambda_k u_k.$$

Solving this problem gives us the $u_k$, and in turn, we get:

$$\alpha_k = W^{-1/2} u_k.$$

The scores $\xi_{k,t}$ are then obtained by:

$$\xi_{k,t} = \langle x_t - \mathbb{E}(x_t), \alpha_k \rangle.$$

Next, we shortly discuss how the mean, eigenfunctions and the corresponding scores can be estimated from data. As mentioned above, we observe values of the yield curves $x_t$ on a (possibly non-equidistant) grid of maturities. By spline interpolation, we obtain a discrete version of $x_t$ on an equidistant grid of maturities $0, \ldots, M$. Therefore, the realization of each $x_t$ is an $M + 1$-dimensional vector. Using interpolation, the number $J + 1$ of grid points can be chosen arbitrarily, and one obtains an equidistant grid of the form $m_0 = 0, m_1 = M/J, m_2 = 2M/J, \ldots, m_{J-1} = (J - 1)M/J, m_J = M$. The more complex the variation pattern of the curves, the higher $J$ has to be chosen. For yield curves, the variation pattern is typically rather simple and the curves rather smooth, so that a moderate $M$ should be reasonable. We found that a grid distance of one month is sufficient for our purpose, resulting in the choice $J = 120$.

The estimates of the mean function and the covariance kernel are given by:

$$\hat{\mu}(m) = \frac{1}{|T|} \sum_{i=1}^{|T|} x_i(m), \quad m_j \in [0, M]$$

and:

$$\hat{\text{Cov}} = \frac{1}{|T|} X^c X^c,$$
where $|T|$ is the number of observations (e.g., the number of observed yield curves $x_t$), $x_t = [x_t(0), \ldots, x_t(M)]^T$, $\hat{\mu} = [\hat{\mu}(0), \ldots, \hat{\mu}(M)]^T$ and $X^c = [x_1 - \hat{\mu}, \ldots, x_{|T|} - \hat{\mu}]^T$.

In this framework, the eigenvalues $\hat{\lambda}_k$ and eigenvectors $\hat{\gamma}_k$ of $\hat{\text{Cov}}$ can be estimated using standard software for PCA. By means of numerical integration, we get empirical scores:

$$\hat{\xi}_{k,t} = \int_0^M (x_t(m) - \hat{\mu}(m)) \hat{\gamma}_k(m) \, dm.$$ 

The covariance operator $C$ itself can be estimated by:

$$\hat{C}(z) = \frac{1}{|T|} \sum_{t=1}^{|T|} \langle x_t - \hat{\mu}, z \rangle \langle x_t - \hat{\mu} \rangle \text{ for } z \in L^2([0, M]).$$

### 3.2. Econometric Model

We now define our model, which incorporates curve-valued information into a (scalar) ARMA-GARCH framework.

**Definition 1 (ARMA(1,1)FunX-logGARCH(1,1)FunX process).** Let $x_t$ be drawn from a curve-valued exogenous process. Then, $r_t$ follows an ARMA(1,1)FunX-logGARCH(1,1)FunX process if:

$$r_t = a_0 + a r_{t-1} + \beta e_{t-1} + \epsilon_t + \int_0^M \lambda(m) x_{t-1} \, dm,$$

$$\epsilon_t = \sigma_t e_t,$$

$$\log \sigma_t^2 = \omega + \gamma \log \epsilon_{t-1}^2 + \delta \log \sigma_{t-1}^2 + \int_0^M \rho(m) x_{t-1} \, dm,$$

with $e_t \sim WN(0, 1)$.

In our case, we have:

- $r_t$ is the FX rate EURUSD
- $z^\text{US}_t(\cdot)$ is the sovereign rate curve for the US
- $z^\text{EUR}_t(\cdot)$ is the sovereign rate curve for EUR.
- $x_t(\cdot) = z^\text{EUR}_t(\cdot) - z^\text{US}_t(\cdot)$

Estimation is rendered feasible by expressing all functional elements of the model within an ARMAX(1,1)-log-GARCHX(1,1) framework, where the X-part is given by the K-dimensional approximations of functional observations and parameters. Concerning the resulting Gaussian QML estimators, there is some asymptotic theory for the GARCHX (see Han (2015), Han and Kristensen (2014)) and ARMAX models (see Hannan et al. (1980)). However, according to Sucarrat et al. (2016), Francq et al. (2013) and Hansen et al. (2012), there is none for the log-GARCHX case.

**Remark 1.** The generalization of our setup to an ARMAX(A,B)-log-GARCHX(1,1) or even an ARMAX(A,B)-log-GARCHX(C,D), allowing for an arbitrary number of lags, is straightforward. For the sake of brevity and conciseness, we will nevertheless work with the ARMAX(1,1)-log-GARCHX(1,1) case in this paper, since the novelty and core idea of our model lies within the exogenous part.

As introduced in Section 3.1, we can approximate our curve-valued process $x_t$ by its first $K$ principal components:

$$x_t \approx \mu + \sum_{k=1}^K \xi_{k,t} \gamma_k.$$
As in Fuest and Mittnik (2015), it is convenient to assume the existence of some $K < \infty$ such that:

\[ \int_0^M \sum_{k=K+1}^{\infty} \gamma_k(m) x_t(m) \, dm = 0 \]

\[ \Leftrightarrow \int_0^M \sum_{k=K+1}^{\infty} \sum_{l=1}^{\infty} \gamma_k(m) \gamma_l(m) \xi_{t,l} \, dm = 0 \]

\[ \Leftrightarrow \int_0^M \sum_{k=K+1}^{\infty} \sum_{l=K+1}^{\infty} \gamma_k(m) \gamma_l(m) \xi_{t,l} \, dm = 0. \]

In other words, we assume that the number of principal components that actually have an effect on the return (ARMA-part) or the variance (GARCH-part) is finite. As they are ordered by their contribution to the curves’ variation, the leading $K$ components are the ones that explain the variation best. However, there might still be dependencies between the first $K$ and the remaining components. We (realistically) assume that these lead/lag effects of components $K+1, \ldots$ on the first $K$ components’ scores are negligible.

Estimation of the model can then be accomplished in three steps:

1. Estimation of the curved valued process $x_t$ via an orthonormal FPC expansion:

\[ \hat{x}_t = \hat{\mu} + K \sum_{k=1}^{K} \hat{\xi}_{k,t} \hat{\gamma}_{k,t}, \]

where the true values of $K$, $\mu$ and $\gamma_k$ are unknown and the $\hat{\xi}_{k,t}$ are obtained via numerical integration (see Section 3.1).

2. Estimation of the ARMA-FunX parameters using the scores $\hat{\xi}_{k,t}$ for $k = 1, \ldots, K$ and $t = 1, \ldots, |T|$ from Step 1 and the return data by Gaussian QML.

3. Gaussian QML estimation of the GARCH-FunX parameters using the scores $\hat{\xi}_{l,t}$ for $l = 1, \ldots, L$, $t = 1, \ldots, |T|$ from Step 1 and the estimated errors from Step 2.

\[ r_t = \alpha_0 + \alpha r_{t-1} + \beta e_{t-1} + e_t + \sum_{k=1}^{K} b_k \hat{\xi}_{k,t-1}, \]

\[ e_t = \sigma_t e_t, \]

\[ \log \sigma_t^2 = \omega + \gamma \log e_{t-1}^2 + \delta \log \sigma_{t-1}^2 + \sum_{l=1}^{L} c_l \hat{\xi}_{l,t-1}, \]

where $e_t \sim WN(0,1)$ and $\hat{\xi}_{k,t}$ is the score of the $k$-th principal component of the functional PC representation of $x_t$.

**Remark 2.** To ensure the stationarity of our process, we restrict our parameters as follows:

- $|\alpha + \beta| < 1$
- $|\gamma + \delta| < 1$

Additionally, we employ the following assumptions:

- We force past volatility to influence present volatility positively, so we choose $\gamma > 0$. (see Francq et al. (2013).)
- Past errors should positively influence present volatility, leading to the choice $\delta > 0$. 
We estimate the ARMA(1,1)-FunX parameters by means of non-linear least squares using the function `armaxfilter` from the MFE toolbox by Kevin Sheppard. The conditional working distribution of the logarithmic GARCH(1,1)-FunX is given by:

\[
\epsilon_t | \mathcal{F}_{t-1} \sim N(0, \exp(\omega + \gamma \log \epsilon_{t-1}^2 + \delta \log \sigma_{t-1}^2 + \int_0^M \rho(m) \epsilon_{t-1}(m) \, dm)),
\]

where \( \mathcal{F}_{t-1} \) denotes the information set consisting of past returns plus yield curve differences at \( t-1 \).

The Gaussian quasi-log-likelihood is then given by:

\[
l(\epsilon, x; \omega, \gamma, \delta, \rho) = -\frac{1}{2} \sum_{t=2}^{T} \left( \sigma_t^2 + \epsilon_t^2 \right),
\]

where \( \epsilon \) is the vector of estimated errors from the ARMA(1,1)-FunX estimation and \( x \) is the “matrix” of yield curve differences.

Drawing the attention to the integrals in our model equations, we want to find finite representations of these infinite-dimensional terms. Employing the results of Section 3.1, we are able to estimate the integrals in our model equation, which are of the form\(^2\):

\[
\int_0^M \lambda(s) \gamma_j(s) \, ds.
\]

To simplify notation, we write \( x_t \) instead of \( x_{t-1} \).

\(^2\) To simplify notation, we write \( x_t \) instead of \( x_{t-1} \).
Moreover, since $\mu = \mathbb{E}(x_t)$ is assumed to be constant for all $t \in T$, we have:

$$\sum_{k=1}^{K} \xi_{k, t} b_k + \text{const},$$

where the estimators $\hat{\xi}_{k, t}$ of $\xi_{k, t}$ are obtained as described in Section 3.1.

As a consequence, the task of estimating the infinite-dimensional integral (4) translates into estimating $b_1, \ldots, b_k$. Moreover, note that estimating the return $r_t$ for a centered process $x_t$ or a possibly uncentered process $x_t$ only differs in the constant $\alpha_0$ or $\omega$ respectively in our model. Therefore, we can assume w.l.o.g. that $\mu = \mathbb{E}(x_t) = 0$. For a centered process $x_t$, we have const. = 0.

All in all, estimating our model Definition 1 simplifies to estimating the coefficients from the basic ARMA- and GARCH-parts and further $K + L$ parameters for the integral parts, where $K, L$ can be chosen arbitrarily according to the application.

4. Results

In this section, we present an application of the model introduced in Section 3.2 to VaR forecasting for the EURUSD exchange rate.

4.1. Model Fit

We start by considering the model fit of our new ARMAFunX-GARCHFunX setup taking a classical ARMA-GARCH and an ARMAX-GARCHX with just the 2y-yield differential as the exogenous variable and Gaussian errors for both as benchmarks. Table 1 shows the parameter estimates for all three models. To assess the models’ convergence, which was discussed in Section 3.2, we carried out a simulation study; For each setup, we simulated 10,000 paths of length 2903 using the initially estimated parameters and re-estimated these based on each path. Table 1 now additionally contains the means of these bootstrapped estimates and 95%-confidence intervals.

Considering the latter, we found that apparently the 2y-yield differential has no significant effect on the ARMAX-GARCHX setup, contradicting the industry’s common belief.\(^3\) However, for the functional setup, the situation looks much brighter even though there are parts without significance, as well. To reduce dimensionality and ensure the models’ stabilities, we set all non-significant parameters (expect the intercepts) to zero and re-estimated all setups, which led to Table 2.\(^4\) By evaluating the models’ in-sample fit via AIC and BIC (Table 3), it can directly be seen that the ARMAFunX-GARCHFunX exhibited the lowest AIC and BIC, i.e., fit the data best, with the 2y-ARMAX-GARCHX coming in second. Restricting the models to significant parameters only (Table 4) improved the fit for all models, but the 2y-ARMAX-GARCHX.

\(^3\) Traces of this assumption are scattered all over the Internet, but we restrain from quoting web pages.

\(^4\) Note that we will work with the full models in the following, as explained in Section 4.2.
### Table 1. Parameter estimates, bootstrapped means and bootstrapped 95%-confidence intervals using 10,000 simulated paths of length 2903.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_0)</td>
<td>1.12 \times 10^{-5}</td>
<td>3.34 \times 10^{-5}</td>
<td>[−5.12 \times 10^{-4}, 6.06 \times 10^{-4}]</td>
<td>1.21 \times 10^{-5}</td>
<td>1.59 \times 10^{-5}</td>
<td>[−1.71 \times 10^{-4}, 2.22 \times 10^{-4}]</td>
<td>2.02 \times 10^{-5}</td>
<td>2.08 \times 10^{-5}</td>
<td>[−3.24 \times 10^{-4}, 3.65 \times 10^{-4}]</td>
</tr>
<tr>
<td>(a)</td>
<td>6.09 \times 10^{-1}</td>
<td>1.51 \times 10^{-3}</td>
<td>[−9.37 \times 10^{-1}, 9.41 \times 10^{-1}]</td>
<td>5.82 \times 10^{-1}</td>
<td>5.10 \times 10^{-1}</td>
<td>[−1.99 \times 10^{-1}, 8.34 \times 10^{-1}]</td>
<td>4.05 \times 10^{-1}</td>
<td>4.03 \times 10^{-1}</td>
<td>[3.09 \times 10^{-1}, 4.91 \times 10^{-1}]</td>
</tr>
<tr>
<td>(β)</td>
<td>−6.09 \times 10^{-3}</td>
<td>−1.90 \times 10^{-3}</td>
<td>[−9.43 \times 10^{-3}, 9.38 \times 10^{-3}]</td>
<td>−6.11 \times 10^{-1}</td>
<td>−5.41 \times 10^{-1}</td>
<td>[−8.57 \times 10^{-1}, 1.60 \times 10^{-1}]</td>
<td>−4.23 \times 10^{-1}</td>
<td>1.62 \times 10^{-1}</td>
<td>[−9.67 \times 10^{-2}, 1.02 \times 10^{-1}]</td>
</tr>
<tr>
<td>(b_1)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>−1.48 \times 10^{-3}</td>
<td>−1.47 \times 10^{-3}</td>
<td>[−2.33 \times 10^{-3}, −9.54 \times 10^{-4}]</td>
<td>−1.28 \times 10^{-2}</td>
<td>−1.48 \times 10^{-3}</td>
<td>[−8.93 \times 10^{-3}, 6.21 \times 10^{-3}]</td>
</tr>
<tr>
<td>(b_2)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>−1.46 \times 10^{-4}</td>
<td>−1.80 \times 10^{-4}</td>
<td>[−1.91 \times 10^{-3}, 1.48 \times 10^{-3}]</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
<tr>
<td>(b_3)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>6.80 \times 10^{-4}</td>
<td>6.77 \times 10^{-4}</td>
<td>[−1.91 \times 10^{-3}, 3.27 \times 10^{-3}]</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
</tbody>
</table>

### Table 2. Parameter estimates, bootstrapped means and bootstrapped 95%-confidence intervals using 10,000 simulated paths of length 2903 restricting the models from Table 1 to significant parameters only.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
<th>Estimate</th>
<th>Mean</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_0)</td>
<td>3.18 \times 10^{-3}</td>
<td>3.56 \times 10^{-5}</td>
<td>[−4.44 \times 10^{-4}, 5.05 \times 10^{-4}]</td>
<td>3.19 \times 10^{-3}</td>
<td>3.27 \times 10^{-3}</td>
<td>[−3.50 \times 10^{-4}, 4.06 \times 10^{-4}]</td>
<td>3.11 \times 10^{-3}</td>
<td>3.04 \times 10^{-3}</td>
<td>[−3.97 \times 10^{-4}, 4.55 \times 10^{-4}]</td>
</tr>
<tr>
<td>(a)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
<tr>
<td>(β)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
<tr>
<td>(b_1)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>−1.21 \times 10^{-3}</td>
<td>−1.21 \times 10^{-3}</td>
<td>[−2.06 \times 10^{-3}, −3.63 \times 10^{-4}]</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
<tr>
<td>(b_2)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
<tr>
<td>(b_3)</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
<td>− − −</td>
</tr>
</tbody>
</table>

\(ω\) \(γ\) \(δ\) \(c_1\) \(c_2\) \(c_3\)
4.2. VaR Backtesting

In the next step, we wanted to assess the out-of-sample-fit of our setups and investigate further whether the yield curve differential can effectively improve risk forecasts for the EURUSD exchange rate. For computational simplicity and to ensure better comparability, we shall from now on work with the full models depicted in Table 1 to avoid identifying the best model for each window separately. In particular, we shall apply the well-known methods from Christoffersen (1998).6

Now, using a 500-day rolling window, we estimate the full models from Table 1 and calculate one-day ahead VaR forecasts via:

$$\hat{\text{VaR}}_{t-1}(p) = \hat{\mu}_t + \Phi^{-1}(p)\hat{\sigma}_t$$

for $1 - p \in \{99\%, 97.5\%, 95\%\}$, the standard normal cumulative distribution function $\Phi$ and with $\hat{\mu}_t$ being the estimated mean obtained from the ARMA parts and $\hat{\sigma}_t$ the volatility estimated via GARCH, respectively.

This leaves us with 2404 VaR forecasts for each model. Table 5 depicts the percentage of violations and the likelihood ratio tests for unconditional coverage, independence and conditional coverage as proposed by Christoffersen (1998). Figure 4 shows the standard 5%-VaR forecasts compared to the actual log-returns for all three models.

---

The peculiarity of having a higher logL for the nested model in comparison to the full model of Table 3 arises due to using a two-step procedure instead of estimating jointly.

Although, since then, various alternative backtests have been established as, e.g., in Ziggel et al. (2014) or Wied et al. (2016). However, such new approaches would deviate too much from the core idea of the present paper, which is why we stick to the classical procedure of Christoffersen (1998).
The independence test (ind) checks for the independence of violations or detects clustering, respectively. Finally, there is the conditional coverage (cc) test that compares the empirical percentage of violations and tests the hypothesis that the empirical percentage of violations is equal to the expected percentage. In this case, we use the unconditional coverage test (uc) as well, which assumes the independence of the violations and tests the hypothesis that the empirical percentage of violations is equal to the expected percentage as the unconditional coverage test does, but considers a possible dependence structure of the violations. We may treat it as a combination of the former two tests.

The statistics LR\textsubscript{uc} and LR\textsubscript{ind} for the uc test and the ind test are $\chi^2$-distributed with one degree of freedom, whereas the LR\textsubscript{cc}, the one for the cc test, is $\chi^2$-distributed with two degrees of freedom.

Table 5. VaR prediction performance with a window size of 500 days for ARMA-GARCH, ARMAFunX-GARCHFunX and 2y-ARMAX-GARCHX for $1 - p \in \{99\%, 97.5\%, 95\%\}$. Bold numbers denote significant values at the 5%-level.

<table>
<thead>
<tr>
<th>Model</th>
<th>p</th>
<th>% Viol.</th>
<th>LR\textsubscript{uc}</th>
<th>LR\textsubscript{ind}</th>
<th>LR\textsubscript{cc}</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARMA-GARCH</td>
<td>1%</td>
<td>$1.46 \times 10^{-02}$</td>
<td>$4.42 \times 10^{00}$</td>
<td>$1.03 \times 10^{00}$</td>
<td>$5.49 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>$2.79 \times 10^{-02}$</td>
<td>$7.84 \times 10^{-01}$</td>
<td>$6.19 \times 10^{-01}$</td>
<td>$1.46 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>$5.20 \times 10^{-02}$</td>
<td>$1.99 \times 10^{-01}$</td>
<td>$4.15 \times 10^{-01}$</td>
<td>$3.48 \times 10^{-01}$</td>
</tr>
<tr>
<td>ARMAFunX-GARCHFunX</td>
<td>1%</td>
<td>$1.50 \times 10^{-02}$</td>
<td>$5.21 \times 10^{00}$</td>
<td>$1.10 \times 10^{00}$</td>
<td>$6.34 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>$2.83 \times 10^{-02}$</td>
<td>$1.02 \times 10^{00}$</td>
<td>$3.96 \times 10^{00}$</td>
<td>$5.04 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>$5.07 \times 10^{-02}$</td>
<td>$2.82 \times 10^{-02}$</td>
<td>$7.21 \times 10^{00}$</td>
<td>$7.34 \times 10^{00}$</td>
</tr>
<tr>
<td>2y-ARMAX-GARCHX</td>
<td>1%</td>
<td>$1.58 \times 10^{-02}$</td>
<td>$6.96 \times 10^{00}$</td>
<td>$1.22 \times 10^{00}$</td>
<td>$8.21 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>$2.83 \times 10^{-02}$</td>
<td>$1.02 \times 10^{00}$</td>
<td>$5.66 \times 10^{-01}$</td>
<td>$1.65 \times 10^{00}$</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>$5.20 \times 10^{-02}$</td>
<td>$1.99 \times 10^{-01}$</td>
<td>$1.23 \times 10^{00}$</td>
<td>$1.53 \times 10^{00}$</td>
</tr>
</tbody>
</table>

In the following, we briefly recall the basic idea of these statistics.

- Firstly, we have the unconditional coverage (uc) test, which assumes the independence of the violations and tests the hypothesis that the empirical percentage of violations is equal to the expected percentage.
- The independence test (ind) checks for the independence of violations or detects clustering, respectively.
- Finally, there is the conditional coverage (cc) test that compares the empirical percentage of violations and the expected percentage as the unconditional coverage test does, but considers a possible dependence structure of the violations. We may treat it as a combination of the former two tests.
- The statistics LR\textsubscript{uc} and LR\textsubscript{ind} for the uc test and the ind test are $\chi^2$-distributed with one degree of freedom, whereas the LR\textsubscript{cc}, the one for the cc test, is $\chi^2$-distributed with two degrees of freedom.

Summing things up, Table 5 does not show an improvement in using the yield curve data, apart from the 5%-VaR, where our functional model delivers a better unconditional coverage statistics than the benchmark, which in this case means that the expected and the empirical numbers of violations are very close. Even then, the ARMAXFunX-GARCHFunX exhibits a clustering of violations and therefore a worse independence test and conditional coverage test statistics.

As mentioned before, the LR\textsubscript{cc} can be seen as a combination of the LR\textsubscript{uc} and the LR\textsubscript{ind}. Therefore, in most cases, LR\textsubscript{cc} had a high value whenever LR\textsubscript{uc} had one as well. The exceptions were the cases in which the independence test statistics was unusually high. High values of LR\textsubscript{ind} hinted towards a clustering of violations. This phenomenon can especially be observed at the 5%-VaR from the ARMAFunX-GARCHFunX, where the unconditional coverage test statistics was rather small and well below the significance level, but because of the clustering, we had a significant LR\textsubscript{cc}.

Finally, we want to note that we carried out robustness checks regarding the actual number of principal components for the functional setup. We experienced an increase of clustering of violations while adding more principal components to our model, with the change from two to three principal components having the biggest impact on the LR\textsubscript{ind}. Note that, since LR\textsubscript{cc} can be seen as a combination of LR\textsubscript{uc} and LR\textsubscript{ind}, this influenced the conditional coverage, as well. This phenomenon appeared to be capped at three principal components, which was observable in particular for the 5%-VaR. Interestingly, using two principal components instead of just one achieved worse results for all $p \in \{1\%, 2.5\%, 5\%\}$. The performances of the models with three and four principal components did not differ much, apart from a noticeably smaller LR\textsubscript{ind} for the 2.5%-VaR. Finally, we want to point out that our model, which used three principal components, had the smallest LR\textsubscript{uc} for the 5%-VaR compared to incorporating 1, 2 or 4 principal components.
Consequently, we can further confirm that employing yield curve information seemed to be able to improve VaR forecasting for FX rates in some situations.

Figure 4. ARMA-GARCH, ARMAFunX-GARCHFunX, 2y-ARMAX-GARCHX: 1-day prediction: 5%-VaR.

5. Discussion

This paper introduces a new approach in implementing macroeconomic data, in particular yield curve information in FX rate models. As we have shown in detail in Section 1, the general idea of such an approach can be found throughout the literature. However, according to the efficient market hypothesis, interest rate differentials cannot be used for forecasting FX rates in a sensible fashion. We do not argue this and will not delve into a discussion about the failure of the uncovered interest rate parity. Therefore, we utilize our ARMAXFunX-GARCHFunX for forecasting risk, in particular the VaR of the EURUSD rate.
The way our model sticks out and improves on older approaches is the use of functional principal component analysis to implement the whole shape of the yield curve as an exogenous variable.

Applying principal components in this way has been done in a similar fashion before. We refer to Fuest and Mittnik (2015), who presented the GARCH-FunXL model and used the functional approach to model asset price volatility. The information contained in the stock exchange’s limit order book is extracted by means of functional principal component analysis, and its impact on asset price volatility is analyzed. The work in Fuest and Mittnik (2015) reported an improved forecasting performance compared to models without liquidity impact.

We extend their GARCH-FunXL setup by allowing for an additional ARMAXFunX part and invoke this more generalized setup to forecast the VaR of FX rates.

The data used for our yield curves consist of overnight index swaps on the EONIA and the EONIA for shortest maturity and the US treasury yields, with the Fed Funds rate for the shortest maturity. Interpolation and taking differentials gives us the data matrix of the yield curve differentials used for our analysis. We transform this matrix of yield differentials into functional data, which means that we get a stochastic process \((x_t)_{t \in T}\), where each \(x_t\) maps maturities to yields. The theory for functional principal component analysis, which is needed to understand the basic idea of the model, is introduced in Section 3.

Although our functional model exhibits clustering of violations, we experienced a smaller unconditional coverage statistics for the 5%-VaR, which means that the estimated number of violations was very close to the expected number. Summing up, we confirm that employing yield curve information is able to improve VaR forecasting for FX rates in some situations. This established connection between yield curve data and FX risk goes with the findings in the literature: Dominguez (1998) modeled FX rate volatility via a GARCH(1,1) setup that incorporated, among other variables, overnight index rate differentials corresponding to the FX rates in question as exogenous variables, an approach similar to ours, and found the interest rate differentials to have a significant impact on FX rate volatility. We further mention Neely (1999), who analyzed the connection of realignment and conditional volatility in target zone exchange rate systems via a jump-diffusion GARCH model, where they used interest rate differentials and a proxy for the domestic yield curve to model a country-specific realignment probability or jump probability. Letting the jump-intensity vary with dependence on the interest rates in this way allows the model to detect realignments before they happen. With this setup, the precision of forecasts can be improved. As for a connection between macroeconomic volatility and FX rate volatility, we recall Morana (2009). He used principal component analysis to extract the relevant factors for macroeconomic volatility and FX rate volatility, respectively, and showed that there is an influence from macro to FX, especially for the long-term. Among other macro variables, he used short-term interest rates, in particular three-month government bills. An improvement in out-of-sample forecasting performance, using this setup, was reported. This result supports our findings, since we confirm that the yield curve information contains valuable information for forecasting FX rate volatility, which is confirmed by Dunis and Huang (2002), as mentioned in the Introduction. Finally, we mention Bauwens and Sucarrat (2010), who compared the forecasting performance of several models of exchange rate volatility in the GETS (general-to-specific) approach and did find evidence of an improvement by the inclusion of macro variables, such as interest rates.

Summing up, this points towards an influence of macroeconomic or, in particular, yield curve data on modeling FX risk. One property that most basic models of FX rates or FX rate volatility share though is that an increase in the exogenous information used always leads to a higher number of variables. Implementing the exogenous data as functional data and using the power of functional

---

7 We also take daily differences to ensure the stationarity of our yield curve process.
principal component analysis allow us to contain almost all of the information contained within any
dataset by about three principal components, no matter the size of the matrix.

Coming to a conclusion, we find that the ARMAXFunX-GARCHFunX enriches the family of
ARMAX-GARCHX models by allowing the implementation of the information contained in a data
matrix via its principal components or its principal component scores, respectively, no matter how big
it is or, in our case, how many maturities we want to implement, a feature that is, as we have seen,
desirable when modeling and forecasting exchange rate volatility.

However, when it comes to actually using our newly-proposed forecasting setup, we see just
some minor improvements on a classical ARMAX-GARCHX benchmark containing just the 2y-yield
as the exogenous variable for, e.g., the 5%-VaR unconditional coverage, but are not able to detect a
more general advantage of the functional setup. However, considering different lags and (fat-tailed)
error distributions might be a fruitful start for future research in this area and might justify the usage
of, for example, more maturities, as discussed above.

Furthermore, we want to stress the fact that the data in the present study are based on first-step
estimates of the yield curve, which are evaluated at a rather small number of maturities. Recall the
construction of our yield curves: The EUR- and the US-yield curves were equivalently constructed by
using the available data as presented in Section 2 as follows. For each observation date, we used the
available data points (maturities) as nodes for spline interpolation. With this procedure, a yield curve
consisting of 121 maturities for EUR, as well as for the US is obtained. Taking the componentwise
difference of both yield curves, which are basically data matrices, we acquire the yield curve differential
of the EUR- and the US-yield curve.

Such estimates might be over-simplifying in the present context. Using the primary information
on the YTMs of single securities underlying the curve estimates, additional modes of variation may be
uncovered that are potentially useful to predict FX returns.
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