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Exploiting ergodicity in forecasts of corporate
profitability∗

Philipp Mundt† Simone Alfarano‡ Mishael Milaković§

Abstract

Theory suggests that competition tends to equalize profit rates through the pro-
cess of capital reallocation, and numerous studies have confirmed that profit rates
are indeed persistent and mean-reverting. Recent empirical evidence further shows
that fluctuations in the profitability of surviving corporations are well approximated
by a stationary Laplace distribution. Here we show that a parsimonious diffusion
process of corporate profitability that accounts for all three features of the data
achieves better out-of-sample forecasting performance across different time horizons
than previously suggested time series and panel data models. As a consequence of
replicating the empirical distribution of profit rate fluctuations, the model prescribes
a particular strength or speed for the mean-reversion of all profit rates, which leads
to superior forecasts of individual time series when we exploit information from the
cross-sectional collection of firms. The new model should appeal to managers, an-
alysts, investors and other groups of corporate stakeholders who are interested in
accurate forecasts of profitability. To the extent that mean-reversion in profitability
is the source of predictable variation in earnings, our approach can also be used in
forecasts of earnings and is thus useful for firm valuation.
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Keywords: Return on assets, stochastic differential equation, Fokker-Planck equa-
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1 Introduction
Accurate forecasts of profitability are relevant for investment decisions and provide valu-
able information for investors, managers, and other groups of corporate stakeholders.
Since refined estimates of profitability improve firm valuation, they are also of interest
to financial analysts and traders.1 Competition tends to equalize profit rates, or in more
modern parlor the return on assets (ROA),2 through the process of capital reallocation
that is subject to all types of real frictions. So it is not overly surprising that profit
rates are to some extent predictable in the sense that their time series are persistent and
mean-reverting (e.g. Nissim and Penman, 2001; Stigler, 1963), which is also true for other
accounting ratios such as measures of leverage, liquidity, and operating efficiency (Gal-
lizo et al., 2008). What sets profit rates apart is that their cross-sectional distribution
is stationary for surviving corporations and well approximated by a symmetric Laplace
density (Mundt et al., 2016). Here we show that a parsimonious diffusion process (or
stochastic differential equation) that accounts for all the above statistical regularities in
corporate ROA, first suggested by Alfarano et al. (2012), outperforms previously proposed
time series and panel data models in terms of their out-of-sample forecasting performance
across different time horizons. To the best of our knowledge, the diffusion process is
the only model so far that is consistent with both the persistent mean-reversion of indi-
vidual ROA time series and the cross-sectional distribution of ROA. It is probably best
understood as a reduced-form model of economic frictions in the process of capital real-
location, and its distinct feature is that it dictates a precise constraint on the strength of
mean-reversion that is derived from the observed cross-sectional distribution.

Our main idea is to exploit the notion of ergodicity in the profitability of surviving
corporations. Ergodicity refers to a situation where the unconditional moments of indi-
vidual time series converge to the moments of the stationary cross-sectional distribution.
Put differently, if a system is ergodic then the cross-sectional outcome at a given point in
time will convey the same statistical information as the time series of individual destinies;
in the natural sciences such a situation is often referred to as a statistical equilibrium (see,
e.g., Garibaldi and Scalas, 2010). This is particularly helpful when the number of cross-
sectional observations (here several hundred surviving corporations) is larger than the
number of observations in the time domain (here several decades of annual data for indi-
vidual corporations). Our gains in predictive performance therefore originate essentially
from exploiting ergodicity both with respect to the law of large numbers, and with respect
to the conscientious specification of mean-reversion in individual profit rate series that is
prescribed by their cross-sectional distribution. The notion of ergodicity is generally only
sensible for surviving entities because in the presence of ruin or corporate death it does
not make sense to postulate that cross-sectional or ensemble averages are representative
of the time series averages of individual entities (see, e.g., Peters and Gell-Mann, 2016;
Taleb, 2018). The focus on surviving corporations is, however, less restrictive than it
seems at first. After all, if one is not willing to part with concerns of survivorship bias,
our results can simply be stated as being conditional on survival. Yet the vast majority of
corporate “deaths” are actually caused by transfers of ownership and not by bankruptcy
and liquidation, which historically account for a very small fraction of corporate mortal-

1The well-known residual income methodology, first suggested by Ohlson (1995) and Feltham and
Ohlson (1995), argues that estimates of firm value obtained from (abnormal) earnings are preferable to
expected future dividends (see also, for example, the survey by Richardson et al., 2010). Since changes
in profitability convey information about changes in earnings (Fama and French, 2000; Freeman et al.,
1982), better forecasts of profitability should lead to more accurate forecasts of earnings and thus improve
valuation.

2In the following we use the terms profitability, profit rate, and return on assets interchangeably.
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ity (Daepp et al., 2015). Survivors accordingly carry an enormous amount of incorporated
capital through time and also represent macroeconomically crucial “granular” entities in
the jargon of Gabaix (2011), making them a worthwhile object of study in their own right.

The reasons for the predictive superiority of our diffusion model are threefold.
First, the model is consistent with the empirical Laplace distribution of profit rates, so
small deviations around the mean and extreme events occur more often than in models
that lead to counterfactual normal distributions. Second, the model is also consistent with
the autocorrelation structure of the data that exhibits a particular asymptotic exponential
decay, as shown by Mundt et al. (2016). Compared to standard first order autoregressive
models, or the Ornstein-Uhlenbeck process as their continuous time analog, our process
implies a distinct adjustment towards the average rate of profit that also improves fore-
casting performance. Third, Mundt et al. (2018) present evidence that individual firm
characteristics are almost negligible for the dynamics of profitability once the entity has
survived in the market for an extended period of time, pointing to the existence of a
common law of motion governing the profitability of long-lived firms that enables us to
exploit the ergodic property in the first place.

We employ the test for superior predictive ability (SPA) by Hansen (2005) and the
model confidence set (MCS) by Hansen et al. (2011) to evaluate the forecasting perfor-
mance of our diffusion process against the Ornstein-Uhlenbeck process, more conventional
time-series models from the mixed autoregressive integrated moving average (ARIMA)
family, and structural and dynamic panel models. In order to distinguish the effect of
the diffusion’s particular mean-reversion from efficiency gains that originate in the use of
panel data, we start out by comparing the forecasting performance of a set of time series
models with firm-specific parametrizations that do not make use of cross-sectional infor-
mation. In this setting our diffusion outperforms alternative time series models such as
the Ornstein-Uhlenbeck process, ARIMA models, and the random walk. The finding that
our model outperforms these conventional models testifies to the predictability of ROA
and the more accurate adjustment mechanism in our model, and it reflects negatively
on the so-called persistence of profits literature (see, e.g., Geroski and Jacquemin, 1988;
Gschwandtner, 2005; Mueller, 1977, 1990; Waring, 1996), which draws heavily on differ-
ent types of autoregressive models in their studies. In light of the leptokurtic profit rate
distribution, the latter are clearly misspecified and accordingly lead to inferior forecasting
performance. Moreover, the Ornstein-Uhlenbeck process as their continuous time analog
assumes that the drift towards the average profit rate is stronger the larger the difference
from the mean in either direction, as reported by Fama and French (2000) for a mixed
sample of firms with different life spans. Our findings indicate that this is not the case for
long-lived corporations, testifying to crucial differences in the dynamics of profitability
between surviving and shorter-lived corporations.3 Next we show that the dynamics of
profitability are remarkably homogeneous across surviving firms. In particular, our diffu-
sion model exhibits the best forecasting performance when parametrized with estimates
of average profitability and dispersion that are obtained from the cross-sectional profit
rate distribution. We interpret this as an imprint of ergodicity because the dynamics of
all surviving firms follow the same stochastic law that is derived from the cross-sectional
return distribution. Such uniformity is not observed for other dimensions of firm behav-
ior, for instance firm size or growth rates therein; Geroski et al. (2003) report that hardly

3Even for shorter-lived firms the distribution of profit rates is not Gaussian. Instead, it is more
accurately described by an asymmetric exponential power distribution with a “super-Laplacian” left tail
that is fatter than that of a Laplace distribution (see, for example, Alfarano et al., 2012; Scharfenaker
and Semieniuk, 2016). Fagiolo et al. (2008) also report evidence for “super-Laplacian” distributions in
the context of GDP growth rates.
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any firm displays systematic growth patterns and that firms do not show any tendency
to converge to a common size or to a stationary size distribution, not even in the long-
run. In a similar vein, Machado and Mata (2000) cast doubts on the validity of Gibrat’s
law, which postulates the existence of a common law of motion governing the growth
process of all firms. Their study stresses the effect of industry characteristics on growth,
which is at odds with the existence of a common mechanism for all companies. Finally
we show that alternative models that build on cross-sectional information for parameter
estimation, like the structural partial adjustment model introduced by Fama and French
(2000) or the dynamic panel models employed by Fairfield et al. (2009), which do not pay
attention to the distribution of profit rates, produce on average larger forecast errors than
our methodology, especially for longer forecasting horizons where the effect of the correct
adjustment mechanism towards average profitability becomes more pronounced.

Despite the appealing statistical properties of the return on assets, the majority of
existing papers (mostly in the accounting and finance literature) deals with the modeling
and forecasting of earnings as an alternative measure of firm performance. A plethora of
contributions from the early literature in this field explores the time-series properties of
earnings and concludes that earnings follow a random walk or martingale process, sug-
gesting that the best prediction is simply the last observation (see, e.g., Ball and Watts,
1972; Lintner and Glauber, 1978; Little, 1962). The forecasting capacity of different fla-
vors of time series (mixed autoregressive (integrated) moving average) models on earnings
has been investigated by, for example, Albrecht et al. (1977); Brown and Rozeff (1979);
Callen et al. (1993); Collins and Hopwood (1980); Foster (1977); Griffin (1977); Looka-
bill (1976); Watts and Leftwich (1977) while, more recently, Hou et al. (2012) propose a
cross-sectional model to forecast the earnings of individual firms. In the research field of
corporate profitability, the majority of extant studies employs structural models. Fairfield
et al. (1996) analyze the predictive content of several earnings components on the return
on equity, such as operating earnings, non-operating earnings and taxes, and special items,
finding that disaggregation improves the forecasting accuracy relative to models that use
a higher level of aggregation. In a similar vein, Fairfield and Yohn (2001), Soliman (2008),
and Bauman (2014) use the DuPont methodology to decompose ROA into the product of
asset turnover and profit margin, arguing that changes in asset turnover and profit margin
contain information on the change in ROA. More closely related to our approach, several
papers employ cross-sectional profitability forecasting models. Fairfield et al. (2009) pre-
dict the return on equity and net operating assets by means of dynamic panel models,
while Evans et al. (2017), Fama and French (2000), and Allen and Salim (2005) conduct
forecasting analysis on profitability using two stage partial adjustment models. Similar to
our approach, these models rely on cross-sectional data to predict changes in ROA. Con-
trary to our model, however, these approaches build on fundamental measures of expected
(and thus unobservable) profitability, while our model merely depends on the (observable)
history of realized ROA. Yet, the most crucial difference between these models and our
methodology is that the former approaches do not take into account the Laplacian nature
of profit rate fluctuations.

As the starting point of our methodology is the empirical distribution of firm profit
rates from which we subsequently derive a time series model for the dynamics of prof-
itability, our work also relates to the broader body of work focusing on the identification
of robust distributional regularities in key economic variables besides firm profit rates.
Popular recent examples in the literature include the distribution of firm size (Axtell,
2001; Stanley et al., 1995), firm growth rates (Bottazzi and Secchi, 2003a,b, 2006; Stanley
et al., 1996), income (Reed, 2001, 2003; Toda, 2012), consumption (Toda, 2017; Toda and
Walsh, 2015, 2017), and GDP growth rates (Fagiolo et al., 2010, 2008). Our approach to
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Table 1: Sample composition by sector.

Division SIC codes Number of firms

Mining 10-14 19
Construction 15-17 7
Manufacturing 20-39 251
Transportation and public utilities 40-49 79
Wholesale trade 50-51 16
Retail trade 52-59 28
Finance, insurance, and real estate 62-67 39
Services 70-89 36

Total 465

Note: Firms are classified according to the business segment that provided the highest revenue at the
end of 2016.

construct a statistical model conditional on such a regularity might, therefore, also prove
useful in other applications.

The remainder of this paper is organized as follows. Section 2 describes the data,
section 3 outlines the forecasting design, section 4 presents the diffusion model and its
competitors, section 5 reports the main results, and section 6 discusses the results and
concludes.

2 Data
The dataset for this study is obtained from Thomson Reuters and builds on firms’ annual
financial statements as reported in the Datastream Worldscope Database. Worldscope
includes publicly quoted companies and provides the best coverage and longest history
of data for developed markets in North America, where the earliest information is avail-
able for 1980. Since this investigation aims at long-lived firms, our focus will be on US
companies that were listed on the stock exchange in 1980 and still existed in 2016. This
condition is met by 465 entities operating in virtually all sectors of the US economy as
shown in Table 1.4 While it is statistically desirable to select firms with a long his-
tory of data in order to maximize the number of observations, the reason for considering
surviving corporations goes beyond technical considerations. The selection of long-lived
firms is inevitable if we want to exploit the notion of ergodicity. Mean-reversion to a sys-
temic rate of profit implies that (conditional on survival) a firm’s abnormally high profit
rate will eventually be eroded, while a firm currently operating below the economy-wide
average will eventually increase its profitability. This can be thought of as a sort of auto-
pilot mode for surviving firms, a mechanism that is well captured by our reduced-form
model. Therefore, the ergodic property of our process, which turns out to be the key
element in enhancing the forecasting power, is inherently related to the analysis of sur-
viving corporations. From an economic point of view these firms are an interesting object
of study in themselves, as they are often very large along many dimensions of corporate
size. The sample used for the present investigation contains more than 200 entities that
are listed on the Forbes Fortune 500 list. Given that the gross revenues of the largest 500
US corporations corresponded to approximately 73 percent of US nominal GDP in 2016,
their impact on the overall economy is everything but negligible; according to Gabaix’s

4Following common practice we have merely excluded SIC codes 60 and 61, that is banks, because
their total assets are on average one order of magnitude larger than what we observe in any other industry,
while their ROA is one order of magnitude smaller than the economy-wide average.
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Table 2: Summary statistics for the annual cross-sectional profit rate distribution of 465 surviving
corporations.

Year Mean SD Skewness Kurtosis Min Max

1980 0.1404 0.1054 2.5987 21.8771 -0.2581 0.9585
1981 0.1346 0.0948 3.4707 38.9219 -0.1765 1.2094
1982 0.1167 0.0873 0.7863 6.3490 -0.1421 0.5749
1983 0.1180 0.0912 1.3487 11.0316 -0.1915 0.7362
1984 0.1274 0.0783 0.7388 6.4997 -0.1367 0.5687
1985 0.1156 0.0813 0.9776 7.7064 -0.1392 0.6072
1986 0.1022 0.0904 0.1879 7.8897 -0.2771 0.6466
1987 0.1049 0.0851 -0.9026 15.1670 -0.5934 0.5220
1988 0.1083 0.0786 -0.7545 10.7735 -0.4856 0.3465
1989 0.1094 0.0716 0.2402 4.4222 -0.1739 0.3855
1990 0.1028 0.0720 -0.0825 6.3725 -0.3135 0.3931
1991 0.0929 0.0698 0.2087 5.5108 -0.2191 0.4282
1992 0.0948 0.0695 0.4686 5.1601 -0.1655 0.4052
1993 0.0977 0.0672 0.6985 5.7377 -0.1413 0.4220
1994 0.1021 0.0762 -0.3997 11.8677 -0.3714 0.4906
1995 0.1063 0.0751 -0.6523 11.1028 -0.4347 0.4531
1996 0.1066 0.0715 0.0089 6.7887 -0.2435 0.4478
1997 0.1090 0.0750 0.1457 9.0870 -0.2950 0.5896
1998 0.1060 0.0707 0.0597 7.6218 -0.2895 0.4689
1999 0.1032 0.0708 0.2700 5.1047 -0.1854 0.3948
2000 0.1021 0.0805 1.1918 12.8212 -0.2278 0.7243
2001 0.0867 0.0824 2.2753 20.7323 -0.2310 0.8170
2002 0.0807 0.0876 0.3030 30.4418 -0.6976 0.8626
2003 0.0830 0.0822 0.3707 23.2613 -0.6107 0.7044
2004 0.0933 0.0799 2.1754 21.8261 -0.2157 0.8285
2005 0.0957 0.0847 -0.6400 16.1996 -0.5064 0.6448
2006 0.1015 0.0853 -0.0509 19.9470 -0.5756 0.7337
2007 0.0940 0.0935 -1.5832 22.8683 -0.7486 0.6888
2008 0.0854 0.1426 -9.7911 159.1250 -2.2566 0.5060
2009 0.0695 0.0922 -2.1709 23.6643 -0.8252 0.3883
2010 0.0876 0.0901 -2.7693 44.0697 -0.9420 0.6562
2011 0.0945 0.1040 -2.4650 80.4816 -1.2427 1.1218
2012 0.0904 0.1130 1.1152 58.6339 -0.9368 1.3831
2013 0.0915 0.1358 0.0064 120.2388 -1.6702 1.8288
2014 0.0915 0.0946 8.2241 129.9376 -0.1937 1.5689
2015 0.0840 0.1267 -1.4793 88.3218 -1.4924 1.5053
2016 0.0831 0.1070 -4.0337 81.9571 -1.3592 0.9532

“granular hypothesis” their idiosyncratic destinies are responsible for a major fraction of
aggregate fluctuations, making them a highly relevant and informative group of firms to
study.

We measure profitability in the conventional way, that is in terms of the annual
return on assets, computed as the ratio of the flow of operating income to the stock of
total assets. Table 2 provides summary statistics for the annual profit rate distributions.
They suggest that the cross-sectional profit rate distribution is fairly symmetric around
the mean. The year-by-year skewness statistics do not exhibit any clear pattern, indicat-
ing that neither negative nor positive skew is a universal feature of the data. Negative
realizations of the skewness statistic occur mainly during the last financial and banking
crisis, yet it turns out that this is due to extremely few observations. The annual cross-
sectional profit rate distributions exhibit considerable excess kurtosis, that is fatter tails
than the normal distribution, which is confirmed by the Anscombe and Glynn (1983) test
that clearly rejects the null hypothesis of zero excess kurtosis at any level of significance,
as shown in Table 9 of Appendix A; various goodness-of-fit tests reject the null hypothesis
of normally distributed profit rates for all except one of the 37 annual cross-sectional dis-
tributions at the five percent level. Altogether, these empirical observations support the
hypothesis of a symmetric leptokurtic profit rate distribution, which has previously been
found to approximately follow a double-exponential or Laplace distribution (see, e.g., Al-
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Figure 1: Violin plots of the estimated autocorrelation coefficients for the profit rate time series. Dashed
lines correspond to 95 percent asymptotic confidence intervals for zero autocorrelation.

farano and Milaković, 2008; Alfarano et al., 2012; Erlingsson et al., 2012). Turning to the
time-series properties, the autocorrelation coefficients that are plotted in Figure 1 suggest
that profit rates are positively correlated. This graphical impression is confirmed by the
Ljung and Box (1978) and Box and Pierce (1970) tests which both reject the null hypoth-
esis of zero autocorrelations in approximately 90 percent of cases at the five percent level.
Accordingly profit rates do not move erratically but appear predictable to some extent
due to the rich statistical structure and memory that we find in the data. Finally, we
have also tested for stationarity of individual profit rate time-series. Obviously such for-
mal testing is hampered by the rather small number of observations that are available in
the time domain and the fact that profit rates are positively autocorrelated, in particular
if the speed of adjustment is rather slow. Still, at the 5 percent level we cannot reject
the null hypothesis of (second order) stationarity in approximately 70 percent of cases
based on the Priestley and Rao (1969) test that considers time-variations in the Fourier
spectrum. It is worth noting that a similar frequency is observed for synthetic data of
the same length that are simulated from our diffusion process, and that the test easily
detects stationarity in simulated data as the length of the time-series is growing larger.
We take this to imply that the remaining, approximately 140, profit rate time series are
not necessarily non-stationary, and instead attribute this result to the limited power of
the test for small samples.5 In addition both the mean and standard deviation of the an-
nual cross-sectional profit rate distributions, reported in Table 2, exhibit remarkably small
fluctuations over time and point towards stationarity in the data from a distributional
perspective.

3 Forecasting procedure
To forecast profitability, we employ a rolling window scheme where we estimate a model in-
sample and use the fitted model to obtain out-of-sample predictions for forecast horizons

5This problem is also relevant for other popular stationarity tests, for instance those which test for
unit roots in autoregressions (see, e.g., the discussion in Cochrane, 1991). Notice that the process in
eq. (7) is stationary although it exhibits a unit root. Here the stationarity of the process comes from the
sign(·) function.
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Figure 2: Illustration of h step ahead forecasts with a rolling window. Red circles represent the in-sample
period (20 annual observations), while black circles illustrate the testing period (6 annual observations).
White circles represent unused data.

of up to 6 years ahead. The rolling window enables us to generate several predictions
for each forecast horizon from a single time-series, and it is less sensitive to effects in
single years than a fixed scheme because forecast errors are averaged across different time
periods. Since the SPA test that we will employ here does not allow parameters to be
estimated with a recursive scheme, we do not consider it here either and opt for the rolling
window instead.

3.1 Forecast design

To obtain and evaluate the forecasts, we split each time-series into two subsamples. The
first one consists of 20 annual observations and serves as an in-sample or training period
for parameter estimation, while the following 6 years are used as out-of-sample or testing
periods for forecast evaluation. Both the training and testing sample are then rolled
forward by adding one more recent observation and dropping one from the beginning of
the respective period, so that the number of observations of each of the two subsamples
remains constant. Hence, using the available data, we obtain a total of 12 predictions for
each forecast horizon h = 1, 2, . . . , 6 years for each firm. Figure 2 provides an illustration
of the rolling window scheme.

3.2 Forecast evaluation

The relative out-of-sample forecast accuracy of each model is evaluated by means of the
SPA test outlined in Hansen (2005). Unlike the popular Diebold and Mariano (1995)
test that examines whether two models exhibit equal predictive accuracy over the entire
out-of-sample period, or more refined testing frameworks that consider the time varia-
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tion in the models’ forecasting performance (Giacomini and Rossi, 2010), the SPA test
compares the forecasting error of a single (benchmark) model relative to the whole set of
competitors. It constitutes a refinement of the so-called reality check for data snooping
that has been suggested by White (2000), considering a studentized test statistic and a
sample-dependent null distribution as modifications. As an additional robustness check,
we also consider the model confidence set (MCS) proposed by Hansen et al. (2011) that
defines the set of superior models for which the null of equal predictive accuracy cannot
be rejected at a given level of significance. Both the SPA and MCS have been designed
for applications to time series data. Although neither of them relies on asymptotic theory
to obtain the null distribution, the presently available number of observations in the time
domain is too small to obtain sufficient variation in the bootstrap samples from which
the p-values are derived. Table 10 in appendix B provides Monte Carlo evidence that
supports this argument. For simulated time series with the same length as the empirical
data (T = 37 observations) the results reported in Panel A indicate that neither the SPA
nor the MCS test can identify the true data generating process unless we treat the cor-
rectly specified model preferentially by estimating its parameters from the cross-sectional
distribution. The latter leads to more pronounced differences between the best model
and the remaining processes and, therefore, to a higher number of correct identifications.
For smaller differences between the models, however, as they would naturally occur in
a fair comparison of either time series or cross-sectional models, the tests yield rather
inconclusive results. Yet, enlarging the sample size clearly facilitates the identification of
the data generating process.

As our investigation builds on a set of panel data for which the number of indi-
viduals in the cross-sectional sphere, N , exceeds the number of observations in the time
domain, T , by more than one order of magnitude, we attempt to bypass this small sample
problem by extending the bootstrap to the cross-sectional dimension as suggested by, for
example, Kapetanios (2008). Hence, we use all N · T observations for the computation of
average forecast errors and the derivation of the null distribution. The remainder of this
section introduces the testing methodology and explains our modification of the tests for
the present panel setting, beginning with the SPA test.

Hansen’s SPA test asks whether any alternative model is superior to a specific
benchmark model in terms of forecast accuracy. To this end, the test considers the null
hypothesis that the benchmark is not outperformed by any competing model in terms of
expected loss; let x denote the ex-post realized return on assets, and x̂ is the corresponding
forecast. Then,

dk ≡ L(x, x̂0)− L(x, x̂k) (1)

quantifies the loss of competing model k = 1, . . . ,m relative to the benchmark model
0, where L denotes some real-valued loss function such as squared or absolute forecast
errors.6 To simplify notation we suppress firm and time subscripts that would appear
on all variables of eq. (1). If the benchmark is not outperformed by other models, the
average relative loss of each competing model across both the time and the cross-sectional
dimension, µk, is nonpositive. Hence, the null hypothesis of superior predictive ability of
the benchmark model is given by H0 : µ ≤ 0, where µ ≡ (µ1, µ2, . . . , µm)′ denotes the
vector of (unknown) mean population loss differentials. This hypothesis is tested with the
test statistic

TSSPA ≡ max
k=1,...,m

[√
NTd̄1
ω̂1

,

√
NTd̄2
ω̂2

, . . . ,

√
NTd̄m
ω̂m

, 0

]
, (2)

6In section 5 we report absolute forecast errors, and obtain very similar results for squared losses.
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where T = 12 denotes the number of observations available in the time domain, N = 465
is the number of firms, d̄k is an estimate of the sample mean loss difference, and ω̂k
denotes the standard error of

√
NTd̄k that is employed for studentization. We studentize

the mean with

ω̂k ≡

√√√√B−1
B∑
b=1

(
(NT )1/2 d̄∗k,b − (NT )1/2 d̄k

)2
, (3)

where d∗k,b for b = 1, 2, . . . , B refers to a bootstrap sample of relative losses. These
B = 5, 000 bootstrap samples have the same size as the empirical data and are obtained
by randomly drawing firms with replacement and merging blocks of random length from
their time series (see Politis and Romano, 1994). The bootstrap samples also serve to
approximate the distribution of the test statistic under the null hypothesis. To this end,
we impose the null hypothesis by recentering the bootstrapped performance differentials
in µ. Since poor models can bias the test result towards acceptance of the null hypothesis,
Hansen (2005) suggests to exclude poor alternatives when simulating the null distribution.
Here, we opt for the most liberal test design and exclude all inferior alternatives. Formally,
this is achieved by defining the centered variable

zk,b ≡ d∗k,b −max[0, d̄k]. (4)

Denoting the centered bootstrap analog of d̄k by z̄k,b, the distribution of the test statistic
under the null is derived from the bootstrapped realizations of the test statistic, and the
estimated p-value of the test statistic (2) is given by the percentage of bootstrap statistics
that exceeds TSSPA.

A potential shortcoming of our SPA based forecast evaluation is that the present
problem lacks a clear benchmark model a priori, so that an overall evaluation of the entire
set of models requires sequential testing with alternating benchmarks. 7 In principle, these
multiple comparisons of models with the same data face a data snooping bias (see, e.g.,
Corradi and Distaso, 2011) and thus increase the probability of identifying “superior”
models by pure chance. To address this issue, and as an additional robustness check, we
also determine the model confidence set (MCS) proposed by Hansen et al. (2011). Similar
to a confidence interval for parameter estimates, the MCS represents a set of models
which includes the best model with a given probability. An additional advantage of this
framework is that the MCS approach may also shed light on the quality of the data in the
sense that very informative data may result in an MCS containing only a single model,
whereas less informative data will result in a broader MCS.

Starting from an initially complete set of competing models M0, the idea of the
MCS framework is to use an elimination rule to shrink this set to a smaller subsetM⊂
M0 for which the null hypothesis of equal predictive accuracy H0 : µj,k = 0∀ j, k ∈ M,
where µj,k is the (unknown) mean population loss differential between models j and k,
cannot be rejected at a certain confidence level. Hence, there is no natural benchmark
model against which the performance of all competing models is being tested. Contrary
to the SPA test, the MCS considers all possible pairs of models and tests for equivalent
forecast performance across these models by means of the test statistic

TSMCS ≡ max
j,k∈M

∣∣∣∣ d̄j,kω̂j,k

∣∣∣∣ , (5)

7On the other hand it is hard so see why our model, which is consistent with all three empirical
features of ROA, should be less of an a priori benchmark model than models that omit at least one
statistical feature, typically even violating the empirical ensemble distribution of ROA.
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where d̄j,k is the average sample loss differential between models j and k. Similarly to the
SPA test, the null distribution of this test statistic is obtained from a (cross-sectional)
bootstrap procedure because this distribution is (asymptotically) nonstandard. If the test
rejects equivalence of the models in the setM, the model with the largest test statistic is
discarded from the set and a new test for equal predictive accuracy is run on the remaining
models within the set. The algorithm stops when the hypothesis of equivalent forecasting
accuracy can no longer be rejected.

4 Competing models
In the following we briefly review our diffusion model, henceforth called AMIK (an
acronym formed from the original authors’ last names), and its competitors in the fore-
casting exercise. We include the Ornstein-Uhlenbeck (OU) process as an alternative
mean-reverting diffusion, and more standard univariate time-series models from the mixed
autoregressive (integrated) moving average varieties, including the special case of a ran-
dom walk. As alternative cross-sectional models we consider a dynamic panel model and
the popular structural partial adjustment model of Fama and French (2000). Details
regarding model selection, estimation, and forecasting are provided in each subsection.

4.1 A stochastic model of interacting firms: AMIK diffusion

Alfarano et al. (2012) propose a stochastic model of competitive firms that is analytically
tractable in continuous time, arguing that the tendency of competition to equalize profit
rates across different economic uses leads to an equilibrium distribution of profit rates
that characterizes the ensemble of interacting firms. Since the cross-sectional distribution
is fairly symmetric and displays significant excess kurtosis, they propose the Laplace
distribution as a sensible candidate for distributional fitting

fS(x) =
1

2σ
exp

(
−
∣∣∣∣x−mσ

∣∣∣∣) , (6)

with location m ∈ R and scale (or dispersion) parameter σ > 0. A series of goodness-of-fit
tests in Table 3 suggests that the Laplace distribution is indeed a reasonable approxima-
tion of the data inasmuch as the Laplacian null hypothesis cannot be rejected at the 5
percent level for the majority of years. For the remaining cases, the test results indicate
departure from the Laplace distribution, which arise from discontinuities in the profit
rate distribution around x ≈ 0 that are well-known in the accounting literature, and
most likely have their origin in the management of earnings (see Burgstahler and Dichev,
1997). We fit equation (6) from in-sample ensemble distributions of ROA and report the
maximum likelihood (ML) estimates in Table 4, additionally illustrating the empirical
densities of in-sample data in Figure 3. Plots of these empirical densities on semi-log
scale readily exhibit the linear tent-shape that is characteristic of a Laplace density.

The central idea of the AMIK model is to construct a stochastic differential equa-
tion (SDE) for individual profit rate series that has the Laplace distribution in equation (6)
as its stationary density. An SDE consists of a drift function and a diffusion function,
and its stationary density (provided it exists) depends fundamentally on the ratio of these
two functions. This leaves one degree of freedom in the specification of the two functions
if we want to impose a certain stationary density, and AMIK parsimoniously assumes a
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Table 3: P -values of various goodness-of-fit tests for the Laplace distribution.

Year AD CVM KS KUI WU2

1980 0.0445 0.1141 0.1299 0.0034 0.0057
1981 0.0150 0.0418 0.0466 0.0228 0.0056
1982 0.1207 0.1674 0.1245 0.0610 0.1146
1983 0.1165 0.1747 0.1007 0.0326 0.0804
1984 0.4099 0.4995 0.4358 0.3648 0.2809
1985 0.1890 0.2504 0.1287 0.1131 0.1921
1986 0.6543 0.6397 0.7481 0.9573 0.9425
1987 0.6724 0.6600 0.5484 0.2603 0.4444
1988 0.1284 0.2367 0.3772 0.2637 0.3863
1989 0.0391 0.0864 0.1056 0.1381 0.1870
1990 0.2523 0.3509 0.2676 0.3345 0.4247
1991 0.6941 0.8145 0.7174 0.5505 0.5958
1992 0.2250 0.3782 0.2916 0.4679 0.4036
1993 0.0447 0.1172 0.1190 0.3702 0.3780
1994 0.0386 0.1030 0.1480 0.1628 0.2098
1995 0.1393 0.2187 0.1875 0.2668 0.2855
1996 0.1809 0.2476 0.2049 0.2885 0.2607
1997 0.0563 0.0956 0.1511 0.1004 0.0724
1998 0.2050 0.3066 0.4196 0.0910 0.1706
1999 0.0220 0.0547 0.0335 0.0116 0.0171
2000 0.0259 0.0531 0.0300 0.1110 0.1076
2001 0.6540 0.8431 0.8083 0.6508 0.8088
2002 0.1523 0.2830 0.0842 0.1776 0.2438
2003 0.0530 0.1453 0.0645 0.1180 0.1655
2004 0.0053 0.0318 0.0052 0.0280 0.0410
2005 0.0254 0.0911 0.0667 0.0128 0.0150
2006 0.0068 0.0298 0.0154 0.0287 0.0153
2007 0.0189 0.0591 0.0121 0.0236 0.0191
2008 0.1668 0.3010 0.1995 0.1006 0.1640
2009 0.3376 0.4037 0.5272 0.8286 0.6571
2010 0.0328 0.1027 0.0506 0.09879 0.0838
2011 0.0276 0.0804 0.0296 0.0120 0.0120
2012 0.0148 0.0504 0.0072 0.0040 0.0059
2013 0.0041 0.0226 0.0008 0.0001 0.0002
2014 0.0864 0.1774 0.0695 0.0067 0.0199
2015 0.0080 0.0209 0.0017 0.0011 0.0046
2016 0.0625 0.1057 0.0073 0.0006 0.0142

Note: We consider the null hypothesis that data were drawn from a Laplace distribution. A small p-value
suggests that it is unlikely that the data are Laplacian. Abbreviations refer to AD: Anderson-Darling
test, CVM: Cramér-Von Mises test, KS: Kolmogorov-Smirnov test, KUI: Kuiper test, and WU2: Watson
U2 test. P -values greater than 5 percent are shown in boldface. Entries equal to 0.0000 stand for p-values
< 5× 10−5.
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Figure 3: Pooled empirical densities of annual profit rates for 465 long-lived publicly traded US com-
panies during different in-sample periods.
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Table 4: Estimated in-sample parameters of the fitted Laplace distribution.

Period m̂ SE(m̂) σ̂ SE(σ̂)

1980-1999 0.1031 0.0008 0.0567 0.0006
1981-2000 0.1015 0.0007 0.0559 0.0006
1982-2001 0.0998 0.0007 0.0554 0.0006
1983-2002 0.0982 0.0007 0.0550 0.0006
1984-2003 0.0963 0.0008 0.0545 0.0006
1985-2004 0.0942 0.0008 0.0541 0.0006
1986-2005 0.0932 0.0007 0.0539 0.0006
1987-2006 0.0927 0.0007 0.0535 0.0006
1988-2007 0.0921 0.0006 0.0535 0.0006
1989-2008 0.0914 0.0006 0.0540 0.0007
1990-2009 0.0901 0.0006 0.0544 0.0007
1991-2010 0.0894 0.0006 0.0545 0.0007

Note: The table shows the estimated location and dispersion parameters of a Laplace distribution for
different samples of training data and the standard errors of the parameter estimates.

constant diffusion function to derive a drift function that will lead to a stationary Laplace
density,8 resulting in the mean-reverting SDE

dXt = −D
2σ

sign(Xt −m)dt+
√
DdWt. (7)

The SDE in eq. (7) defines a regular diffusion on the real line around the measure of
central tendency m ∈ R with dispersion σ > 0; the parameter D > 0 is called diffusion
coefficient and dWt are standard Wiener increments. In the following, we denote the set
of these three parameters by θ = {m,σ,D}.

The mean-reverting drift function in the deterministic first term of the SDE re-
flects the systematic tendency for competition to equalize profit rates across firms, while
the diffusion function in the second term incorporates idiosyncratic random shocks to
profitability with mean zero and variance D. A peculiar feature of the AMIK drift is
that current realizations of the profit rate solely determine the sign of the drift and not
its strength, which in absolute terms is equal to D/(2σ). As we shall see momentarily,
this constitutes a key difference to the competing OU process for which the strength
of the drift depends linearly on current deviations from the average profit rate m. An
important conceptual aspect of the AMIK diffusion concerns the fact that the level of
idiosyncratic noise D, which is absent in the stationary distribution (6), shows up in both
the deterministic drift and the random diffusion function. In other words, the AMIK
diffusion decomposes the metaphor of competition into the contemporaneous presence
of idiosyncratic fluctuations and a systematic tendency towards profit rate equalization,
which jointly give rise to a stationary distribution that is Laplace under the particular
drift in eq. (7). From the viewpoint of ergodicity, it is important to realize that the dis-
tributional regularity in eq. (6) refers to cross-sectional data, as for instance in Figure 3,
while the dynamic law in eq. (7) refers to individual time-series. If the system is ergodic,
cross-sectional and time-series properties coincide and the parameter values of the ensem-
ble distribution carry over to the time series of surviving firms, leaving D as the only
source of idiosyncratic variation in the time evolution of their profitability.

8Alfarano et al. (2012) consider the more general problem of constructing an SDE that has the
exponential power distribution as its limiting density, so the Laplace diffusion in eq. (7) is actually just
a special case of their model.
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To estimate the diffusion process, we proceed as follows. Since equation (7) defines
a Markov process with continuous trajectories, its transition probabilities obey the Fokker-
Planck equation (see, e.g., Gardiner, 2009; Risken, 1996)

∂p(x, t)

∂t
= − ∂

∂x
(A(x;θ)p(x, t)) +

1

2

∂2

∂x2
(B(x;θ)p(x, t)), (8)

where A(x;θ) and B(x;θ) are the drift and diffusion functions of the underlying process
(in the AMIK case, A = −D sign(Xt−m)/(2σ) and B =

√
D), and p(x, t) ≡ f(x, t|x0, 0)

denotes the conditional probability density for a transition from some initial state x0 at
time 0 to state x at time t. The Fokker-Planck equation is a deterministic second-order
partial differential equation that is employed for ML estimation of the parameters and for
obtaining the predictive density. Considering the initial condition of a unit probability
mass in point x0, Toda (2012) shows that the solution to the Fokker-Planck equation for
the AMIK diffusion is

f(x, t|x0, 0) =
1√

2πDt
· exp

{
−(x− x0)2

2Dt
− 1

2σ
(|x−m| − |x0 −m|)−

Dt

8σ2

}
+

1

2σ
exp

{
− 1

σ
|x−m|

}
Φ

(
−
|x−m|+ |x0 −m| − Dt

2σ√
Dt

)
, (9)

where Φ(·) is the cumulative distribution function of the standard normal distribution.
Since there is no previous observation for x0, we follow standard procedure and evaluate
this component using the unconditional probability density fS(x) (see, e.g., Ghongadze
and Lux, 2012; Lux, 2009).9 The log-likelihood of observations then amounts to

logL(θ) = log fS(x0;θ) +
T−1∑
t=0

log f(xt+1|xt;θ), (10)

and we maximize it numerically to obtain the parameter estimates θ̂ = {σ̂, D̂}. Notice
that the location parameter m is not estimated from eq. (10) because the corresponding
ML estimator m̂ML violates standard regularity conditions due to the singularity of the
AMIK diffusion inm, implying that m̂ML is not the minimum variance unbiased estimator
of the location parameter (see Kotz et al. (2001), p. 64ff., for a discussion of this issue
in case of Laplace distributed random variables, or Mittelhammer (2013), chap. 7, in
a more general context). We have investigated in Monte Carlo studies that there are
alternative asymptotically unbiased estimators of m with smaller variances than the ML
estimator, in particular in small samples, and hence opt for the trimmed mean instead of
the ML estimator.10 Given this estimate of average profitability, eq. (10) is maximized
with respect to the remaining two parameters that capture the dispersion of the process
and the level of idiosyncratic noise, which together determine the speed of mean-reversion
in the AMIK diffusion.

The finding that the cross-sectional profit rate distribution is stationary Laplacian
suggests that the dynamic law in eq. (7) applies to all survivors and thus prescribes a
common measure of average profitability and dispersion. To check the validity of this
hypothesis, we distinguish two alternative model specifications, summarized in Table 5.
While AMIK TS estimates all three parameters {m,σ,D} individually for each firm, in
the AMIK CS specification we impose the restriction that both the location and scale

9Alternatively, one could simply drop the first observation. As we have only 20 in-sample observations,
we decided against this practice and instead follow the procedure described in the main text.

10This material is available upon request.
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Table 5: Alternative specifications of the AMIK model.

Specification Cross-sectional parameters Idiosyncratic parameter(s)

AMIK TS m,σ,D
AMIK CS m,σ D

Figure 4: Evolution of the transient density of the AMIK diffusion conditional on the starting value
x0 = −0.8. The diffusion coefficient equals D = 0.005, and the standard deviation is

√
2σ = 0.1. As time

increases the mode shifts toward m = 0. The three bold lines represent the mean (black), median (gray),
and mode (light gray) of the transient density.

parameter are identical across all firms and correspond to the phenomenological values m̂
and σ̂ of the cross-sectional profit rate distribution, implying that the profitability of all
survivors reverts to the same average and exhibits the same dispersion under the ergodic
hypothesis that is central to the AMIK model.

In addition to parameter estimation, we can also employ the solution of the Fokker-
Planck equation as our predictive distribution. As illustrated in Figure 4, we observe an
asymmetric conditional probability density in the transient regime of the process that
converges to the symmetric Laplace with unconditional mean m and long-term dispersion
σ for t→∞. Since forecast horizons of up to 6 years are typically not long enough to reach
this stationary distribution, the mean, mode, or median of the transient density become
natural candidates for the forecast. Here we focus on the mean prediction because it turns
out to provide the best forecasting performance; the expected value is then determined
by numerically solving the integral

Et[X|x0] =

∫ ∞
−∞

xf(x, t|x0, 0)dx. (11)

4.2 Ornstein-Uhlenbeck process

An alternative mean-reverting diffusion process that is fully analytically tractable is the
prominent model of Uhlenbeck and Ornstein (1930)

dXt =
D

2σ2
(m−Xt)dt+

√
DdWt, (12)
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Figure 5: Evolution of the transient density of the OU process conditional on the starting value x0 =
−0.8. The diffusion coefficient equals D = 0.005 and the standard deviation is σ = 0.1. As time increases
the mode shifts towards m = 0. The bold black line represents the mean prediction.

that is the continuous time analog of a stationary first order autoregressive process.11
The latter has frequently been used as a model of profitability in the so-called persis-
tence of profit literature (e.g. Geroski and Jacquemin, 1988; Goddard and Wilson, 1999;
Gschwandtner, 2005; Mueller, 1986, 1990). Contrary to AMIK, the OU process has a
drift term that depends linearly on the deviation from the unconditional mean m.12 Put
differently, the greater the distance of the actual realization from the long-term average
m, the stronger the drift that pulls the profit rate back to its unconditional mean. Ex-
treme profit rate realizations thus occur less frequently than in the AMIK model, leading
to a more platykurtic distribution than the Laplace. The solution to the Fokker-Planck
equation (8) for the OU process (12) is also analytically tractable and reads

f(x, t|x0, 0) =
1√

2πσ2
(
1− exp

(
−Dt
σ2

))
× exp

{
− 1

2σ2

((
(x−m)− (x0 −m) exp

(
− Dt

2σ2

))2
1− exp

(
−Dt
σ2

) )} (13)

which is Gaussian for all t, with time-dependent first and second moments (see, e.g.,
Gardiner, 2009, p. 128). Figure 5 plots the transient density as a function of time
and illustrates how the conditional probability density converges to a stationary normal
distribution

fS(x) =
1√

2πσ2
exp

{
−(x−m)2

2σ2

}
(14)

11Notice that the generic dispersion parameter σ refers to different dispersion measures in equations (7)
and (12). In the Laplacian AMIK model, σ stands for the mean absolute deviation, while it denotes the
standard deviation in the Gaussian OU process; we can relate both measures because a Laplace distributed
random variable with scale parameter σ has a standard deviation of

√
2σ.

12Another diffusion process that exhibits mean-reverting behavior is the model by Cox et al. (1985)
that is frequently used for the modeling of interest rates. In their model the conditional dispersion of
random innovations in the diffusion function prevents negative realizations of the process. Owing to the
fact that a zero lower bound is nonsensical for ROA, we do not consider their model here.
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as t → ∞, with unconditional mean m and variance σ2. The OU process is estimated
with the ML method using equations (10), (13) and (14). For a fair comparison with the
AMIK model we also distinguish between two specifications of the process, one where the
three parameters are estimated from the profit rate time series of an individual company
(OU TS), and one cross-sectional model where average profitability and dispersion are
estimated from pooled data using a Gaussian density (OU CS). In each specification the
forecast is the conditional mean of the analytical transient density

Et[X|x0] = x0 exp

(
−Dt

2σ2

)
+m

(
1− exp

(
−Dt

2σ2

))
. (15)

4.3 ARIMA-type time series models

As additional candidates we consider time-series models from the mixed autoregressive
and moving average varieties. The ARMA(p, q) model reads

(1−
p∑
i=1

λiB
i)Xt = c+ (1 +

q∑
j=1

ψjB
j)εt, (16)

where B represents the backshift operator, Λ(B) = 1−λ1B−λ2B2−· · ·−λpBp and Ψ(B) =
1 + ψ1B + ψ2B

2 + · · · + ψqB
q are the autoregressive and moving average polynomials,

respectively, and εt denotes a white noise series with E[εt] = 0, E[ε2t ] = σ2 and E[εtετ ] = 0
for t 6= τ . The constant c is included to capture a possibly non-zero mean of the process.
We estimate the p + q + 2 parameters in Ξ = (c, λ1, λ2, . . . , λp, ψ1, ψ2, . . . , ψq, σ

2)′ for
1 ≤ p, q ≤ 5 via ML. From the set of estimated models within this range, we then
choose the specification that minimizes the Schwarz information criterion, which tends
to select more parsimonious models than the Akaike information criterion. To forecast
with ARMA models we follow the standard procedure for obtaining linear forecasts as
outlined, for example, in Diebold (2006). As a special case of ARMA(1,0) with unit
root, we also consider the random walk (RW) without drift. Obviously RW requires no
parameter estimation as the best prediction is simply the last observation. Finally, we
consider mixed autoregressive integrated moving average models

(1−
p∑
i=1

λiB
i)(1−B)dXt = (1 +

q∑
j=1

ψiB
j)εt (17)

to refute potential concerns regarding non-stationarity of the data.

4.4 Structural partial adjustment model

Another competitor is the partial adjustment model (PAM) proposed by Fama and French
(2000) that builds on a two step cross-sectional regression. The first regression is a
structural model that derives an estimate of expected profitability from a set of accounting
variables, while the second regression predicts the change of profitability. The adjustment
is modeled as

Xi,t+1 −Xi,t = αt + βt(Xi,t −Xe
i,t) + γt(Xi,t −Xi,t−1) + εi,t+1, (18)

where Xi,t −Xe
i represents the deviation of firm i’s current profit rate from its expected

value. Idiosyncratic estimates of expected profitability are obtained from a structural
specification using fitted values from the regression

Xe
i,t = δt + ζtVi,t/TAi,t + ηtDDi,t + θtDi,t/BEi,t + εi,t (19)
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that relates expected profitability to the ratio of the market value of equity and debt to
the book value of total assets, V/TA (essentially a proxy for Tobin’s q), to the ratio of
paid dividends to the book value of common equity, D/BE, and to a dummy DD that
equals 0 for dividend paying firms and 1 otherwise. The rationale for estimating this struc-
tural relationship is that dividends supposedly contain information about expected future
earnings, and that dividend payers tend to be more profitable than non-payers (Fama and
French, 2001, 2002). Finally, the market-to-book value of assets is included to account
for variation in expected profitability that is not captured by dividends.

To obtain forecasts from eq. (18) and (19), we follow the same procedure as Fama
and French (2000) and compute the average intercepts and slopes from the cross-sectional
regressions across all 20 years of in-sample data. From these we obtain estimates of
expected profitability and the change in profitability. Eq. (18) implies that forecasts of
expected profitability are necessary to predict the change in profitability for more than
one step ahead, so we assume that the expected future (out-of-sample) profitability of
firm i is equal to the average value of expected profitability across all 20 years of the
training period.

PAM demands substantially more data to model and forecast changes in prof-
itability compared to its competitors, which is not only problematic from the viewpoint
of Occam’s razor but also leads to more practical problems when the required data are
(temporarily) unavailable. Indeed we face a situation where expected profitability cannot
be computed for some corporations because of missing values in dividend payments or
other quantities in particular years. In these cases we extrapolate the expected profit rate
by computing the time average of the available estimates from other in-sample periods.
In the rare cases where we face missing values for all training samples, we approximate
expected profitability with the sample mean profit rate.13 Finally, forecasts of profitabil-
ity are obtained from eq. (18) by adding the previous realization of the profit rate to the
predicted change in that variable.

4.5 Non-linear partial adjustment models

Fama and French (2000) and Fairfield et al. (2009) consider models that assume an asym-
metry in the mean-reverting behavior of firms with low and high profitability. They argue
that mean reversion is faster when profitability is below its mean or, equivalently, that
low profitability is less persistent than high profitability. To account for this supposed
asymmetry, consider the economy-wide non-linear partial adjustment model (NLPAM
EW)

Xi,t = αt + βtXi,t−1 + γtDtXi,t−1 + εi,t, (20)

where Dt is an indicator variable that equals one if the deviation of profitability from its
median was negative in the previous period t− 1, and zero otherwise. Allowing for sector
dependencies of the parameters α and β, we can also check whether profitability converges
to industry-specific (IS) rather than economy-wide (EW) averages, a question that has
been addressed in the study by Fairfield et al. (2009). Formally, the industry-specific
model requires the modification

Xi,t = αj,t + βj,tXi,t−1 + γj,tDtXi,t−1 + εi,t, (21)

13An alternative would be to simply exclude these firms from the analysis. As we aim to maximize
sample size and since profit rate data are none the less available for these companies, we decided against
this practice.
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where the index j runs over the business divisions in Table 1. Henceforth, we will refer to
this sectoral model as NLPAM IS.14 The estimation strategy is geared to that of Fama and
French (2000) and Fairfield et al. (2009), that is for each year we estimate cross-sectional
regressions using pooled annual data and then compute the time averages of the estimated
parameters. NLPAM EW assumes that the profitability of all firms reverts to the same
average and thus considers the full cross-section of firms, while the industry-specific model
NLPAM IS considers only those firms operating in the same industry.

5 Results
Before turning to the comparison of forecasting performances, we start out by discussing
the estimation results for the competing model specifications, comprehensively reported
in Tables 11-18 of Appendix C.15 Considering the model specification AMIK TS, we can
see that the estimates of the location parameter are in line with the respective ensemble
values, while the estimates of the dispersion parameter are notably smaller than the
ensemble dispersion. The latter occurs because σ measures the dispersion of profit rates
around the long-run mean, implying that the time series estimates of average profitability
(which tend to be subject to overfitting in small samples) lead to smaller estimates of
dispersion on average.16 Results for OU and AMIK TS are similar with respect to the
magnitude of the estimated parameters, yet the OU process predicts faster mean-reversion
due to the appearance of the variance term σ2 in the drift function.

Considering the class of ARMA(p, q) models, the parsimonious ARMA(1,1) spec-
ification comes out as the most favored model based on the Schwarz criterion and is
therefore chosen for forecasting. The estimated autoregressive parameters are smaller
than unity in absolute value in 431-446 out of 465 cases (depending on the period under
consideration), indicating stationarity for the vast majority of fitted processes. As an
additional robustness check, we also consider integrated autoregressive moving average
models: for 1 ≤ p, q ≤ 5 and d ≥ 1, ARIMA(1,1,1) compares most favorably based on the
Schwarz criterion, so we fit ARMA(1,1) to the first difference of the original series which
is then used for forecasting.

Estimation results for the cross-section partial adjustment model are largely in line
with those reported by Fama and French (2000) for the US and Allen and Salim (2005)
for the UK. We can confirm that Tobin’s q is positively correlated with the profit rate.
Although the significant dividend dummy lends support to Fama and French’s conjecture
that the relation between expected profitability and dividends might be non-linear, the
aggregate effect of dividends on returns appears to be rather fragile as we do not observe
a significant effect of the dividend payout ratio on expected profitability in every period
under consideration. The second regression regarding the change in profitability shows
that the partial adjustment term is significantly negative, as is to be expected from the
mean-reverting property of the ROA time series. Our estimate of the average rate of
mean-reversion is about 18 percent per year, which is smaller than the 38 percent re-
ported by Fama and French for US data, and closer to the 25 percent reported by Allen

14The two models in eq. (20) and (21) are almost identical to those considered in Fairfield et al. (2009).
The only difference is that they consider the predicted sales growth rate as an additional explanatory
variable for profitability.

15For time series models we report summary statistics of the parameter estimates.
16Notice that differences between time series and cross-sectional estimates of the parameters do not

necessarily contradict the ergodic hypothesis because a slow adjustment speed, measured by the (id-
iosyncratic) diffusion coefficient, may lead to time series estimates of the location parameter that differ
substantially from the cross-sectional average in small samples. As described in the main text, this will
also affect the estimates of σ because the latter depends on m.
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and Salim for the UK. The coefficient for the lagged change in profitability is close to
zero and not statistically significant for some training samples. Thus, unlike Fama and
French, we do not find robust evidence for autocorrelations in profitability that go beyond
the adjustment towards average profitability. We conjecture that this is a consequence of
considering surviving firms for which the mean-reversion towards the average is the only
systematic effect governing the change in profitability. Since we suspect that the vari-
ability in expected profitability and the change in profitability are mainly explained by
Tobin’s q and the deviation from expected profitability, we also estimate simpler models
that omit dividends and the lagged change in ROA as explanatory variables in the re-
spective regression equations. We indeed find that the performance of Fama and French’s
model hinges crucially on Tobin’s q and the partial adjustment term because the (ad-
justed) R-squared falls by merely seven to fifteen percent when the two regressors are
excluded (see Table 17 in the appendix). In some training samples, the Bayesian informa-
tion criterion even indicates weak superiority of the more parsimonious regression model
for the change in profitability. We take this to imply that the original formulation of the
partial adjustment model is most likely overfitted, and that its explanatory power depends
mainly on the strong correlation between book rates of return and market valuation.

Finally, for the non-linear partial adjustment models NLPAM EW and NLPAM
IS, we observe that the estimates of the partial adjustment coefficient are smaller than
unity and highly statistically significant across all periods and model specifications. For
the economy-wide model, the slope coefficient lies in the range 0.8−0.85, while we observe
slightly more variation in this parameter for the industry-specific model, suggesting the
presence of differences in the adjustment speed across industries. Notice, again, that such
heterogeneity is also consistent with AMIK CS, where the adjustment speed is captured
by the diffusion coefficient D, which is the only idiosyncratic parameter in the AMIK
CS model. We obtain less stringent results for the low profitability dummy in NLPAM
EW and NLPAM IS specifications, whose significance depends on both the period and
the industry under consideration. Those coefficients that are statistically significant are
consistently negative, suggesting that low profitability might be (asymmetrically) less
persistent than high profitability, as predicted by Fama and French (2000) and Fairfield
et al. (2009), which is at odds with the constant (and thus symmetric) nature of the drift in
the AMIK process that is derived from the (symmetric) Laplacian ensemble distribution.

To sum up, the competing models exhibit substantial heterogeneity in their es-
timated parameterizations and pre-analytical visions to warrant a comparison of their
forecast performance.

5.1 Time series models versus the naïve forecast

Our assessment of predictive accuracy starts out by comparing the AMIK TS diffusion,
parametrized from firm-specific estimates of average profitability and dispersion, to alter-
native time series models. Hence we disregard potential improvements in AMIK that arise
from the use of cross-sectional information at first, and initially focus on the adjustment
mechanism towards average profitability. The results in Panel A of Table 6, which sum-
marize the mean absolute forecast error for the different models, suggest that the AMIK
model yields the most accurate forecasts for medium to long-run horizons.17 Yet for pre-

17Since the transient density of the AMIK diffusion becomes asymmetric for some t, we have also
experimented with alternatives to the mean prediction. It turns out that both the median and the
mode of the conditional probability density function are dominated by the expected value, i.e. their
(unreported) forecasting results are clearly inferior to the mean prediction. The failure of the mode arises
from the abrupt change of the transient density’s maximum that can be observed in Figure 4.
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Table 6: Forecast errors and statistical tests of relative forecast accuracy for alternative time series
models.

Horizon h AMIK OU ARMA ARIMA RW

Panel A: Mean absolute forecast errors

1 0.0176 0.0175 � 1 0.3350 0.0161
2 0.0236 0.0238 � 1 � 1 0.0231
3 0.0265 0.0275 � 1 � 1 0.0272
4 0.0287 0.0296 � 1 � 1 0.0292
5 0.0307 0.0314 � 1 � 1 0.0321
6 0.0319 0.0329 � 1 � 1 0.0327

Panel B: P -values of the superior predictive ability test

1 0.0000 0.0000 0.0000 0.0000 1.0000
2 0.1650 0.0000 0.0000 0.0000 1.0000
3 1.0000 0.0000 0.0000 0.0000 0.1660
4 1.0000 0.0000 0.0000 0.0000 0.1010
5 1.0000 0.0000 0.0000 0.0000 0.0032
6 1.0000 0.0000 0.0000 0.0000 0.0376

Panel C: P -values of the model confidence set

1 0.2932 0.2932 0.2932 0.2932 1.0000
2 1.0000 0.1260 0.0560 0.0560 0.0560
3 1.0000 0.0216 0.0006 0.0006 0.0006
4 1.0000 0.0236 0.0012 0.0012 0.0012
5 1.0000 0.0456 0.0006 0.0006 0.0006
6 1.0000 0.0038 0.0002 0.0002 0.0002

Note: Panel A shows the mean absolute forecast errors (MAE) for pooled data. Bold values indicate the
best model(s) in terms of the smallest average loss. Entries � 1 imply that the average forecast error
exceeds unity. Panel B reports the p-values of the test for superior predictive ability by Hansen (2005).
The null hypothesis is that the respective model (i.e. each respective column) is not outperformed as
a benchmark by any other of the four remaining models in terms of MAE. Panel C presents the MCS
p-value for each competing model that expresses the probability of this particular model belonging to
the model confidence set introduced in Hansen et al. (2011). A low p-value indicates rejection of the null
hypothesis at the pertinent confidence level. P -values larger than 10 percent are shown in boldface. In
all three panels, AMIK and OU refer to the time series (TS) specification of the respective process where
all parameters are estimated from the profit rate time series of each firm.

dictions of up to two years ahead the naïve RW performs better than the mean-reverting
AMIK process and the OU model. We attribute this result to the high persistence of firm
profitability that causes the last observation to be a good short-run predictor, and to the
lack of parameter uncertainty in the random walk model. The AMIK process, however,
compares favorably to the random walk for longer time horizons. In addition, we can
also observe superior predictive accuracy of AMIK relative to OU across all forecasting
horizons, and the size of the advantage increases with the length of the forecast horizon
for which our (AMIK) specification of the adjustment mechanism becomes increasingly
important. As argued before, this adjustment process is more accurately described by
the AMIK diffusion because it is consistent with the empirical profit rate distribution,
whereas the OU process is obviously counterfactual in light of its stationary Gaussian
distribution. Models from the family of autoregressive (integrated) moving average pro-
cesses are distinctly dominated by AMIK, OU, and RW and there is no indication that
differencing improves the forecasting accuracy since ARIMA performs worse than ARMA.
The average forecast errors of these models exceed those of AMIK by several orders of
magnitude, which turns out to be caused by several firms whose estimated autoregressive
parameters are greater than unity in absolute value. ARMA and ARIMA models still
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Table 7: Incremental improvement in forecast accuracy.

Horizon h Improvement P -value Improvement P -value

AMIK CS vs. AMIK TS AMIK CS vs. RW

1 0.0004 0.0000 0.0002 0.3431
2 0.0006 0.0000 0.0009 0.0000
3 0.0009 0.0000 0.0017 0.0000
4 0.0011 0.0000 0.0020 0.0000
5 0.0008 0.0000 0.0026 0.0000
6 0.0008 0.0000 0.0029 0.0000

Note: We report the mean improvement in forecast accuracy as measured through a pairwise comparison
of absolute forecast errors between the two competing models. A positive (negative) value indicates that
the first mentioned model is more (less) accurate than the second model. Tests of means are based on a t
test. The null hypothesis is that the average difference is equal to zero. P -values greater than 10 percent
are shown in boldface and entries equal to 0.0000 imply p-values < 5× 10−5.

remain inferior to AMIK, OU, and RW if these firms are excluded in the computation of
cross-sectional average forecast errors.

The SPA test results, summarized in Panel B of Table 6, support the view that
the AMIK process is more accurate than the random walk or alternative mean-reverting
models for longer forecast horizons. For h ≥ 3, AMIK achieves the maximum p−value and
we cannot reject the null hypothesis that it is superior to its competitors. On the other
hand, for h ≤ 4 years the p-values of the random walk are not small enough to reject the
null at the usual confidence levels either, indicating that the gains in forecast accuracy of
AMIK, at least when parametrized with firm-specific parameters for average profitability
and the magnitude of fluctuations, are relatively minor for short time horizons. For
h ≥ 5 years, the AMIK process evidently outperforms the different flavors of (mixed)
autoregressive and random walk models that have been widely applied in the field of
corporate profitability.

To investigate the impact of a potential sequential testing bias on our results,
and as an additional robustness check, we also consider the model confidence set as an
alternative methodology to compare forecast accuracy in Panel C of Table 6. Overall,
the findings corroborate the impression from the SPA test and support the validity of our
results for different methods of forecast evaluation.

5.2 Exploiting ergodicity

AMIK CS assumes that the profit rates of all (surviving) firms obey the same law in
eq. (7) and thus have a common location and dispersion parameter that correspond to
the ensemble values of m and σ. To examine whether the ergodic specification AMIK
CS yields an improvement in forecast accuracy, we compare the mean absolute forecast
error of AMIK CS to AMIK TS and to the second best model, RW. Table 7 reports the
incremental improvement in forecast accuracy relative to these two models as well as the
p-value of the null hypothesis that the average loss difference between AMIK CS and,
respectively, AMIK TS and RW, is equal to zero.18

18Although the structure of the models is different, our methodology is similar to that of Fairfield
et al. (2009) who compare the forecasting performance of economy-wide and industry-specific dynamic
panel models to that of the random walk. We will show later that our methodology clearly outperforms
their dynamic panel models.
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We observe that the ergodic model AMIK CS clearly outperforms the firm-specific
model AMIK TS: the average difference in forecast accuracy is positive across forecast
horizons, indicating that the ergodic specification leads to more accurate predictions than
the firm-specific one. These differences are statistically significant at all conventional con-
fidence levels. Gains relative to the random walk are even more pronounced and increase in
size with the length of the time horizon, the only exception being the one-year ahead fore-
cast for which the null hypothesis of equal predictive accuracy cannot be rejected. Hence,
combining these results with those obtained in the previous subsection, we conclude that
both the adjustment mechanism of the AMIK model and its ergodic parametrization lead
to valuable gains in forecast accuracy compared to previously suggested models.

5.3 Comparison to alternative panel models

Finally, we check how the ergodic specification AMIK CS compares to panel models that
have previously been employed in the profitability literature, and also aim to exploit cross-
sectional information. To this end, we run a horse-race between AMIK CS, the structural
partial adjustment model that we introduced in section 4.4, and the two non-linear partial
adjustment models from section 4.5. As an additional robustness check, we also consider
a cross-sectional modification of the Ornstein-Uhlenbeck process in which we estimate
the location and dispersion parameter from pooled data assuming a stationary Gaussian
distribution.

Average forecast errors and the SPA and MCS p-values are reported in Table 8.
Except for the shortest time horizon, AMIK CS compares favorably to the competing
panel models. Considering the size of the average forecast errors in Panel A, AMIK CS
consistently outperforms OU CS, the structural partial adjustment model as well as the
non-linear models with asymmetric adjustment for h > 2. Differences in forecast errors
between the different models are relatively small, however, at least for the length of the
available time series. This impression is also reflected in the SPA and MCS test results:
AMIK CS, OU CS, and PAM pass the SPA test, yet we observe much lower p-values
for the latter two; the SPA p-value of AMIK CS is equal to unity for h > 2, while it is
considerably smaller for OU CS and PAM. Similarly, the model confidence set consists of
AMIK CS, OU CS, and PAM. Again, AMIK CS exhibits the maximum probability that
it belongs to the model confidence set among its competitors, while the p-values of the
competing models are considerably smaller. Hence, we conclude that AMIK CS forecasts
are more accurate than those of its competitors, but that the data are not informative
enough to reject the null for all counterfactual models, especially at the short forecast
horizon.

6 Discussion and conclusions
This paper shows that a parsimonious diffusion process forecasts corporate profitability
significantly better than existing models. Not only does it outperform the random walk,
which is no trivial task in small samples as we know since the seminal work of Meese and
Rogoff (1983) (cf. Rossi (2006), as well as Rossi (2013) for a recent survey on exchange
rate forecasting), it also outperforms partial adjustment models that use substantially
more yet apparently superfluous information in their forecasts. The key elements in the
predictive superiority of our model are the careful specification of the mean-reversion
term in the diffusion process and the ergodicity of profit rates. The former is a direct
consequence of the latter in the sense that the mean-reverting drift function of the diffusion
process is constructed from the ensemble distribution of profit rates. While the different

23



Table 8: Forecast errors and statistical tests of relative forecast accuracy for panel models.

Horizon h AMIK OU PAM NLPAM EW NLPAM IS

Panel A: Mean absolute forecast errors

1 0.0301 0.0296 0.0294 0.0303 0.0298
2 0.0385 0.0386 0.0382 0.0403 0.0392
3 0.0427 0.0431 0.0431 0.0460 0.0442
4 0.0450 0.0454 0.0455 0.0490 0.0467
5 0.0476 0.0479 0.0484 0.0521 0.0494
6 0.0492 0.0494 0.0500 0.0544 0.0507

Panel B: P -values of the superior predictive ability test

1 0.0102 0.3098 1.0000 0.0000 0.0220
2 0.3372 0.3074 1.0000 0.0000 0.0004
3 1.0000 0.1366 0.3022 0.0000 0.0128
4 1.0000 0.1276 0.3230 0.0002 0.0102
5 1.0000 0.1016 0.2032 0.0000 0.0166
6 1.0000 0.2986 0.2490 0.0000 0.0384

Panel C: P -values of the model confidence set

1 0.0252 0.6356 1.0000 0.0000 0.0450
2 0.6332 0.6332 1.0000 0.0000 0.0348
3 1.0000 0.4136 0.4136 0.0000 0.0506
4 1.0000 0.4476 0.4476 0.0002 0.0510
5 1.0000 0.3280 0.3280 0.0000 0.0664
6 1.0000 0.5620 0.5620 0.0000 0.1716

Note: Panel A shows the mean absolute forecast errors (MAE) for pooled data. Bold values indicate
the best model(s) in terms of the smallest average loss. In Panel B, we report the p-values of the test
for superior predictive ability by Hansen (2005). The null hypothesis is that the respective model (i.e.
each respective column) is not outperformed as a benchmark by any other of the four remaining models
in terms of MAE. For each loss function p-values larger than 10 percent are shown in boldface. Panel C
presents the MCS p-value for each competing model which captures the probability that this particular
model belongs to the model confidence set introduced in Hansen et al. (2011). The null hypothesis is that
all models that are part of the model confidence set have equal predictive accuracy in terms of MAE. In
all three panels, AMIK and OU refer to the cross-sectional (CS) specification of the respective process
where the estimates of the location and dispersion parameters are obtained from respectively fitting a
Laplace or normal distribution to the data.

flavors of hitherto applied models account for the persistence of profit rates and their
mean-reversion, they fail to account for their cross-sectional Laplace distribution and
thus ignore valuable information that can evidently improve forecasting performance.

To realize these forecasting gains, however, one needs to part with several dearly
held customs and intuitions that are prevalent in the time series and panel data literature.
First notice that the diffusion process has a unit root (in its discretized version) yet it
is stationary because of its drift function. Second, the specification of the drift function
is essential and cannot be estimated, calibrated or correctly guessed from panel data
models that ignore the distribution of profit rates. One can show that the dispersion of
profit rates is determined by a ratio of the drift to the diffusion function (see Alfarano
et al., 2012, for details), therefore the noise in the diffusion function is conceptually
very different from an error term in conventional models because the noise captures
systematically relevant fluctuations around the average rate of profit to which individual
time series are reverting in the process of capital reallocation. Third, it seems that
interest in unconditional scaling laws and distributional regularities more generally has
considerably faded after the criticism by Brock (1999). Here we have translated the
Laplace ensemble distribution of profit rates, that is an unconditional empirical regularity,
into a conditional dynamic relationship that forecasts the profitability of firms better
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than existing models. In this sense, we confirm Brock’s conjecture that distributional
regularities can indeed be conveniently used to discriminate between potential stochastic
processes in order to improve the conditional predictability of econometric models. Hence
the improved predictive power of our model is a direct measure of our methodology’s
success in overcoming the Brock critique.

Our comparison of relative predictive accuracy shows that popular tests of fore-
casting performance such as SPA and MCS are rather conservative and hardly able to
identify counterfactual processes in both real and simulated data if one deviates from the
large time series setting. Such deviations necessarily occur in the many analyses of data
that are available at annual, semiannual, or at best quarterly frequencies. To remedy this
lack of power, we extend the design of the bootstrap from a strict time series to a panel
setting that resamples from both the time and the cross-sectional sphere since ergodicity
implies that the variability across firms is an appropriate source of additional statistical
variation. This ergodic modification of the original SPA and MCS test designs corrobo-
rates the accuracy of our approach since we cannot reject the hypotheses that our model
produces smaller forecast errors than alternative models that have previously been used
to predict firm profitability.

The exploitation of ergodicity leads to better forecasts and more powerful boot-
strapping procedures, yet it will elicit concerns of survivorship bias once we understand
that ergodicity logically requires the survival of the studied entities. Since the notion of
ergodicity has its historical roots in equilibrium statistical mechanics and its associated
conservation laws, it is retrospectively perhaps not overly surprising that this logical pre-
requisite of survival has only been discussed very recently in realms outside of equilibrium
statistical mechanics, initially by Peters and Gell-Mann and then by Taleb, and is ex-
plicitly lacking in the many definitions of ergodicity across different disciplines. While
survival bias is certainly a legitimate concern in many areas of empirical work that seek
to establish the effects of explanatory variables on (a set of) outcomes, we fear that it can
at times also cloud our view on important macroscopic issues. Given the granular nature
of surviving capital and its substantial impact on aggregate fluctuations, combined with
the fact that most capital does not “disappear” but rather gets renamed after a change
of ownership, we believe that our focus on the profitability of surviving corporations is
none the less instructive. In a companion paper, for instance, we show that corporate id-
iosyncrasies have no impact on profitability once corporate capital survives for about two
decades (Mundt et al., 2018). This is starkly at odds with an extensive body of literature
that does not clearly distinguish between short- and long-lived firms and instead arrives
at contradictory findings regarding the significance and directional impact of idiosyncratic
factors on profitability. In this sense, a conscientious focus on survivors can help to clarify
the origins of these contradictory findings. In spite of the remarkable dynamics of surviv-
ing capital, it goes without saying that abnormally profitable trading strategies will still
be hard and risky to construct with our methodology, exactly because it is conditional
on survival, which itself is not predictable with high levels of confidence. Still we have
demonstrated that the exploitation of ergodicity leads to considerable forecasting gains,
and its application to other data should accomplish the same.
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A Descriptive statistics

Table 9: P -values of normality and kurtosis tests.

Year AD CVM KUI JB ALM SW AG

1980 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1981 0.0000 0.0007 0.0000 0.0000 0.0000 0.0000
1982 0.0239 0.0356 0.0045 0.0000 0.0000 0.0000
1983 0.0019 0.0071 0.0000 0.0000 0.0000 0.0000
1984 0.0698 0.0800 0.0110 0.0000 0.0000 0.0000
1985 0.0161 0.0303 0.0013 0.0000 0.0000 0.0000
1986 0.0006 0.0015 0.0000 0.0000 0.0000 0.0000
1987 0.0001 0.0004 0.0000 0.0000 0.0000 0.0000
1988 0.0020 0.0047 0.0000 0.0000 0.0000 0.0000
1989 0.0343 0.0328 0.0001 0.0000 0.0000 0.0000
1990 0.0081 0.0099 0.0000 0.0000 0.0000 0.0000
1991 0.0223 0.0272 0.0001 0.0000 0.0000 0.0000
1992 0.0183 0.0225 0.0001 0.0000 0.0000 0.0000
1993 0.0025 0.0034 0.0000 0.0000 0.0000 0.0000
1994 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
1995 0.0018 0.0047 0.0000 0.0000 0.0000 0.0000
1996 0.0050 0.0090 0.0000 0.0000 0.0000 0.0000
1997 0.0040 0.0095 0.0000 0.0000 0.0000 0.0000
1998 0.0056 0.0134 0.0000 0.0000 0.0000 0.0000
1999 0.0114 0.0226 0.0002 0.0000 0.0000 0.0000
2000 0.0012 0.0043 0.0000 0.0000 0.0000 0.0000
2001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
2002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2004 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2005 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000
2006 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2007 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2008 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2009 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2010 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2011 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2012 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2013 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2014 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2015 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2016 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Note: Abbreviations refer to AD: Anderson-Darling test, CVM: Cramér-Von Mises test, KUI: Kuiper test,
JB ALM: Jarque-Bera adjusted Lagrange multiplier test, SW: Shapiro-Wilk test, and AG: Anscombe-
Glynn test. P -values greater than 5 percent are shown in boldface. Entries equal to 0.0000 imply p-values
< 5× 10−5.

26



B Simulation results

Table 10: Firm-by-firm SPA and MCS test results for simulated data.

Horizon h SPA MCS

Panel A: T = 37

AMIK
TS

OU ARMA ARIMA RW AMIK
TS

OU ARMA ARIMA RW

1 360 378 264 174 360 410 421 341 281 390
2 341 351 268 134 352 389 394 335 286 388
3 316 323 256 117 312 364 377 336 265 364
4 313 313 263 106 312 357 355 314 252 344
5 297 313 254 101 285 349 351 297 218 327
6 279 299 257 98 300 333 338 314 217 330

AMIK
CS

OU ARMA ARIMA RW AMIK
CS

OU ARMA ARIMA RW

1 421 323 235 160 317 443 390 318 260 358
2 393 316 249 117 296 419 366 322 268 350
3 387 277 241 101 237 417 335 303 238 319
4 373 262 241 89 220 400 322 286 209 276
5 368 260 222 81 198 389 299 269 178 256
6 359 235 215 79 200 383 293 269 174 268

Panel B: T = 100

AMIK
TS

OU ARMA ARIMA RW AMIK
TS

OU ARMA ARIMA RW

1 380 330 73 14 380 417 389 141 108 407
2 369 328 118 28 360 409 387 189 166 390
3 355 346 155 67 325 406 388 237 210 370
4 347 337 201 91 313 397 390 238 211 356
5 334 352 204 108 306 387 396 243 210 337
6 332 350 206 111 288 387 390 256 218 335

AMIK
CS

OU ARMA ARIMA RW AMIK
CS

OU ARMA ARIMA RW

1 456 229 62 12 302 461 321 112 83 353
2 450 230 92 34 256 456 320 155 129 328
3 447 230 126 64 229 456 308 164 131 291
4 449 225 166 80 210 459 299 179 142 264
5 448 224 163 101 183 454 284 172 131 241
6 439 217 162 109 174 452 276 168 123 229

Note: Results refer to 465 simulations of the AMIK process with parameters m = 0.095, σ = 0.058, and
idiosyncratic diffusion coefficients Di that are estimated from the Worldscope data. Starting values are
random draws from a Laplace distribution with parameters m and σ. The time series length is either
T = 37 as for the real data or T = 100. The length of the in-sample period used for training the model
is fixed at 20 observations in both scenarios. Hence, in the second experiment, all 63 additional data
points increase the length of the evaluation period so that we can assess the effect of the sample size on
the power of the test by comparing the two experiments. Entries show the number of cases for which the
respective null hypothesis cannot be rejected on the 10 percent level. For each test the highest number
of winnings is shown in boldface. OU refers to the time series specification of the Ornstein-Uhlenbeck
process.
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C Estimation results

Table 11: Summary statistics of the estimated parameters of AMIK TS.

Period Min. 25% Median 75% Max.

m̂

1980-1999 -0.0489 0.0737 0.1004 0.1367 0.3700
1981-2000 -0.0718 0.0716 0.0992 0.1359 0.3539
1982-2001 -0.0958 0.0703 0.0967 0.1334 0.3539
1983-2002 -0.1223 0.0695 0.0944 0.1313 0.3427
1984-2003 -0.1395 0.0700 0.0926 0.1299 0.3372
1985-2004 -0.1395 0.0695 0.0912 0.1264 0.3372
1986-2005 -0.1631 0.0679 0.0910 0.1259 0.3309
1987-2006 -0.1814 0.0691 0.0904 0.1234 0.3565
1988-2007 -0.2014 0.0679 0.0905 0.1238 0.3667
1989-2008 -0.2205 0.0670 0.0903 0.1214 0.3893
1990-2009 -0.2170 0.0653 0.0891 0.1184 0.3996
1991-2010 -0.1962 0.0648 0.0877 0.1176 0.4156

σ̂

1980-1999 0.0035 0.0222 0.0370 0.0567 0.2963
1981-2000 0.0030 0.0218 0.0366 0.0556 0.2254
1982-2001 0.0040 0.0221 0.0366 0.0555 0.2363
1983-2002 0.0040 0.0222 0.0357 0.0533 0.1992
1984-2003 0.0045 0.0223 0.0348 0.0553 0.1850
1985-2004 0.0043 0.0222 0.0341 0.0547 0.2122
1986-2005 0.0037 0.0221 0.0345 0.0547 0.1884
1987-2006 0.0032 0.0218 0.0354 0.0543 0.3131
1988-2007 0.0028 0.0229 0.0351 0.0557 0.3918
1989-2008 0.0028 0.0232 0.0354 0.0573 0.3508
1990-2009 0.0027 0.0236 0.0375 0.0589 0.3047
1991-2010 0.0027 0.0232 0.0368 0.0585 0.3077

D̂

1980-1999 0.0000 0.0005 0.0014 0.0040 27.6056
1981-2000 0.0000 0.0005 0.0014 0.0041 27.1916
1982-2001 0.0000 0.0005 0.0014 0.0039 28.6907
1983-2002 0.0000 0.0005 0.0014 0.0038 63.9495
1984-2003 0.0000 0.0005 0.0012 0.0032 50.2677
1985-2004 0.0000 0.0005 0.0012 0.0031 42.4566
1986-2005 0.0000 0.0005 0.0011 0.0029 24.9553
1987-2006 0.0000 0.0004 0.0010 0.0026 23.8767
1988-2007 0.0000 0.0004 0.0010 0.0027 77.9973
1989-2008 0.0000 0.0004 0.0010 0.0028 37.8642
1990-2009 0.0000 0.0004 0.0011 0.0029 35.1508
1991-2010 0.0000 0.0004 0.0011 0.0028 78.4933

Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5× 10−5.
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Table 12: Summary statistics of the estimated parameters of AMIK CS.

Period Min. 25% Median 75% Max.

D̂

1980-1999 0.0000 0.0004 0.0010 0.0027 9.6918
1981-2000 0.0000 0.0004 0.0010 0.0026 6.9888
1982-2001 0.0000 0.0004 0.0011 0.0026 0.3425
1983-2002 0.0000 0.0004 0.0010 0.0025 0.1601
1984-2003 0.0000 0.0004 0.0009 0.0023 2.2816
1985-2004 0.0000 0.0004 0.0009 0.0023 1.5836
1986-2005 0.0000 0.0004 0.0009 0.0023 1.5836
1987-2006 0.0000 0.0004 0.0008 0.0021 1.8736
1988-2007 0.0000 0.0004 0.0008 0.0021 12.5901
1989-2008 0.0000 0.0003 0.0008 0.0022 9.6918
1990-2009 0.0000 0.0003 0.0009 0.0025 1.3057
1991-2010 0.0000 0.0003 0.0009 0.0023 9.6918

Note: The location parameter m and the dispersion parameter σ are fixed at their phenomenological
values, summarized in Table 4 in the main text. Entries equal to 0.0000 imply that the corresponding
estimates are smaller than 5× 10−5.
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Table 13: Summary statistics of the estimated parameters of OU TS.

Period Min. 25% Median 75% Max.

m̂

1980-1999 -0.0514 0.0736 0.1037 0.1400 0.4210
1981-2000 -0.0649 0.0717 0.1010 0.1382 0.3799
1982-2001 -0.0345 0.0689 0.0974 0.1317 0.4038
1983-2002 -0.1391 0.0693 0.0968 0.1315 0.4265
1984-2003 -0.1586 0.0673 0.0957 0.1295 0.4017
1985-2004 -0.1475 0.0674 0.0940 0.1263 0.3954
1986-2005 -0.1935 0.0664 0.0930 0.1270 0.3727
1987-2006 -0.2091 0.0685 0.0932 0.1235 0.4156
1988-2007 -0.2710 0.0672 0.0917 0.1236 0.4088
1989-2008 -0.7252 0.0662 0.0906 0.1222 0.3997
1990-2009 -0.2813 0.0622 0.0873 0.1172 0.4076
1991-2010 -0.3333 0.0627 0.0865 0.1182 0.4295

σ̂

1980-1999 0.0071 0.0261 0.0377 0.0599 0.4101
1981-2000 0.0062 0.0248 0.0381 0.0578 0.4267
1982-2001 0.0052 0.0246 0.0395 0.0574 0.2580
1983-2002 0.0046 0.0251 0.0373 0.0558 0.2989
1984-2003 0.0060 0.0249 0.0381 0.0576 0.2587
1985-2004 0.0060 0.0243 0.0369 0.0584 0.2374
1986-2005 0.0056 0.0247 0.0371 0.0583 0.2520
1987-2006 0.0047 0.0242 0.0365 0.0577 0.2854
1988-2007 0.0056 0.0242 0.0367 0.0576 0.3695
1989-2008 0.0040 0.0243 0.0372 0.0580 0.9164
1990-2009 0.0048 0.0239 0.0370 0.0583 0.5244
1991-2010 0.0038 0.0233 0.0374 0.0566 0.5416

D̂

1980-1999 0.0000 0.0005 0.0014 0.0037 0.4382
1981-2000 0.0000 0.0005 0.0014 0.0038 6.9470
1982-2001 0.0000 0.0005 0.0013 0.0036 3.6951
1983-2002 0.0000 0.0005 0.0014 0.0031 0.4925
1984-2003 0.0000 0.0005 0.0012 0.0029 0.1651
1985-2004 0.0000 0.0005 0.0011 0.0027 3.0114
1986-2005 0.0000 0.0005 0.0011 0.0028 0.3227
1987-2006 0.0000 0.0004 0.0011 0.0026 1.6097
1988-2007 0.0000 0.0004 0.0010 0.0025 0.3960
1989-2008 0.0000 0.0004 0.0010 0.0027 0.9644
1990-2009 0.0000 0.0004 0.0011 0.0029 0.3035
1991-2010 0.0000 0.0004 0.0011 0.0028 4.1833

Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5× 10−5.
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Table 14: Summary statistics of the estimated parameters of OU CS.

Period Min. 25% Median 75% Max.

D̂

1980-1999 0.0000 0.0004 0.0010 0.0028 0.0250
1981-2000 0.0000 0.0004 0.0010 0.0028 0.0225
1982-2001 0.0000 0.0004 0.0010 0.0025 0.0273
1983-2002 0.0000 0.0004 0.0010 0.0024 0.0206
1984-2003 0.0000 0.0004 0.0009 0.0023 0.0349
1985-2004 0.0000 0.0004 0.0009 0.0023 0.0207
1986-2005 0.0000 0.0004 0.0009 0.0022 0.0207
1987-2006 0.0000 0.0004 0.0008 0.0021 0.0261
1988-2007 0.0000 0.0003 0.0008 0.0020 0.0279
1989-2008 0.0000 0.0003 0.0008 0.0021 0.0320
1990-2009 0.0000 0.0003 0.0009 0.0024 0.0355
1991-2010 0.0000 0.0003 0.0008 0.0023 0.0479

Note: The location parameter m and the dispersion parameter σ are estimated from Gaussian distribu-
tions that are fitted to pooled data. Entries equal to 0.0000 imply that the corresponding estimates are
smaller than 5× 10−5.
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Table 15: Summary statistics for the estimated parameters of ARMA.

Period Min. 25% Median 75% Max.

ĉ

1980-1999 -0.9227 0.0272 0.0515 0.0845 0.9339
1981-2000 -104.7131 0.0265 0.0481 0.0827 4.6861
1982-2001 -10.4311 0.0275 0.0481 0.0821 1.0418
1983-2002 -122.2397 0.0267 0.0484 0.0834 0.5198
1984-2003 -1.2884 0.0259 0.0473 0.0802 0.9154
1985-2004 -2.9854 0.0261 0.0455 0.0754 7.9124
1986-2005 -2.6578 0.0256 0.0426 0.0731 2.5900
1987-2006 -0.5794 0.0237 0.0431 0.0697 0.8173
1988-2007 -1.1162 0.0232 0.0418 0.0676 9.0449
1989-2008 -7.0722 0.0224 0.0394 0.0672 1.8875
1990-2009 -1.9883 0.0220 0.0403 0.0664 11.1863
1991-2010 -2.3408 0.0212 0.0404 0.0671 9.9020

λ̂

1980-1999 -42.8141 0.1498 0.5025 0.6903 10.9541
1981-2000 -76.4585 0.1493 0.5061 0.7058 1182.9813
1982-2001 -7.5930 0.0999 0.4974 0.6975 156.6820
1983-2002 -425.9735 0.1319 0.4942 0.6721 2102.9842
1984-2003 -7.8685 0.1605 0.4893 0.7042 15.0287
1985-2004 -75.0235 0.1978 0.5124 0.6854 46.9542
1986-2005 -33.0459 0.2100 0.5219 0.6888 18.0523
1987-2006 -8.5463 0.2636 0.5350 0.7097 8.2472
1988-2007 -96.8263 0.2857 0.5296 0.7100 12.7770
1989-2008 -18.6911 0.2915 0.5438 0.7165 108.8221
1990-2009 -148.6684 0.2922 0.5510 0.7193 22.6550
1991-2010 -216.5744 0.2827 0.5481 0.7182 42.7274

ψ̂

1980-1999 -14.9776 -0.0538 0.2002 0.5437 42.8123
1981-2000 -1182.9816 -0.0676 0.1968 0.5515 76.4629
1982-2001 -156.6805 -0.0626 0.2140 0.5806 7.6365
1983-2002 -2102.9835 -0.0107 0.2584 0.5556 425.9736
1984-2003 -15.0498 -0.0419 0.1928 0.5137 7.9088
1985-2004 -46.9609 -0.0229 0.1945 0.4754 75.0284
1986-2005 -18.0662 -0.0404 0.2149 0.5069 33.0370
1987-2006 -8.2253 -0.0300 0.2135 0.5087 8.5292
1988-2007 -12.8117 -0.0258 0.2049 0.4988 96.8289
1989-2008 -108.8210 -0.0226 0.1703 0.4757 18.7106
1990-2009 -22.6645 -0.0697 0.1834 0.4915 148.6667
1991-2010 -42.7190 -0.0446 0.1903 0.4979 216.5742

σ̂2

1980-1999 0.0000 0.0004 0.0008 0.0019 0.0843
1981-2000 0.0000 0.0004 0.0008 0.0020 0.0769
1982-2001 0.0000 0.0004 0.0009 0.0019 0.0426
1983-2002 0.0000 0.0004 0.0008 0.0017 0.0454
1984-2003 0.0000 0.0004 0.0008 0.0017 0.0353
1985-2004 0.0000 0.0003 0.0008 0.0017 0.0352
1986-2005 0.0000 0.0003 0.0008 0.0017 0.0303
1987-2006 0.0000 0.0003 0.0007 0.0016 0.0348
1988-2007 0.0000 0.0003 0.0007 0.0016 0.0297
1989-2008 0.0000 0.0003 0.0007 0.0016 0.2208
1990-2009 0.0000 0.0003 0.0008 0.0018 0.1902
1991-2010 0.0000 0.0003 0.0008 0.0016 0.1796

Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5× 10−5.
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Table 16: Summary statistics for the estimated parameters of ARIMA.

Period Min. 25% Median 75% Max.

λ̂

1980-1999 -211.0938 -0.5234 0.1014 0.7645 174.8884
1981-2000 -80.4232 -0.5979 0.1289 0.7736 22.4037
1982-2001 -160.4340 -0.5599 0.1647 0.7962 1089.6294
1983-2002 -353.2678 -0.4222 0.2198 0.8769 110.0544
1984-2003 -47154.0926 -0.5238 0.1389 0.7083 1054.2162
1985-2004 -108.2522 -0.5494 0.1340 0.7729 51.5886
1986-2005 -68.8545 -0.5947 0.0721 0.7039 46.1794
1987-2006 -71.2947 -0.5500 0.0640 0.6925 174.8354
1988-2007 -68.6584 -0.5735 0.0575 0.7256 149.5186
1989-2008 -2892.6316 -0.5915 0.0843 0.7117 612.8428
1990-2009 -99.5175 -0.5716 0.1753 0.7330 223.8485
1991-2010 -51.6857 -0.4959 0.1667 0.6779 419.4589

ψ̂

1980-1999 -174.8887 -1.0020 -0.4312 0.5400 211.0947
1981-2000 -22.3862 -1.0006 -0.4645 0.6494 80.4274
1982-2001 -1089.6297 -1.0011 -0.5632 0.4500 160.4363
1983-2002 -110.0584 -1.1239 -0.6171 0.2780 353.2683
1984-2003 -1054.2164 -1.0000 -0.4398 0.4481 47154.0926
1985-2004 -51.5841 -1.0120 -0.5480 0.4760 108.2533
1986-2005 -46.1846 -1.0003 -0.3937 0.6226 68.8601
1987-2006 -174.8356 -1.0003 -0.3637 0.6152 71.3003
1988-2007 -149.5205 -1.0000 -0.3103 0.6363 68.6620
1989-2008 -612.8425 -1.0000 -0.3210 0.6858 2892.6317
1990-2009 -223.8490 -1.0000 -0.4303 0.5852 99.5186
1991-2010 -419.4585 -1.0000 -0.4543 0.4831 51.6785

σ̂2

1980-1999 0.0000 0.0004 0.0010 0.0021 0.0831
1981-2000 0.0000 0.0004 0.0009 0.0021 0.0570
1982-2001 0.0000 0.0004 0.0010 0.0020 0.0398
1983-2002 0.0000 0.0004 0.0009 0.0019 0.0383
1984-2003 0.0000 0.0004 0.0009 0.0018 0.0360
1985-2004 0.0000 0.0003 0.0008 0.0017 0.0523
1986-2005 0.0000 0.0003 0.0008 0.0017 0.0442
1987-2006 0.0000 0.0003 0.0008 0.0016 0.0440
1988-2007 0.0000 0.0003 0.0008 0.0017 0.0420
1989-2008 0.0000 0.0003 0.0008 0.0017 0.1113
1990-2009 0.0000 0.0003 0.0008 0.0018 0.1735
1991-2010 0.0000 0.0003 0.0008 0.0018 0.1686

Note: Entries equal to 0.0000 imply that the corresponding values are smaller than 5× 10−5.
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Table 17: Estimation results for the structural partial adjustment model.

Period Parameter Diagnostics

δ̂ ζ̂ η̂ θ̂ Adj. R2 AIC BIC

Mean t-stat Mean t-stat Mean t-stat Mean t-stat

1980-1999 0.0570 12.2559 0.0485 13.9470 -0.0458 -12.1026 0.0509 2.0521 0.31 -1160 -1139
1981-2000 0.0575 12.0871 0.0453 14.2058 -0.0450 -12.2554 0.0532 2.1672 0.30 -1167 -1147
1982-2001 0.0543 16.0287 0.0456 14.7973 -0.0440 -12.5042 0.0581 2.4624 0.31 -1175 -1154
1983-2002 0.0521 14.6749 0.0451 15.1058 -0.0428 -13.0826 0.0577 2.4420 0.32 -1185 -1164
1984-2003 0.0507 13.514 0.0456 14.5828 -0.0420 -13.5446 0.0440 1.8508 0.34 -1200 -1179
1985-2004 0.0493 13.2696 0.0450 14.8110 -0.0414 -13.8070 0.0435 1.8340 0.34 -1205 -1185
1986-2005 0.0489 13.2323 0.0449 14.7818 -0.0422 -13.9676 0.0296 1.3828 0.35 -1211 -1191
1987-2006 0.0481 13.2291 0.0463 16.8377 -0.0431 -13.9114 0.0091 1.1505 0.36 -1224 -1203
1988-2007 0.0468 13.6708 0.0467 17.4995 -0.0418 -16.0550 0.0098 1.2247 0.36 -1223 -1202
1989-2008 0.0470 13.5691 0.0454 16.3277 -0.0432 -12.8220 0.0113 1.3713 0.35 -1194 -1173
1990-2009 0.0446 12.7046 0.0470 15.2928 -0.0429 -12.8394 0.0113 1.3725 0.36 -1193 -1172
1991-2010 0.0423 12.4935 0.0487 15.5559 -0.0423 -12.7385 0.0103 1.2663 0.37 -1189 -1168

1980-1999 0.0545 10.8677 0.0479 14.2491 0.27 -1137 -1125
1981-2000 0.0550 10.7871 0.0448 14.1500 0.26 -1143 -1131
1982-2001 0.0517 12.8823 0.0454 15.2696 0.27 -1150 -1138
1983-2002 0.0488 11.4514 0.0454 15.2635 0.28 -1160 -1148
1984-2003 0.0459 10.0983 0.0465 14.5443 0.30 -1175 -1163
1985-2004 0.0439 9.8764 0.0463 14.5850 0.30 -1180 -1168
1986-2005 0.0425 9.8998 0.0463 14.5788 0.30 -1186 -1174
1987-2006 0.0403 10.4836 0.0477 16.6568 0.32 -1198 -1186
1988-2007 0.0390 10.6520 0.0481 17.3283 0.32 -1198 -1186
1989-2008 0.0388 10.6538 0.0469 16.4462 0.31 -1170 -1157
1990-2009 0.0361 9.5563 0.0487 15.0949 0.32 -1169 -1157
1991-2010 0.0336 9.2062 0.0504 15.2350 0.33 -1166 -1154

α̂ β̂ γ̂ Adj. R2 AIC BIC

Mean t-stat Mean t-stat Mean t-stat

1980-1999 -0.0020 -1.2752 -0.1935 -10.5650 -0.0880 -3.2571 0.12 -1499 -1482
1981-2000 -0.0010 -0.6554 -0.1990 -10.7266 -0.0767 -2.6406 0.12 -1506 -1490
1982-2001 -0.0018 -1.0967 -0.1895 -9.8582 -0.0947 -3.3168 0.12 -1512 -1495
1983-2002 -0.0025 -1.8674 -0.1804 -9.6071 -0.0869 -2.9806 0.11 -1513 -1497
1984-2003 -0.0022 -1.6064 -0.1765 -9.3800 -0.0892 -3.0615 0.11 -1539 -1523
1985-2004 -0.0008 -0.6077 -0.1931 -8.5572 -0.0688 -1.8502 0.12 -1548 -1531
1986-2005 -0.0002 -0.1395 -0.1929 -8.4344 -0.0662 -1.7988 0.12 -1560 -1544
1987-2006 0.0000 -0.0197 -0.1741 -7.1469 -0.0650 -1.7617 0.11 -1590 -1574
1988-2007 -0.0007 -0.4611 -0.1636 -6.7560 -0.0494 -1.2655 0.10 -1588 -1571
1989-2008 -0.0004 -0.2924 -0.1389 -3.4327 -0.0554 -1.3888 0.10 -1553 -1537
1990-2009 -0.0013 -0.6435 -0.1541 -3.4895 -0.0558 -1.3996 0.13 -1539 -1522
1991-2010 -0.0006 -0.2850 -0.1630 -3.5914 -0.0629 -1.5471 0.14 -1521 -1505

1980-1999 -0.0020 -1.4872 -0.2228 -13.3675 0.11 -1496 -1484
1981-2000 -0.0010 -0.7668 -0.2270 -13.6461 0.11 -1504 -1492
1982-2001 -0.0016 -1.0716 -0.2220 -12.7891 0.11 -1509 -1496
1983-2002 -0.0024 -1.8441 -0.2109 -12.0789 0.10 -1510 -1498
1984-2003 -0.0020 -1.5319 -0.2067 -11.7716 0.10 -1535 -1523
1985-2004 -0.0005 -0.4249 -0.2220 -11.7500 0.11 -1543 -1531
1986-2005 -0.0002 -0.1878 -0.2210 -11.6781 0.10 -1555 -1543
1987-2006 -0.0001 -0.0833 -0.2012 -9.7496 0.09 -1584 -1572
1988-2007 -0.0007 -0.5397 -0.1859 -8.8604 0.08 -1581 -1569
1989-2008 -0.0005 -0.3513 -0.1568 -4.3426 0.09 -1546 -1533
1990-2009 -0.0013 -0.7377 -0.1739 -4.2595 0.11 -1529 -1517
1991-2010 -0.0005 -0.2440 -0.1869 -4.3538 0.12 -1513 -1501

Note: Means and t-statistics for the means of the year-by-year cross-section regression coefficients. Inter-
cepts and slopes are averaged across 20 years of each in-sample period. The t-statistics of these averages
are computed as the ratio of the mean coefficient to its time series standard deviation multiplied with√
20 (Fama and French, 2000).
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Table 18: Estimation results for the non-linear partial adjustment models.

Period / Sector Parameter

α̂ β̂ γ̂

Mean t-stat Mean t-stat Mean t-stat

Panel A: Economy-wide model NLPAM EW

1980-1999 0.0249 7.3087 0.7926 39.3361 -0.1230 -5.5888
1981-2000 0.0231 7.5537 0.8036 43.6785 -0.1201 -5.5831
1982-2001 0.0223 7.2567 0.8131 46.7104 -0.1158 -5.2789
1983-2002 0.0213 6.7725 0.8120 46.5730 -0.1171 -5.3451
1984-2003 0.0186 6.6330 0.8229 51.7984 -0.1019 -3.9537
1985-2004 0.0186 6.5903 0.8266 51.2232 -0.1026 -3.9845
1986-2005 0.0206 7.8254 0.8213 52.2331 -0.1273 -4.6207
1987-2006 0.0198 7.7694 0.8259 54.1198 -0.1189 -4.3058
1988-2007 0.0184 8.5848 0.8387 66.7031 -0.1145 -4.2545
1989-2008 0.0163 7.4765 0.8491 70.6096 -0.0939 -3.3200
1990-2009 0.0141 4.3936 0.8623 48.2717 -0.0587 -1.2660
1991-2010 0.0142 4.4264 0.8547 42.5397 -0.0665 -1.3962

Panel B: Industry-specific model NLPAM IS

Mining 0.0119 1.5807 0.8173 10.2598 0.0588 0.5843
Construction 0.0203 1.6033 0.6823 5.9691 0.1660 0.6230
Manufacturing 0.0221 5.6347 0.8120 38.4352 -0.1009 -2.6791
Transportation and public utilities 0.0240 5.6151 0.6999 14.9160 -0.0253 -1.5130
Wholesale trade 0.0127 2.0044 0.8786 24.2021 0.0151 0.2574
Retail trade 0.0097 1.5169 0.9064 22.7879 -0.0015 0.0684
Finance, insurance, and real estate 0.0037 1.2818 0.9845 16.2656 -0.1220 -1.6807
Services 0.0136 3.9156 0.8922 27.8974 -0.1202 -3.5674

Note: Means and t-statistics for the means of the year-by-year cross-section regression coefficients. In-
tercepts and slopes are averaged across the 20 years of each in-sample period. The t-statistics of these
averages are computed as the ratio of the mean coefficient to its time series standard deviation multiplied
with

√
20.
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