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Causality between economic policy uncertainty and real housing returns in emerging economies: A cross-sample validation approach

Goodness C. Aye

Abstract: This paper examines whether economic policy uncertainty (EPU) causes real housing returns in 8 emerging economies for which EPU data are available namely: Brazil, Chile, China, India, Ireland, Russia, South Africa and South Korea. Quarterly data were used for the analysis. The study uses cross-sample validation (CSV) Granger causality approach which obviates the need to partition the data into an in-sample and out-of-sample periods when limited data are available as in this study. Results based on the CSV full sample period indicate no evidence of economic policy uncertainty Granger causing real housing returns except for Chile and China. However, based on CSV rolling window results, there is evidence of time varying causality in all the countries except India. The implications of these findings are drawn.
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PUBLIC INTEREST STATEMENT
The recent global crisis which started in the housing market in the United States has raised the interest of all the stakeholders. Moreover, as the housing market is still struggling to recover from the aftermath of the crisis, it has become important to examine its drivers. Uncertainty surrounding economic policies is envisaged to be among these because such uncertainty could delay investment in the housing market as investors would either adopt a wait- and-see strategy or divert their investments to other portfolios. In this paper, the role of economic policy uncertainty (EPU) on real housing returns in 8 emerging markets was investigated using a robust analytical method. The findings show that EPU has significant causal effect on real housing returns. This effect varies over time. This should raise concern for investors, policymakers and researchers since development in the housing market could impact economic growth and welfare distribution.
1. Introduction
The 2007/2009 global economic and financial crisis which started as a subprime mortgage crisis had its root in the housing market. This has led to heightened interest in this market since the crisis given its susceptibility to shocks and its crucial role in the economy. According to Leamer (2015), eight out of ten US post-war recessions were preceded by substantial problems in housing and consumer durables and these changes in the housing sector have had substantial effects on economic activity in the US. The recent crisis has highlighted deficiencies in the system of financial regulation. The policy dilemmas faced by central banks setting interest rates have been sharpened by deficiencies in financial regulation and fiscal policies. The causes and consequences of the operation of housing and credit markets have been misunderstood and this has contributed to the failure of governments to implement reforms that would stabilize their economies and financial systems and consequently reduce inequality and social exclusion (Muellbauer & Murphy, 2008). In this paper, economic policy uncertainty (EPU) is investigated as a driver or cause of housing returns.

The aftermath of the global crisis has increased both housing price volatility and economic uncertainty (Hirata, Kose, Otrak, & Terrones, 2013). Given the strategic position of the US in the world, any shock arising from there could be easily transmitted to other countries. Hence, this study focuses on emerging economies. Figure 1 shows the historical evolution of housing returns and EPU in the eight emerging countries to be studied. The shaded bars indicate the USA recession. From these plots, it is observed that uncertainty has heightened since the last recession while housing returns has fallen or remained stagnant. The development in the housing markets is important for portfolio managers, investors, would-be homeowners, financial institutions and policymakers, as it helps to provide information on the probability of mortgage defaults, valuation of mortgage backed securities, and property tax revenue streams (Barros, Gil-Alana, & Payne, 2015). Housing prices provide indication as to where the economy is heading to (Aye, Balciar, Bosch, & Gupta, 2014; Learner, 2015). According to Muellbauer & Murphy (2008), housing wealth is crucial for macroeconomic fluctuations and the distribution of welfare but this depends on the institutional framework governing property rights, access to credit, financial architecture and regulation, and trading costs. Therefore, understanding the role of EPU in the housing market is crucial for housing market development, economic growth and welfare.

![Figure 1. Real housing returns and economic policy uncertainty.](image-url)
Su, Li, Lobont, and Zhao (2016) noted that attributing housing market instabilities to increased policy uncertainty is not uncommon. When there is uncertainty, policy authorities and investors are reluctant on the appropriate course of action. This may delay economic activity. Theoretically, uncertainty and the housing market should share a relationship. This is because EPU could delay investment decisions in the housing market as it increases the real-option value of waiting due to its potential to reduce demand for capital, and hence housing returns as well as the irreversible nature of housing investments (Burnside, Eichenbaum, & Rebelo, 2016; Calcagnini & Saltari, 2000; Cunningham, 2006; Hirata et al., 2013). Pástor and Veronesi (2013) also argue that increased political uncertainty can lead to rising cost of financing housing projects. Also, the impact of uncertainty on income, mortgage rates, and credit conditions, may make households to reconsider their housing investment choices. Therefore, it is pertinent to empirically examine the causal link between economic uncertainty and housing returns.

A few studies as evidenced in the literature review section have investigated the relationship between economic uncertainty and housing prices and/or volatilities. Most of these studies barring André, Bonga-Bonga, Gupta, and Mwamba (2017) and Christou, Gupta, and Hassapis (2017) focused on in-sample predictability of economic uncertainty for the housing market. However, there is widespread evidence that in-sample predictive ability does not guarantee out-of-sample accuracy of forecasts (Rapach & Zhou, 2013). In-sample errors are likely to understate forecasting errors (Tashman, 2000). Ashley and Tsang (2014) confirmed that the in-sample estimation of causality can be a poor approach to out-of-sample forecasting. It is a clear trend in recent finance literature to focus on the out-of-sample predictive ability as most models perform well in-sample but fail in out-of-sample forecasts (Aye, Deale, & Gupta, 2016; Campbell & Thompson, 2008; Welch & Goyal, 2008). Moreover, overfitting and structural changes may further aggravate the divergence between in-sample and post-sample performance (Tashman, 2000). This study contributes to this line of research by examining the causal link between EPU and housing returns using the cross-sample validation (CSV) Granger causality approach which avoids the need to partition the data a priori into an in-sample and out-of-sample periods (Ashley & Tsang, 2014). Ashley and Tsang (2014) argued that the practice of a priori or arbitrarily partitioning of the data into in-sample period—used only for model specification/estimation- and out-of-sample period-used only for evaluating the model’s forecast ability is not feasible with samples of modest length (T ≤ 150) commonly seen in quarterly and sometimes monthly data sets. Thus, they proposed a CSV scheme whereby all of the available data are used at once in the testing procedure and every possible in-sample versus post-sample partitioning is examined. Thus, this preserves the power of in-sample testing. It also preserves most of the credibility of the out-of-sample testing by basing model forecast evaluation on data not used for estimating the particular model’s coefficients.

Moreover, in an empirical experiment, Hansen and Timmermann (2012) demonstrated that out-of-sample forecast evaluation results can critically depend on how the sample split is determined. Overall, cross-validation is used instead of the conventional validation of partitioning the data into two to avoid losing significant modeling or testing capability especially when the data are not enough (Kyriazakou & Panagiotidis, 2017; Seni & Elder, 2010) as in the current study. Aside, the CSV approach allows one to determine the specific time periods for which causal relationship exists which is not the case with the approaches used by André et al. (2017) and Christou et al. (2017). In this study, eight emerging market economies namely Brazil, Chile, China, India, Ireland, Russia, South Africa and South Korea are considered based on the availability of EPU data. Aside South Korea which was included in the panel in Christou et al. (2017), and China and India in Chow, Cunado, Gupta, and Wong (2017), the relationship has not been previously examined for the remaining countries to the best of my knowledge. Moreover, given the above argument on in-sample versus out-of-sample, it is worthwhile to revisit the relationship for China and India since Chow et al. (2017) utilized an in-sample approach.

Since uncertainty is a latent variable that needs to be measured, this study used the news-based measure of uncertainty, widely known as the economic policy uncertainty index (EPU) developed
by Baker, Bloom, and Davis (2016). Despite the availability of other measures of uncertainty such as historical volatility, stochastic volatility, implied volatility, realized volatility, conditional volatility, partisan conflict and macroeconomic uncertainty among others (Azzimonti, 2018; Fernández-Villaverde, Guerrón-Quintana, Kuester, & Rubio-Ramírez, 2015; Jurado, Ludvigson, & Ng, 2015; Rafiq et al., 2009; Rossi & Sekhposyan, 2015; Shaoq & Veuger, 2016), EPU has received wide acceptance in empirical applications (André et al., 2017; Redl, 2015), due to the fact that it does not require any complicated model estimation for its generation and it has wider coverage beyond the US economy unlike many other uncertainty indicators. The results showed that there is time-varying causality from EPU to housing returns in all countries except India whereas the full-sample analysis detects causality for only Chile and China.

The remainder of the paper is organized as follows: the literature is presented in Section 2. The empirical model is presented in Section 3. Section 4 presents the data. Results are presented in Section 5 while Section 6 concludes the study.

2. Literature review

There may be many drivers of housing prices or returns such as income, the housing stock, demography, credit availability, interest rates, lagged appreciation, housing collateral, downpayment constraints and institutional variations (Muellbauer & Murphy, 2008). This review focuses on studies that have examined the relationship between EPU and the housing market. For instance, in a study by Sum and Brown (2012) which was based on a VAR model and monthly data covering 1985–2011, there is no support for a significant causal link between EPU and Real Estate Investment Trust returns in the United States. Using data from January 1999 to June 2013 and volatility impulse response functions (VIRFs) introduced by Hafner and Herwartz (2006) as well as variance causality test, Ajmi, Babalos, Economou, and Gupta (2014) found a two-way transmission channel between US-listed REITs conditional volatility and macroeconomic uncertainty proxied by two indices namely EPU Index and the Equity Market Uncertainty Index.

Based on the Dynamic Conditional Correlation Generalized Autoregressive Conditional Heteroskedastic (DCC-GARCH) model, Antonakakis, Gupta, and André (2015) found that the correlation between EPU and housing market returns in US is negative consistently, but with varying magnitude over time, peaking during the 2007/2009 financial crisis. Su et al. (2016) used a bootstrap rolling window causality test developed by Balcilar, Ozdemir, and Arslantanurk (2010) and found that EPU has no impact on housing returns in Germany but the latter has significant effect on EPU for a limited time period. Housing returns do not have significant effect on EPU in most time periods. The causal relationship between EPU and real house prices in Canada, Germany, Italy, Spain, UK, and US was examined by El Montasser et al. (2016) who employed quarterly data from 2001 to 2013 and a bootstrap panel VAR. Results showed that a bi-directional causality exists for France and Spain, while unidirectional causality was found for the remaining countries. In a study by Antonakakis, André, and Gupta (2016), they found a time-varying volatility spillover effect from EPU to real housing returns in US based on a VAR-based approach.

For China and India, Chow et al. (2017) used linear and nonlinear panel and time series models. Results based on linear model showed a unidirectional causality from EPU growth to housing returns in China but not in India. The nonlinear Granger causality tests found mostly unidirectional causality from EPU to housing returns in both countries. When the two countries were taken as a panel, both panel linear and panel nonlinear tests rejected the null of EPU not Granger causing housing returns. André et al. (2017) used monthly data from 1953:1 to 2014:2 and a k-th order non-parametric Granger causality test. They split the whole sample into two equal parts in-sample (1953:2–1983:8) and out-of-sample (1983:9–2014:1) periods. Their results showed that EPU predicts both real housing returns and its volatility in the United States. For ten OECD countries: Canada, France, Germany, Italy, Japan, the Netherlands, South Korea, Spain, UK, and US, Christou et al. (2017) used quarterly data from 2003 to 2014 with an out-of-sample period of 2008:Q2–2014:Q4 and panel VAR models. They evaluated the point and
density forecasts at one-, two-, four-, and eight-quarters-ahead and found a predictive power of EPU for housing returns. Aye, Clance, and Gupta (2017) employed a hazard model to investigate the spill-over effect of economic uncertainty on the housing market cycles in 12 OECD countries (Australia, Canada, Chile, France, Germany, Ireland, Italy, Japan, The Netherlands, Spain, Sweden, United Kingdom and United States) and find that while higher economic uncertainty significantly affects the probability of exiting housing market busts it has no significant effect on the probability of leaving booms and normal times.

Apart from André et al. (2017) and Christou et al. (2017), the other studies focused on in-sample predictability (causality) of economic uncertainty for the housing market. However, it has been argued that “a sound and natural approach to testing predictive ability must rely primarily on the out-of-sample forecasting performance” (Ashley, Granger, & Schmalensee, 1980). Out-of-sample analysis based on partitioning the sample may lead to a loss of information and lower power in small samples giving rise to inaccurate conclusions. The current study therefore contributes in this regard by examining the predictive power of EPU for real housing returns for emerging economies most of which have not been previously examined using an out-of-sample cross-validation approach developed by Ashley and Tsang (2014) to avoid the in-sample versus out-of-sample ad hoc data split and its consequences for our sample. This current paper also differs from André et al. (2017) and Christou et al. (2017) as it analyzed the explicit time-varying relationship between EPU and housing returns. In order words, specific time periods for which there are significant causal relationship are determined for each country.

3. Empirical model

This study employs the CSV test for Granger causality developed by Ashley and Tsang (2014). The model for $y_t$ over the full (unrestricted) information set is given as

$$Y = X\beta + \epsilon,$$

where $X$ is $T \times k$ vector of explanatory variables including the $g$ putatively causative variables. The model for $y_t$ over the restricted information set is given as:

$$Y = X'\beta' + \epsilon',$$

where the $T \times (k - g)$ array $X'$ is identical to $X$ but omits the columns containing the data on the $g$ putatively causative variables and where $\beta'$ omits the corresponding components. Additional explanatory variables may be included in $X$. In this study, only lagged values of real housing returns, $y_t$, are included in $X$ aside the lagged $g$ putatively causative variable, EPU.

Assuming the sample of $T$ observations is split into two parts: the first $\tau$ observations and the remaining $T - \tau$ observations. Letting the first $\tau$ observations be the “in-sample” period and the remaining $T - \tau$ observations be the “post-sample” period, for any given sample-split $\tau$, the $F_\tau$ can be computed as

$$F_\tau = \frac{(RSS(\tau) - URSS(\tau))/g}{URSS(\tau)/(T - k)},$$

where $URSS$ and $RSS$ are an unrestricted and a restricted sum of $T$ squared “out-of-sample” prediction errors respectively. $F_\tau$ would be potentially useful in testing the null hypothesis that the coefficients on all $g$ putatively Granger-causing explanatory variables are zero. However, $F_\tau$ depends on the (arbitrary) sample-split at period $\tau$. To avoid this dependence on the sample-split choice, the Granger-causality inference can be based on every possible value of $\tau$ as the test statistic.

Letting $Q_v(x_1 \ldots x_m)$ denote the $v^{th}$ sample quantile of the distribution from which the observations $x_1 \ldots x_m$ are drawn, these sample order statistics can be expressed as:

$$Q_v(F_{k,1} \ldots F_{T-k-1})$$
where $\tau$ must lie in the interval $[k + 1, T - k - 1]$ so that both $\tilde{\beta}_t^e$, the estimator of $\beta^e$ in Equation (1) using only the first $\tau$ observations, and $\tilde{\beta}_t^u$, the estimator of $\beta^u$ in Equation (1) using only the last $T - \tau$ observations are computable.

Granger causality tests based on $\tilde{Q}_v$ are appropriately called “cross-sample validation” tests because they are based on applying the model coefficients estimated on one portion of the data to predicting the other portion of the data. Consequently, $\tilde{Q}_{0.50}$, the sample median of $F_{k+1: \tau} \cdot F_{T-k-1}$ is denoted as the “CSV50” statistic. Analogously, $\tilde{Q}_{0.75}$, the sample third quartile of $F_{k+1: \tau} \cdot F_{T-k-1}$ is denoted as the “CSV75” statistic, and so forth for the other values of $v$. These sample order statistics, by construction, do not depend on $\tau$. Granger causality inferences based on $\tilde{Q}_v$ are usually obtained using bootstrap methods as this ensures that the sizes of the CSV tests are reasonably accurate, even for the modest sample lengths. Ashley and Tsang (2014) recommend using the “third-quartile” or CSV75 CSV test since it had the highest empirical power relative to the others (see also Kyriazakou & Panagiotidis, 2017; Plakandaras, Gupta, Gogas, & Papadimitriou, 2017). Hence, in the empirical section only CSV75 results will be reported.

Aside computing the usual in-sample F-test, the MSE-F statistic for post-sample (out-of-sample) tests is also computed as:

$$
MSE - F = \frac{\sum_{t=T-\tau+1}^{T} e_{t+1}^2}{\sum_{t=1}^{T-\tau+1} e_{t+1}^2},
$$

(5)

where $P$ is the number of post-sample periods, $e_{t+1}$ is the one period ahead forecasting error made by the unrestricted model in period $t$, $e_{t+1}$ is the one period ahead forecasting error made by the restricted model in period $t$.

4. Data

The data consist of two variables: real housing prices and EPU for 8 emerging countries namely Brazil, Chile, China, India, Ireland, Russia, South Africa and South Korea. Following Cesia-Bianchi, Cespedes, and Rebucci (2015), the housing prices data were obtained from the OECD house price database, the BIS (Bank of International Settlement) property price dataset and the Federal Reserve of Dallas international house price database. The real house prices were obtained by deflating the nominal house prices with a country-specific consumer price index. The EPU indices were obtained from www.policyuncertainty.com. Month-by-month searches of leading newspapers in each country, for terms pertaining to uncertainty, the economy and policy were performed by Baker et al. (2016). Although there are other measures of uncertainty as mentioned in the introductory section, EPU is widely used in empirical applications because it does not require any complex model estimation to construct it and it is available for a number of developed and emerging markets unlike other measures of uncertainty. Moreover, EPU incorporates different dimensions or categories of policy such as monetary, fiscal, regulatory and health policies amongst others. It has also been validated in terms of reliability, accuracy, bias, consistency as well as market-use value as commercial data providers such as Bloomberg, FRED, Haver and Reuters use these indices to meet demands from banks, hedge funds, corporates and policy makers (Baker et al., 2016). The original source documents the EPU data on monthly frequency. To be consistent with the real housing price data which are quarterly, the EPU data were converted into their quarterly frequency in this study by taking averages over 3 months comprising a quarter.

By definition, real housing returns is the first-difference of the natural log of real house price index. However, a preliminary analysis was conducted to determine the unit root property of the data. These include the Augmented Dickey–Fuller (ADF, 1979), Phillips–Perron (PP, 1988) and Ng and Perron (NP, 2001) unit root tests. In addition, the Zivot and Andrews (1992) unit root test that allows for possibility of structural break is conducted. The results as presented in the Appendix A show that based on the tests without break, real housing prices are I(1) while EPU are I(0), with exception of EPU for India
which is I(1). However, based on the test with break, unit root is rejected for only Chile, India and South Korea in the case of real housing prices and for Chile, Russia and South Africa in the case of EPU. All countries returns and EPU exhibit at least a break and this justifies the use of a model that accounts for the time varying nature of these series. Since there seems to be conflicting conclusion between the unit root tests with and without break especially for EPU and given the stationarity requirement, all variables are used in their log first-difference form (see also Balcilar, Gupta, & Segnon, 2016b; Chow et al., 2017; Li, Balcilar, Gupta, & Chang, 2016). Table 1 reports key statistics for the log-difference of real house price and EPU for each country. The starting and ending dates are determined by data availability. Real house price returns is highest in India (1.68% per quarter) and lowest, in fact negative in South Korea (−0.27% per quarter). The housing market in Chile and Russia are more volatile than the rest of the economies while that of China is the least volatile. A normally distributed series should have skewness value of about zero and kurtosis of about 3. From Table 1, real housing returns are mostly negatively skewed with excess kurtosis. However, based on the Jarque–Bera test, the real housing returns in China, Ireland and South Africa are normally distributed while the rest are not. For EPU, the highest growth is witnessed in Brazil (2.27% per quarter) while the least growth is witnessed in India (0.05%). EPU are mostly positively skewed with kurtosis values that are closer to 3. The EPU growth series appear to be normally distributed in almost all the countries.

5. Results
The results for the usual in-sample F test, the standard post-sample MSE-F and CSV tests using full sample are presented in Table 2. The p-values of each test for the null hypothesis that EPU does not granger cause real housing returns are reported for each of the eight emerging countries. For the cross-validation test, only the third quartile or CSV75 test p-values are reported as this is consistent with suggestions by Ashley and Tsang (2014) that this should be used in empirical

<table>
<thead>
<tr>
<th>Country</th>
<th>Sample period</th>
<th>Mean (%)</th>
<th>Std Dev (%)</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque–Bera test (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>2001Q1–2016Q2</td>
<td>0.831</td>
<td>2.897</td>
<td>−0.762</td>
<td>3.008</td>
<td>0.052</td>
</tr>
<tr>
<td>Chile</td>
<td>1993Q1–2015Q3</td>
<td>0.842</td>
<td>7.407</td>
<td>1.272</td>
<td>9.349</td>
<td>0.000</td>
</tr>
<tr>
<td>China</td>
<td>1999Q1–2016Q2</td>
<td>0.526</td>
<td>1.349</td>
<td>−0.497</td>
<td>3.392</td>
<td>0.194</td>
</tr>
<tr>
<td>India</td>
<td>2003Q1–2016Q2</td>
<td>1.682</td>
<td>3.772</td>
<td>−0.641</td>
<td>7.834</td>
<td>0.000</td>
</tr>
<tr>
<td>Ireland</td>
<td>1985Q1–2016Q2</td>
<td>0.760</td>
<td>2.770</td>
<td>−0.208</td>
<td>2.721</td>
<td>0.521</td>
</tr>
<tr>
<td>Russia</td>
<td>2001Q1–2016Q2</td>
<td>0.820</td>
<td>5.858</td>
<td>−2.014</td>
<td>14.398</td>
<td>0.000</td>
</tr>
<tr>
<td>South Africa</td>
<td>1985Q1–2016Q5</td>
<td>0.314</td>
<td>2.648</td>
<td>0.046</td>
<td>3.700</td>
<td>0.270</td>
</tr>
<tr>
<td>South Korea</td>
<td>1990Q1–2016Q3</td>
<td>−0.270</td>
<td>1.991</td>
<td>−0.669</td>
<td>6.052</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Sample period</th>
<th>Mean (%)</th>
<th>Std Dev (%)</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque–Bera test (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>2001Q1–2016Q2</td>
<td>2.269</td>
<td>35.369</td>
<td>0.063</td>
<td>2.580</td>
<td>0.783</td>
</tr>
<tr>
<td>Chile</td>
<td>1993Q1–2015Q4</td>
<td>1.514</td>
<td>24.744</td>
<td>−0.172</td>
<td>2.746</td>
<td>0.711</td>
</tr>
<tr>
<td>China</td>
<td>1999Q1–2016Q2</td>
<td>1.578</td>
<td>36.854</td>
<td>0.604</td>
<td>3.634</td>
<td>0.069</td>
</tr>
<tr>
<td>India</td>
<td>2003Q1–2016Q2</td>
<td>0.045</td>
<td>29.729</td>
<td>0.390</td>
<td>3.528</td>
<td>0.375</td>
</tr>
<tr>
<td>Ireland</td>
<td>1985Q1–2016Q2</td>
<td>0.961</td>
<td>33.080</td>
<td>0.249</td>
<td>3.239</td>
<td>0.452</td>
</tr>
<tr>
<td>Russia</td>
<td>2001Q1–2016Q2</td>
<td>1.475</td>
<td>34.825</td>
<td>0.085</td>
<td>2.832</td>
<td>0.929</td>
</tr>
<tr>
<td>South Africa</td>
<td>1985Q1–2016Q3</td>
<td>1.451</td>
<td>90.020</td>
<td>0.309</td>
<td>4.141</td>
<td>0.012</td>
</tr>
<tr>
<td>South Korea</td>
<td>1990Q1–2016Q3</td>
<td>0.288</td>
<td>36.720</td>
<td>0.149</td>
<td>2.772</td>
<td>0.733</td>
</tr>
</tbody>
</table>
applications given their power over the class of CSV tests. In all cases, the p-values were obtained via bootstrapping with M = 10,000 simulations. As determined by the SIC lag length criteria, two lags of real housing returns were included as explanatory variable for South Africa and Ireland while one lag was included for the remaining countries. Looking at the in-sample test result, it is observed that the null hypothesis can be rejected only for China at 5% level of significance. This implies that EPU Granger causes housing returns in China. Put in another words, EPU has an in-sample predictive power of housing returns in China. For the rest of the countries, EPU growth does not Granger cause housing returns. This implies that previous values of EPU do not have an in-sample predictive power for housing returns in these countries.

Moving to the CSV75 full sample or time invariant test result, the null hypothesis is rejected at 5% for Chile and China only. Again, this implies that based on the CSV75 time invariant test, China and Chile’s EPU past values can be used to predict the current value of housing returns above that which is predicted by the lagged value of housing returns in these two countries. While the CSV test supports the in-sample tests for China, and the rest of the countries, there is mixed evidence for Chile. The predictive power of EPU for China and Chile’s housing markets based on the CSV approach is however out-of-sample. The rejection p-values for the standard MSE-F tests are reported for post-sample periods of lengths 5 and 10 quarters. The null hypothesis is rejected for India, Russia and South Africa for the 5 quarter-ahead while it is not rejected for any of the countries for the 10-quarter ahead. Given the shortness of the sample data, the results of the standard post-sample MSE-F test should be interpreted with caution. This is where perhaps the advantage of the bootstrapping technique employed in the CSV approach becomes important.

Aside the results based on the full sample, this paper also presents the results from the rolling window CSV test with the rolling window size set to 20. These are presented for the various countries in Figures 1–8. These figures graph the bootstrapped p-values for the CSV75 test as a function of the forecast windows; the horizontal line represents a p-value of 0.10 (10% significance level). Figure 1 presents the CSV75 p-values for the null hypothesis that EPU growth does not Granger cause real housing returns in Brazil out-of-sample. The null hypothesis is rejected for Brazil in 2013Q3 only. This means that EPU has a very limited out-of-sample predictive power for housing returns in Brazil. In Figure 2, the null hypothesis is rejected for Chile during 2002Q4–2003Q3, 2007Q1, 2008Q4, 2009Q2–2011Q4 sub-periods. Hence, during these periods, Chile’s EPU has significant out-of-sample predictive ability for its real housing returns. These periods fall much within the recent global crisis and appear to connotate that Chile’s housing market must have been seriously affected by high economic uncertainty during and after the crisis. For China as presented in Figure 3, EPU has significant causality for real housing returns in 2005Q1–2005Q2, 2005Q4 and 2011Q4–2015Q3 sub-periods.

### Table 2. In-sample, CSV and post-sample Granger causality tests

<table>
<thead>
<tr>
<th>Country</th>
<th>Brazil</th>
<th>Chile</th>
<th>China</th>
<th>India</th>
<th>Ireland</th>
<th>Russia</th>
<th>South Africa</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Length</td>
<td>60</td>
<td>90</td>
<td>68</td>
<td>52</td>
<td>123</td>
<td>60</td>
<td>124</td>
<td>105</td>
</tr>
<tr>
<td>In-Sample F Test</td>
<td>0.323</td>
<td>0.303</td>
<td>0.016</td>
<td>0.209</td>
<td>0.972</td>
<td>0.259</td>
<td>0.129</td>
<td>0.151</td>
</tr>
<tr>
<td>CSV 75 (Q_{0.75}) Test</td>
<td>0.467</td>
<td>0.037</td>
<td>0.035</td>
<td>0.177</td>
<td>0.544</td>
<td>0.319</td>
<td>0.113</td>
<td>0.163</td>
</tr>
<tr>
<td>Post-sample MSE-F Tests:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 periods</td>
<td>0.182</td>
<td>0.974</td>
<td>0.971</td>
<td><strong>0.012</strong></td>
<td>0.692</td>
<td><strong>0.078</strong></td>
<td><strong>0.086</strong></td>
<td>0.992</td>
</tr>
<tr>
<td>10 periods</td>
<td>0.221</td>
<td>0.989</td>
<td>0.956</td>
<td>0.549</td>
<td>0.498</td>
<td>0.611</td>
<td>0.142</td>
<td>0.993</td>
</tr>
</tbody>
</table>

These are p-values for rejecting the null hypothesis that EPU growth does not Granger cause real housing returns. Values in bold signify that the null hypothesis is rejected.
Figure 2. The cross-sample validation Granger causality test for different rolling windows for Brazil.

Figure 3. The cross-sample validation Granger causality test for different rolling windows for Chile.

Figure 4. The cross-sample validation Granger causality test for different rolling windows for China.
Figure 5. The cross-sample validation Granger causality test for different rolling windows for India.

Figure 6. The cross-sample validation Granger causality test for different rolling windows for Ireland.

Figure 7. The cross-sample validation Granger causality test for different rolling windows for Russia.
In Figure 4, the results show that there is clearly no causal relationship between EPU and real housing returns in India. Therefore, the null hypothesis of no Granger causality cannot be rejected for India based on the CSV rolling window approach.

In Ireland as depicted in Figure 5, there seems to be some significant causal relationship between EPU and real housing returns at different periods but these do not seem to span for long. Specifically, there is evidence of EPU causing real housing return in the following periods: 1995Q4, 2002Q2–2002Q4, 2003Q1, 2010Q3 and 2014Q3–2014Q4. It can therefore be concluded that for these periods EPU has out-of-sample predictive power for housing returns in Ireland. In Figure 6, the results show that during 2010Q3–2010Q4 and 2012Q4, EPU has an out-of-sample predictive power for real housing returns in Russia. Therefore, we cannot reject the null hypothesis of non-Granger causality of EPU in Russia for these periods. Results based on Figure 7 show that in South Africa, EPU has basically no predictive power for the housing market as its significance is felt only in 1991Q4. Finally for South Korea as shown in Figure 9, there is evidence of predictive power of EPU for real housing returns during 2000Q2–2000Q4, 2001Q2–2001Q3, 2002Q1, 2002Q3, 2004Q2–2004Q3, 2005Q2, 2009Q4–2010Q1 periods.
Overall, we find evidence of time-varying causality from EPU to housing returns in all countries except India whereas the full-sample analysis detects causality for only Chile and China. The findings are consistent with majority of the literature such as Chow et al. (2017), Christou et al. (2017) and André et al. (2017) that find EPU as a causing variable for the housing market. However, it contrasts that of Su et al. (2016) for Germany. This perhaps justifies country-specific analysis of these relationships.

As a robustness check, the Nishiyama, Hitomi, Kawasaki, and Jeong (2011) k-order non-parametric test used in André et al. (2017) is also used. The results are presented in Table 3. The null hypothesis of non-Granger causality in the mean (real housing return) is rejected for all the countries except Chile, India and Russia while it is not rejected in the second moment (real housing return volatility) for only Chile and India. In other words, EPU has predictive power for the mean housing returns in 5 out of 8 emerging countries studied. Similarly EPU has predictive ability for housing return volatility in 6 out of 8 countries. It can be concluded that when the assumption of linearity is relaxed, the dominant role of for real housing returns becomes very clear and this is robust to results from an alternative approach.

6. Conclusion
This study investigates the causal relationship between EPU and real housing returns for 8 emerging markets using the CSV causality test. The countries are Brazil, Chile, China, India, Ireland, Russia, South Africa and South Korea. Results show that EPU growth has predictive ability for Chile and China based on the full sample CSV test. However, with the rolling window CSV test, all countries barring India indicate evidence of EPU Granger causing real housing returns. The dominant role of EPU for real housing returns becomes very clear when the assumption of linearity is relaxed, and this is robust to results from an alternative approach. These findings have important implications. From a policy perspective, this results show that high EPU can weaken the impact of economic policies and hence calls for the respective policy makers to consciously seek for strategies for reducing uncertainty in these economies. The need for timely policy initiatives cannot be overstressed. Appropriate balance between fiscal adjustment and policy measures should be sought to reduce vulnerabilities. From investors’ perspective, heightened uncertainty may weigh on confidence, thereby restraining household and business spending. High policy uncertainty affects returns from real estate investment. This may lead to delayed business decisions such as delaying business expansion plans, putting off investment decisions which may stall company growth and considerations to invest offshore in perhaps more stable business environments. It also has implications for portfolio repositioning as every rational investor would want to reduce his/her holdings in unsafe stocks. Since heightened uncertainty about policy direction leads to

<table>
<thead>
<tr>
<th>Country</th>
<th>$S_1^{(1)}$</th>
<th>$S_2^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>26.076***</td>
<td>17.263**</td>
</tr>
<tr>
<td>Chile</td>
<td>0.085</td>
<td>8.921</td>
</tr>
<tr>
<td>China</td>
<td>17.919***</td>
<td>26.249***</td>
</tr>
<tr>
<td>India</td>
<td>4.618</td>
<td>11.613</td>
</tr>
<tr>
<td>Ireland</td>
<td>54.485***</td>
<td>35.209***</td>
</tr>
<tr>
<td>Russia</td>
<td>0.734</td>
<td>17.420***</td>
</tr>
<tr>
<td>South Africa</td>
<td>57.667***</td>
<td>37.403***</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.825***</td>
<td>21.875***</td>
</tr>
</tbody>
</table>

$S_1^{(1)}$ is the test statistics for null of non-Granger causality in mean and $S_2^{(1)}$ is for non-Granger causality in the second moment (variance). The results are evaluated based on the 5% critical value of 14.38 as provided by Nishiyama et al. (2011). ** and *** Indicate rejection of the null hypothesis of non-Granger causality at 5% and 1% level respectively.
weak investment growth in the housing sector, this will consequently affect economic growth given that housing has been shown to be a leading indicator. From academic perspective, the CSV test is feasible and provides credibility for post-sample testing when the sample data is scarce since the test does not depend on the decision on in-sample/post-sample split. Although, the countries studied are diverse in terms of geographical location, macroeconomic scenario and business environment, our results provide evidence that EPU affects the sustenance of the housing sector irrespective of these differences. It is therefore imperative that the development of the housing sector be paramount in any policy or regulation in all economies since housing markets play a key role in understanding regional evolutions and regional differentials in economic activity and living standards.
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### Appendix A

#### Table A1. Unit root tests with and without breakpoint

<table>
<thead>
<tr>
<th></th>
<th>Real Housing Prices</th>
<th></th>
<th></th>
<th>Economic Policy Uncertainty</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First Difference</td>
<td></td>
<td>Level</td>
<td>First Difference</td>
</tr>
<tr>
<td></td>
<td>ADF</td>
<td>PP</td>
<td>NP</td>
<td>ADF</td>
<td>PP</td>
</tr>
<tr>
<td>Brazil</td>
<td>–1.252</td>
<td>–0.772</td>
<td>–16.294**</td>
<td>2013Q2</td>
<td>–8.887**</td>
</tr>
<tr>
<td>Russia</td>
<td>–0.216</td>
<td>–0.296</td>
<td>–0.162</td>
<td>2006Q2</td>
<td>–7.450***</td>
</tr>
</tbody>
</table>

|                      |                      |                           |                          |                            |                           |                          |

* *, ** and *** indicate significance or rejection of the null hypothesis at 10, 5 and 1%, respectively.
# Table A2. Cointegration test

## Trace Test

<table>
<thead>
<tr>
<th>No. of cointegrating equations</th>
<th>Brazil</th>
<th>Chile</th>
<th>China</th>
<th>India</th>
<th>Ireland</th>
<th>Russia</th>
<th>South Africa</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>At most one</td>
<td>4.777</td>
<td>4.763</td>
<td>1.423</td>
<td>2.525</td>
<td>2.665</td>
<td>2.168</td>
<td>0.757</td>
<td>5.207</td>
</tr>
</tbody>
</table>

## Maximum Eigenvalue Test

<table>
<thead>
<tr>
<th>No. of cointegrating equations</th>
<th>Brazil</th>
<th>Chile</th>
<th>China</th>
<th>India</th>
<th>Ireland</th>
<th>Russia</th>
<th>South Africa</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>At most one</td>
<td>4.777</td>
<td>4.763</td>
<td>1.423</td>
<td>2.525</td>
<td>2.665</td>
<td>2.168</td>
<td>0.757</td>
<td>5.207</td>
</tr>
</tbody>
</table>

The test is evaluated against the following critical values at 5% level of significance: 15.495 and 3.841 for none and at most one null hypothesis under the Trace test, 14.265 and 3.841 for Maximum Eigenvalue Test.