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It is well-known that, after decades of non-interest in the theme, economics has experienced
a proper surge in inequality research in recent years. In addition to numerous research articles in
scientific journals, this has brought to us publications such as Thomas Piketty’s Capital in the 21st
Century and Tony Atkinson’s Inequality: What can be done?, which are highly visible in the public domain.
As in many other fields of the discipline, the analysis of inequality poses both interesting theoretical
and statistical problems. The present Special Issue of Econometrics is a collection of 15 excellent papers
that address some of these issues.

The articles range from purely methodological contributions on the measurement of inequality
to questions of statistical inference and to substantive empirical contributions in various fields of
empirical inequality research. Starting with contributions to the pure measurement of inequality,
“From the Classical Gini Index of Income Inequality to a New Zenga-Type Relative Measure

of Risk: A Modeller’s Perspective” by Francesca Greselin and Ričardas Zitikis provides a
fascinating theoretical treatment that unifies theoretical inequality indices and various measures
of risk. Further contributions to the pure theory of inequality measurement come from “On the

Decomposition of the Esteban and Ray Index by Income Sources” by Elena Bárcena-Martín
and Jacques Silber and from “Decomposing the Bonferroni Inequality Index by Subgroups:

Shapley Value and Balance of Inequality” by Giovanni M. Giorgi and Alessio Guandalini.
Both contributions consider decomposability properties of inequality and polarization measurement
procedures, an important topic with a long tradition in the literature. The paper “Inequality and

Poverty When Effort Matters” by Martin Ravaillion tackles another long-standing question in the
inequality literature, namely the incorporation of income differences due to differential effort. One of
the many highlights of this Special Issue is the paper “Decomposing Wage Distributions Using

Recentered Influence Function Regressions” by Sergio P. Firpo, Nicole M. Fortin, and Thomas

Lemieux. This paper works out the so-called “hybrid” Re-centered Influence Function (RIF-) regression
decomposition, which enjoys enormous popularity among applied researchers. The paper has already
received a lot of citations as a working paper and we hope that it continues to do so as a part of this
Special Issue.

An important part of the Special Issue deals with problems of statistical inference. As in
other fields, statistical inference is a necessity when carrying out inequality analyses. Unfortunately,
due to their usually complex and nonstandard nature, working out statistical inference procedures
for methods of inequality measurement is often challenging. The article “Statistical Inference

on the Canadian Middle Class” by Russell Davidson develops distribution-free methods for the
measurement of middle-income shares and applies them in order to measure the size of the Canadian
Middle Class. The paper “Parametric Inference for Index Functionals” by Stéphane Guerrier,

Samuel Orso, and Maria-Pia Victoria-Feser proposes an inference procedure for inequality index
functionals, based on a Generalized Method of Moment estimator for parametric data generating
mechanisms, and evaluates its finite sample performance. In their article “A Hybrid MCMC Sampler
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for Unconditional Quantile Based on Influence Function”, El Moctar Laghlal and Abdoul Aziz

Junior Ndoye develop a Bayesian estimation method for the unconditional RIF-regression that has
a superior performance in the presence of heavy-tailed distributions. “Using the GB2 Income

Distribution” by Duangkamon Chotikapanich, William E. Griffiths, Gholamreza Hajargasht,

Wasana Karunarathne, and D. S. Prasada Rao is a highly useful survey article on the estimation and
inference problems for the generalized beta distribution of the second kind (GB2). This distribution
enjoys high levels of popularity among inequality researchers due to its flexibility and good fit in
empirical applications.

The Special Issue contains two interesting papers on the popular topic of measuring top incomes.
Such top incomes have been known to be on the rise in many advanced countries, so much so
that adequate statistical estimation and inference procedures are of high interest. “Top Incomes,

Heavy Tails, and Rank-Size Regressions” by Christian Schluter studies rank-size regressions of
tail exponents. This method still represents the most popular estimation technique of this kind in
applied studies in economics. The author shows, both theoretically and empirically, based on UK
data, that the method may lead to size distortions that undermine statistical inference in practice.
Another study focusing on the very top of the distribution is “Incomes and Inequality Measurement:

A Comparative Analysis of Correction Methods Using the EU SILC Data” by Vladimir Hlasny and

Paolo Verme. Based on data for European countries, the paper provides an analysis of reweighting
and replacing methods to correct inequality measure for top-income biases generated by data issues
such as unit or item nonresponse. The authors show that income inequality may be substantially
underestimated if no correction techniques are used.

Finally, this Special Issue contains a number of substantive empirical studies in a wide range
of relevant settings. “Polarization and Rising Wage Inequality: Comparing the U.S. and Germany”

by Dirk Antonczyk, Thomas DeLeire, and Bernd Fitzenberger provides an in-depth analysis of
the differences in wage polarization trends in the US and Germany. The authors find that their
evidence is consistent with a technology-driven polarization of the labor market, but that there are
important country-specific factors, such as cohort effects. “The Wall’s Impact in the Occupied West

Bank: A Bayesian Approach to Poverty Dynamics Using Repeated Cross-Sections” by Tareq Sadeq

and Michel Lubrano applies a sophisticated Bayesian modelling strategy to investigate the effect
of the wall in occupied West Bank on poverty persistence for the affected population. The paper
“Income Inequality, Cohesiveness, and Commonality in the Euro Area: A Semi-Parametric

Boundary-Free Analysis” by Gordon Anderson, Maria Grazia Pittau, Roberto Zelli, and Jasmin

Thomas studies the question of income cohesiveness in the Euro area using an approach based on
mixture distributions. The authors conclude that the Eurozone is best described by a four-class,
increasingly unequal polarizing structure with income growth in all four classes. Finally, in “Foreign

Workers and the Wage Distribution: What Does the Influence Function Reveal?”, Chung Choe

and Philippe Van Kerm study the impact of Foreign Workers on Wage Distribution in Luxembourg.
The case of Luxembourg is particularly interesting because of its extremely high share of foreign
workers. The paper also makes a methodological contribution related to the RIF-methodology,
thus nicely connecting to other papers in the Special Issue.
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We are very grateful to all contributing authors, who have made considerable efforts to meet the
standards of the journal. We believe that this Special Issue has been very successful in attracting topical
and high-quality contributions, many from very well-known scholars in the field, proving that open
access-publishing is a realistic option for our discipline. We also would like to thank the numerous
reviewers who have greatly contributed to the quality of the published papers. Last but not least,
we thank the editor-in-chief, Marc Paolella, and the team of assistant editors, Vera Zhu, Lu Liao,
and Michele Cardani, for their excellent support.

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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Article

From the Classical Gini Index of Income Inequality to
a New Zenga-Type Relative Measure of Risk:
A Modeller’s Perspective

Francesca Greselin 1 and Ričardas Zitikis 2,*
1 Dipartimento di Statistica e Metodi Quantitativi, Università di Milano–Bicocca, Milan 20126, Italy;

francesca.greselin@unimib.it
2 School of Mathematical and Statistical Sciences, Western University, London, ON N6A 5B7, Canada
* Correspondence: zitikis@stats.uwo.ca; Tel.: +1-519-432-7370

Received: 28 August 2017; Accepted: 22 January 2018; Published: 25 January 2018

Abstract: The underlying idea behind the construction of indices of economic inequality is based
on measuring deviations of various portions of low incomes from certain references or benchmarks,
which could be point measures like the population mean or median, or curves like the hypotenuse of
the right triangle into which every Lorenz curve falls. In this paper, we argue that, by appropriately
choosing population-based references (called societal references) and distributions of personal
positions (called gambles, which are random), we can meaningfully unify classical and contemporary
indices of economic inequality, and various measures of risk. To illustrate the herein proposed
approach, we put forward and explore a risk measure that takes into account the relativity of large
risks with respect to small ones.

Keywords: economic inequality; reference measure; personal gamble; inequality index; risk measure; relativity

JEL Classification: D63; D81; C46

1. Introduction

The Gini mean difference and its normalized version, known as the Gini index, have
aided decision makers since their introduction by Corrado Gini more than a hundred years ago
(Gini 1912, 1914, 1921); see also (Giorgi 1990, 1993, 1921); Ceriani and Verme 2012; and references
therein). In particular, the Gini index has been widely used by economists and sociologists to
measure economic inequality. Measures inspired by the index have been employed to assess the
equality of opportunity (e.g., Weymark 2003; Kovacevic 2010; Roemer 2013) and estimate income
mobility (e.g., Shorrocks 1978). Policymakers have used the Gini index in quantitative development
policy analysis (e.g., Sadoulet and de Janvry 1995) and in particular for assessing the impact of
carbon tax on income distribution (e.g., Oladosu and Rose 2007). The index has been employed
for analysing inequality in the use of natural resources (e.g., Thompson 1976) and for developing
informed policies for sustainable consumption and social justice (e.g., Druckman and Jackson 2008).
Various extensions and generalizations of the index have been used to evaluate social welfare programs
(e.g., Duclos 2000; Kenworthy and Pontusson 2005; Korpi and Palme 1998; Ostry et al. 2014) and
to improve the knowledge of tax-base and tax-rate effects, as well as of temporal repercussions of
distinct patterns of taxation and public finance on the society (e.g., Pfähler 1990; Slemrod 1992;
Yitzhaki 1994; Van De Ven et al. 2001). Furthermore, Denneberg (1990) has advocated the use of the
Gini mean difference as a safety loading for insurance premiums, with recent developments in the
area by Furman and Zitikis (2017), and Furman et al. (2017).

Naturally, a multitude of interpretations, mathematical expressions, and generalizations of the
index have manifested in the literature. As noted by Ceriani and Verme (2012), Corrado Gini

Econometrics 2018, 6, 4; doi:10.3390/econometrics6010004 www.mdpi.com/journal/econometrics4
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himself proposed no less than thirteen formulations of his original index. Yitzhaki (1998, 2003),
and Yitzhaki and Schechtman (2013) have discussed a great variety of interpretations of the Gini
index. Many monographs and handbooks have been written on measuring economic inequality,
where the Gini index and its various extensions and generalizations have played prominent roles:
Amiel and Cowell (1999), Atkinson and Bourguignon (2000, 2015), Atkinson and Piketty (2007),
Banerjee and Duflo (2011), Champernowne and Cowell (1998), Cowell (2011), Kakwani (1980a),
Lambert (2001), Nygård and Sandström (1981), Ostry et al. (2014), Piketty (2014), Sen (1997),
Silber (1999), Yitzhaki and Schechtman (2013), to name a few.

Given the diversity, one naturally wonders if there is one underlying thread that unifies all these
indices. The population Lorenz function, as well as its various distances from the hypotenuse of
the right triangle into which every Lorenz function falls, have traditionally provided such a thread.
However, recent developments in the area of measuring economic inequality (e.g., Palma 2006;
Zenga 2007; Greselin 2014; Gastwirth 2014; Kośny and Yalonetzky 2015) have highlighted the need
for departure from the population mean, which is inherent in the definition of the Lorenz function as
the benchmark, or reference point, for measuring economic inequality. The newly developed indices
have deviated from the aforementioned unifying thread and thus initiated a fresh rethinking of the
problem of measuring inequality.

Bennett and Zitikis (2015) ventured in this direction by suggesting a way to bridge the
Harsanyi (1953) and Rawls (1971) conceptual frameworks via a spectrum of random societal positions.
In this paper, we make a further step by developing a mathematically rigorous approach for unifying
and interpreting numerous classical and contemporary indices of economic inequality, as well as those
of risk. Briefly, the approach we have developed is based on appropriately chosen

1. societal references such as the population mean, median, or some population distribution-tail
based measures, and

2. distributions of random personal positions, or gambles, that determine person’s position on a
certain population-based function.

Certainly, the literature is permeated by discussions related to points 1 and 2. Relativity issues
have been explored in virtually every work, empirical and theoretical, due to the simple reason
that they are a fact of life (e.g., Amiel and Cowell 1997, 1999). Naturally, fundamental measures of
inequality, such as the Lorenz function, are also relative quantities, e.g., with respect to the population
mean income. For discussions of various choices of reference measures and inherent relativity issues,
we refer to, e.g., Sen (1983, 1998); Amiel and Cowell (1997, 1999); Zoli (1999, 2012); Duclos (2000);
and references therein. To illustrate the point, which will become pivotal in our following deliberations,
we recall a remark by Claudio Zoli, who wrote:

In particular, Amiel and Cowell (1997, 1999) find evidence that “the appropriate inequality
equivalence concept depends on the income levels at which inequality comparisons are
made.” Moreover, they show that, as income increases, the equivalence concept moves
from the relative attitude to the absolute one, a pattern consistent with our intuition
(Zoli 2012, p. 4).

This remark leads us towards the use of what we call relative-value functions, which, as we shall see
later in this paper, offer a flexible way for coupling fundamental measures of economic inequality,
or risk, with appropriate reference points, such as the mean (e.g., Equation (7) below). This is very
much in the spirit of Definition 3 by Cowell (2003). We shall come back to the latter work in the second
half of Section 4.

Finally, we note that the construction of distributions that govern personal random positions
on population-based functions have been explored within the dual or rank-dependent utility
theory (Quiggin 1982, 1993; Schmeidler 1986, 1989; Yaari 1987), other non-expected
utility theories (e.g., Puppe 1991; Machina 1987, 2008; and references therein), distortion

5
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risk measures (Wang 1995, 1998), and weighted insurance premium calculation principles
(Furman and Zitikis 2008, 2009).

The rest of the paper is organized as follows. In Section 2, we revisit the classical Gini
index and, in particular, express it in two ways—absolute and relative—within the framework of
expected utility theory using appropriately chosen gambles and societal functions (i.e., Lorenz and
Bonferroni). In Section 3, we step aside from the Lorenz and Bonferroni functions and, crucially
for this paper, suggest using a (financial) average value at risk as the underlying societal function
on which various personal gambles are played; however, the reference measure remains the mean
income μF. In Section 4, we depart from the latter reference and introduce a general index that
accommodates any population-based reference measure. In Sections 5 and 6, we show how the
Donaldson-Weymark-Kakwani index and the Wang (or distortion) risk measure, as well as their
generalizations, fall into the expected utility framework with collective mean-income references and
appropriately chosen personal gambles. In Section 7, we argue for the need for incorporating personal
preferences into reference measures, and, in Section 8, we demonstrate how this yields a new measure
of risk that takes into account the relativity of large risks with respect to smaller ones. Section 9 finishes
the paper with a general index of inequality and risk.

2. The Classical Gini Index Revisited

Naturally, we begin our arguments with the classical index of Gini (1914). Let X be a random
variable (think of ‘income’) with non-negatively supported cdf F(x) and finite mean μF = E[X].
The Gini index, which we denote by GF, is usually interpreted as twice the area between the actual
population Lorenz function (Lorenz 1905; Pietra 1915; Gastwirth 1971)

LF(p) =
1

μF

∫ p

0
F−1(t)dt

and the egalitarian Lorenz function LE(p) = p, 0 ≤ p ≤ 1, which is the hypotenuse of the right
triangle that we have alluded to in the abstract. For parametric expressions of LF(p), we refer to
Gastwirth (1971), Kakwani and Podder (1973), as well as to more recent works of Sarabia (2008),
Sarabia et al. (2010), and references therein. Hence, the Gini index is

GF = 2
∫ 1

0

(
LE(p)− LF(p)

)
dp

= 2E
[
LE(π)− LF(π)

]
,

(1)

where the gamble π follows the uniform density on the unit interval [0, 1], that is, f (p) = 1 for all
p ∈ [0, 1]. Intuitively, π governs person’s position in terms of income percentiles, and we thus call it
personal gamble. In other words, barring the normalizing constant 2, the Gini index GF is the expected
absolute-deviation of person’s position π on the actual Lorenz function LF(p) from his/her position on
the reference (egalitarian) Lorenz function LE(p). Naturally, the position π is random, and we have
already seen in the case of the Gini index that it follows the uniform on [0, 1] distribution. This means
that the person has an equal chance of receiving any income among all the available incomes which
are, in terms of percentiles, identified with the unit interval [0, 1].

In general, the personal gamble π can follow various distributions on [0, 1], and we shall see a
variety of examples throughout this paper. The choice of distribution of π carries information about
person’s probable positions and is thus inevitably subjective, but many of the examples that we have
encountered in the literature follow the beta distribution

fBeta(p | α, β) =
pα−1(1 − p)β−1

B(α, β)
for 0 < p < 1,

6
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which we have visualized in Figure 1. We succinctly write π ∼ Beta(α, β) and so, for example, the Gini
index (cf. Equation (1)) is based on π ∼ Beta(1, 1). For illuminating statistical and historical notes
on the beta and other related distributions in the context of measuring economic inequality, we refer
to Kleiber and Kotz (2003). For very general yet remarkably tractable beta-generated families of
distributions for greater modeling flexibility, we refer to Alexander et al. (2012), and references therein.

Figure 1. Beta densities of gambles π for various values of α and β.

Importantly for our following discussion, the Gini index GF can also be viewed as the expected
relative-deviation of person’s position π on the actual Lorenz function LF(p) from his/her position on
the reference Lorenz function LE(p), as seen from the equations:

GF =
∫ 1

0

(
1 − LF(p)

LE(p)

)
2p dp

= E

[
1 − LF(π)

LE(π)

]
,

(2)

where π ∼ Beta(2, 1), which is a considerable change from π ∼ Beta(1, 1) used in the
absolute-deviation based representation (1) of the Gini index. Note that the right-hand side of
Equation (2) can be succinctly written as E[BF(π)], where

BF(p) = 1 − LF(p)
LE(p)

= 1 − LF(p)
p

(3)

is the Bonferroni function of inequality (cf. Bonferroni 1930), which is also known in the literature
as the Gini function of inequality because it appeared in Gini (1914). For details on the Bonferroni
function and the corresponding Bonferroni index, we refer to Tarsitano (1990) and references therein.

In addition to its role when studying income and poverty, the Bonferroni function BF(p) has
also found many uses in other fields such as reliability, demography, insurance, and medicine
(e.g., Giorgi and Crescenzi 2001; and references wherein). For detailed historical notes and references
with explicit expressions of the Lorenz and Bonferroni functions, as well as of the Gini and Bonferroni
indices, for many parametric distributions, we refer to Giorgi and Nadarajah (2010). The role of
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the Bonferroni function within the framework of L-functions for measuring economic inequality and
actuarial risks can be found in Tarsitano (2004), and Greselin et al. (2009).

3. From Egalitarian Lorenz to the Mean Reference

Not only the classical Gini index but also a multitude of other indices of economic inequality
can be viewed as deviation measures (e.g., functional distances) between the actual and egalitarian
Lorenz functions (cf., e.g., Zitikis 2002). Note, however, that the actual Lorenz function LF(p) itself
is a relative measure that compares p × 100% lowest incomes with the population mean income μF.
This two-stage relativity—first with respect to the egalitarian Lorenz function and then with the mean
income—warrants a rethinking of the inequality measurement.

Toward this end, we next rephrase the definition of the Gini index GF by first rewriting the
Bonferroni function BF(p) as follows:

BF(p) = 1 − AV@RF(p)
μF

, (4)

where

AV@RF(p) =
1
p

∫ p

0
F−1(t)dt

is the (financial) average value at risk of X. Indeed, with a little mathematical caveat, AV@RF(p) is
the conditional expectation E[X | X ≤ F−1(p)], which is the mean income of those who are below the
‘poverty line’ F−1(p). In summary, Equation (2) becomes

GF = E

[
1 − AV@RF(π)

μF

]
(5)

with the gamble π ∼ Beta(2, 1). If, instead of the latter gamble, we use π ∼ Beta(1, 1) on the right-hand
side of Equation (5), then the expectation turns into the Bonferroni index

BF =
∫ 1

0

(
1 − AV@RF(p)

μF

)
dp. (6)

For details on the Bonferroni index, we refer to Tarsitano (1990) and references therein.
For a comparison of the two weighting schemes, that is, of the gambles π employed in the Gini
and Bonferroni cases, we refer to De Vergottini (1940). Implications of using the Bonferroni
index on welfare measurement have been studied by, e.g., (Benedetti 1986; Aaberge 2000;
Chakravarty 2007). Nygård and Sandström (1981) give a wide-ranging discussion of the use of
Bonferroni-type concepts in the measurement of economic inequality. Giorgi and Crescenzi (2001),
and Chakravarty and Muliere (2004) propose poverty measures based on the fact that the Bonferroni
index exhibits greater sensitivity on lower levels of the income distribution than the Gini index.
A general class of inequality measures inspired by the Bonferroni index has been explored by
Imedio-Olmedo et al. (2011). Giorgi (1998) provides a list of Bonferroni’s publications.

Equations (5) and (6) suggest that the Gini and Bonferroni indices are members of the following
general class of indices

AF = E[v(AV@RF(π), μF)], (7)

where v(x, y) can be any function for which the expectation is well-defined and finite. In the case of
the Gini and Bonferroni indices (e.g., Greselin 2014), we have v(x, y) = 1 − x/y, which is the relative
value of x with respect to y. We call any function v(x, y) used in expressions like (7) a relative-value
function throughout this paper. Hence, we can view the index AF as the expected utility of being in
the society whose income distribution is depicted by the function AV@RF(p) and compared with the
reference mean income μF using an appropriately chosen relative-value function v(x, y). We should

8
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note at this point that even though the class of relative-value functions v(x, y) may look large, it is
nevertheless prudent to restrict our attention to those that are of the form

v(x, y) = �(x/y) (8)

for some function �(t). Indeed, under the natural assumption of positive homogeneity, which means
that the equation v(λx, λy) = v(x, y) holds for all λ > 0, Euler’s classical theorem says that we must
have Equation (8) for some function �(t). The Gini and Bonferroni indices give rise to �(t) = 1 − t.

Another example of the function �(t) arises from the E-Gini index of Chakravarty (1988):

CF,α = 2
( ∫ 1

0
(t − LF(t))αdt

)1/α

= 2
( ∫ 1

0

(
1 − AV@RF(π)

μF

)α

tαdt
)1/α

(9)

=
2

(α + 1)1/α

(
E[v(AV@RF(π), μF)]

)1/α
,

where the reference-value function is v(x, y) = (1 − x/y)α, that is, �(t) = (1 − t)α, and the gamble
π ∼ Beta(α + 1, 1). Zitikis (2002) suggests using (α + 1)1/α instead of 2 in the definition of the E-Gini
index (see also Zitikis (2003) for additional notes) in which case the right-hand side of Equation (9)
turns into the index

C̃F,α =
(

E[v(AV@RF(π), μF)]
)1/α

.

In either case, note from the expressions of CF,α and C̃F,α that it is sometimes useful to transform the
index AF by some function w(x). We shall elaborate on this point in the next section.

Coming now back to the index AF, we note that, with the generic relative-value function v(x, y) =
�(x/y), the index can be rewritten as E[�̄(BF(π))], where �̄(t) = �(1 − t). Hence, we are dealing with
the distorted Bonferroni function �̄(BF(p)), 0 < p < 1, which is analogous to the distorted Lorenz
function upon which Sordo et al. (2014) have built their research (see Aaberge (2000) for earlier
results on the topic). We do not pursue this research venue in the present paper because the Bonferroni
function, just like that of Lorenz, incorporates a pre-specified reference measure, which is the mean
income μF. In what follows, we argue in favour of more flexibility when choosing reference measures,
which may even include personal preferences in addition to those of the entire population.

4. From the Mean to Generic Societal References

We now extend the index AF to arbitrary references, which we denote by θF. Namely, let

BF = w
(

E[v(AV@RF(π), θF)]
)

,

where w(x) is a normalizing function whose main role is to fit the index into the unit interval [0, 1],
with the value 0 meaning perfect equality (i.e., everybody has the same amount) and 1 meaning
extreme inequality (i.e., only one person has something, and thus everything, with the others having
nothing). Having the flexibility to manipulate references is important due to a variety of reasons. For
example, the use of the mean μF can become questionable when population skewness increases, and
this has already been noted by, e.g., Gastwirth (2014) who, in his research on the changing income
inequality in the U.S. and Sweden, has suggested replacing the mean μF by the median mF = F−1(0.5).

Another example of θF that differs from μF is provided by the Palma index; we refer to
Cobham and Sumner (2013a, 2013b, 2014) for details. Namely, let θF be the average of the top 10% of
the population incomes, that is, θF = 1

0.1

∫ 1
0.9 F−1(t)dt. Furthermore, let the normalizing function be

9
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w(x) = x, the relative-value function v(x, y) = y/x, and the (deterministic) gamble π = 0.4. Under
these specifications, the index BF becomes the Palma index of economic inequality:

P40,90
F =

1
0.1

∫ 1
0.9 F−1(t)dt

1
0.4

∫ 0.4
0 F−1(t)dt

.

Instead of the underlying random variable (e.g., income) X, the researcher might be primarily
interested in its transformation (e.g., utility of income) u(X). To tackle this situation, we first
incorporate the transformed incomes into our framework by extending the definition of the (financial)
average value at risk as follows:

AV@RF,u(p) =
1
p

∫ p

0
u(F−1(t))dt.

Note that AV@RF,u(1) = E[u(X)], which we can view as the expected utility of X. We have
arrived at the extension

CF = w
(

E[v(AV@RF,u(π), θF)]
)

(10)

of the index BF.
The index CF appears to be a minor generalization of the extended intermediate index of

Cowell (2003) (see Equation (12) therein), which has been shown to include a large number of
well-known indices (in particular, the Generalized Entropy class of indices) and far-reaching new ones.
Namely, CF reduces to the index of Cowell (2003), which for referencing purposes we denote by CF,k,
by choosing w(x) = Ak(x − 1) for a certain constant Ak, u(x) = φk(x) for a certain function φk(x), the
reference θF = u(μF), the relative-value function v(x) = x/y, and the (deterministic) gamble π = 1;
here are the aforementioned quantities that we have not yet specified:

Ak =
1 + k2

α2
k − αk

, αk = γ + βk, φk(x) =
1
αk

(x + k)αk ,

where γ ∈ (−∞, ∞), β ≥ 0, and k ≥ 0 are parameters. Hence, even though the reason for our use
of the letter C for index (10) is alphabetical, it would only be natural to call CF the Cowell general
intermediate index, whose special case, called extended intermediate index, appears in Cowell (2003).

The Atkinson (1970) index, which we denote by AF,γ, is a special case of CF. (For many
other special cases, we refer to Cowell (2003).) Namely, let the utility function be u(x) = xγ for
some γ ∈ (0, 1). Furthermore, let the (deterministic) gamble be π = 1, the reference θF = u(μF),
and the relative-value function v(x, y) = 1 − x/y. Under these specifications, the index CF turns into
1 − E[Xγ]/μ

γ
F , which after the transformation with the function w(x) = 1 − (1 − x)1/γ becomes the

Atkinson index

AF,γ = 1 − (E[Xγ])1/γ

μF
.

This index has been highly influential in measuring economic inequality (e.g., Cowell (2011),
and references therein) and inspired a variety of extensions and generalization of the Gini index.
In addition, Mimoto and Zitikis (2008) have found the Atkinson index useful for developing a
statistical inference theory for testing exponentiality, which has been a prominent problem in life-time
analysis and, particularly, in reliability engineering.

5. The Donaldson-Weymark-Kakwani Index Revisited and Extended

The Donaldson-Weymark-Kakwani index (Donaldson and Weymark 1980, 1983; Kakwani 1980a, 1980b;
Weymark 1981)

10
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DWKF,α = α(α − 1)
∫ 1

0
(1 − p)α−2(p − LF(p))dp,

which is also known as the S-Gini index, has arisen following Atkinson (1970) observation that the
Gini index GF does not take into account social preferences. Via the parameter α > 1, the index
DWKF,α can reflect different social preferences, with the classical Gini index arising by setting α = 2.
We note in this regard that a justification for a family of indices to be based on the theory of relative
deprivation has been provided by Yitzhaki (1979, 1982).

Just like the Gini index GF, the index DWKF,α can also be placed within the framework of expected
relative value. Indeed, using Equations (3) and (4), we have

DWKF,α =
∫ 1

0

(
1 − LF(p)

p

)
fBeta(p | 2, α − 1)dp

=
∫ 1

0

(
1 − AV@RF(p)

μF

)
fBeta(p | 2, α − 1)dp (11)

= E[v(AV@RF(πα), μF)]

with the relative-value function v(x, y) = 1 − x/y and the gamble πα ∼ Beta(2, α − 1), whose density
is visualized in Figure 2.

Figure 2. The density of πα for various values of α.

We next introduce a more flexible index than DWKF,α that allows us to employ more general
gambles than πα. For this, we first introduce a class of generating functions:

(H) Let h : [0, 1] → [0, 1] be any twice differentiable and convex function (i.e., h′′(p) ≥ 0 for all
p ∈ (0, 1)) that satisfies the boundary conditions h(0) = 0 and h(1) = 1, and such that h′(0) 	= 1.

Let πh denote the gamble whose density f (p) is given by the formula

f (p) =
p h′′(1 − p)
1 − h′(0) (12)

11
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for all p ∈ (0, 1), and f (p) = 0 elsewhere. With the relative-value function v(x, y) = 1 − x/y, we have
(details in Appendix A)

DWKF,h := E[v(AV@RF(πh), μF)]

=
1

1 − h′(0)

(
1 − 1

μF

∫ 1

0
F−1(p)h′(1 − p) dp

)
=

1
1 − h′(0)

(
1 − 1

μF

∫ ∞

0
h(1 − F(x)) dx

)
.

(13)

To illustrate, we choose the function h(p) = pα with any α > 1, in which case the gamble πh
follows the density α(α − 1)p(1 − p)α−2; that is, πh ∼ Beta(2, α − 1), which means that πh has the
same distribution as the earlier noted gamble πα. Consequently, DWKF,h reduces to DWKF,α, and thus
Equation (13) reduce to the following expressions of the Donaldson-Weymark-Kakwani index:

DWKF,α = 1 − α

μF

∫ 1

0
F−1(p)(1 − p)α−1dp

= 1 − 1
μF

∫ ∞

0
(1 − F(x))αdx

(14)

(cf. Donaldson and Weymark (1980, 1983); Yitzhaki (1983); Muliere and Scarsini (1989)).

6. The Wang Risk Measure Revisited and Extended

The index DWKF,h is based on gambles generated by convex functions h. A similar index but
based on concave generating functions g is called the Wang (or distortion) risk measure, which has been
used in actuarial science and financial mathematics for measuring risks. In detail, the risk measure is
defined by the formula

WF,g =
∫ ∞

0
g(1 − F(x)) dx,

where g : [0, 1] → [0, 1] is a distortion function, meaning that it is non-decreasing and satisfies the
boundary conditions g(0) = 0 and g(1) = 1.

Hence, unlike in the previous section, we now work with concave distortion functions, denoted
by g, under which the risk measure WF,g is coherent (Wang et al. 1997; Wang and Young 1998;
Wirch and Hardy 1999; see Artzner et al. (1999) for a general discussion). A classical example of such
a distortion function is g(p) = pα for any α ∈ (0, 1), in which case the Wang risk measure WF,g reduces
to the proportional-hazards-transform risk measure (Wang 1995)

PHTF,α =
∫ ∞

0
(1 − F(x))α dx.

For more information on concave versus convex distortion functions in the context of
measuring risks, their variability and orderings, we refer to Sordo and Suárez-Llorens (2011),
Giovagnoli and Wynn (2012), and references therein.

We next show that the Wang risk measure WF,g can be placed within the framework of expected
relative value. When compared with the index DWKF,α, there are two major changes: First, the function
of interest is now the (insurance) average value at risk:

AVaRF(p) =
1

1 − p

∫ 1

p
F−1(t)dt.

(Note that when p = 0, then AVaRF(p) is equal to the mean μF.) Second, the function g that generates
the distribution of the random position is concave. Specifically, we introduce the following class of
generating functions:

12
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(G) Let g : [0, 1] → [0, 1] be twice differentiable and concave function (i.e., g′′(p) ≤ 0 for all p ∈ (0, 1))
that satisfies the boundary conditions g(0) = 0 and g(1) = 1, and such that g′(1) 	= 1.

Any such function g generates the density f (p) of the gamble πg given by the formula

f (p) =
−(1 − p)g′′(1 − p)

1 − g′(1) (15)

for all p ∈ (0, 1), and f (p) = 0 elsewhere. With the relative-value function v(x, y) = y/x − 1, we have
(details in Appendix)

E[v(μF, AVaRF(πg))] =
1

1 − g′(1)

(
1

μF

∫ 1

0
F−1(p)g′(1 − p) dp − 1

)
=

1
1 − g′(1)

(
1

μF

∫ ∞

0
g(1 − F(x)) dx − 1

)
.

(16)

Consequently, the Wang risk measure WF,g can be expressed in terms of the expected relative value
E[v(μF, AVaRF(πg))] as follows:

WF,g = μF

(
E[v(μF, AVaRF(πg))]

(
1 − g′(1)

)
+ 1
)

. (17)

When the generating function is g(t) = tα for any α ∈ (0, 1), then the gamble πg follows Beta(1, α)

whose density function α(1 − p)α−1 is depicted in Figure 3.
From Equation (16), we have

E[v(μF, AVaRF(πα))] =
1

1 − α

(
1

μF

∫ ∞

0
(1 − F(x))α dx − 1

)
. (18)

Finally, we note the following expression for the proportional-hazards-transform risk measure:

PHTF,α = μF

(
E[v(μF, AVaRF(πg))]

(
1 − α

)
+ 1
)

.

Figure 3. The density of πg when g(p) = pα for various values of α.
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7. From Collective to Individual References

So far, we have worked with collective references. They do not depend on the outcomes of personal
gambles and thus apply to all members of the society. Such references may not, however, be always
desirable or justifiable. For example, given the outcome 0.4 of the gamble π, meaning that the person is
considered to be among the 40% lowest income earners, the person may wish to compare the current
position with the hypothetical one of being among the 60% highest income earners. In such situations,
we are dealing with individual references: their values may depend on outcomes of the personal gamble π.

Hence, for example, the mean μF and the median mF = F−1(0.5) are collective references,
but θF = F−1(π) is an individual reference because its value depends on the outcome of π. Would
the quantile F−1(π) be a good reference? There are at least two major reasons against the use of the
quantile, which is known in the risk literature as the value-at-risk:

1. The quantile F−1(p) is not robust with respect to realized values p of the random gamble π, in the
sense that the quantile may change drastically even for very small changes of p.

2. For a realized value p of π, the quantile F−1(p) is not informative about the values of F−1(q) for
q > p. Indeed, we may have the same value of F−1(p) irrespective of whether the cdf F is heavy-
or light-tailed.

These are serious issues when constructing sound measures of economic inequality and risk. In the
risk literature (cf., e.g., McNeil et al. (2005); Meucci (2007); Pflug and Römisch (2007); Cruz (2009);
Sandström (2010); Cannata and Quagliariello (2011); and references therein), the problem with
quantiles has been overcome by using AVaRF(p) whose definition was given in the previous section.
For example, adopting AVaRF(p) as our (individual) reference θF and using the normalizing function
w(x) = x, the earlier introduced index BF turns into the Zenga (2007) index

ZF =
∫ 1

0

(
1 − AV@RF(p)

AVaRF(p)

)
dp

= E[v(AV@RF(π), AVaRF(π))]

(19)

with the relative-value function v(x, y) = 1 − x/y and the gamble π ∼ Beta(1, 1). Hence, the Zenga
index ZF is the average with respect to all percentiles p ∈ (0, 1) of the relative deviations of the
mean income of the poor (i.e., those whose incomes are below the poverty line F−1(p)) from the
corresponding mean income of the rich, that is, of those whose incomes are above the poverty line
F−1(p). We refer to Greselin et al. (2013) for a more detailed discussion of the relative nature of the
Gini and Zenga indices, and their comparison.

8. Relative Measure of Risk

Many risk measures that we find in the literature are designed to measure absolute heaviness of
the right-hand tail of the underlying loss distribution. Suppose now that we wish to measure the
severity of large (e.g., insurance) losses relative to small ones. Note that this problem is very similar to
that tackled by Zenga (2007) in the context of economic inequality. Hence, following the same path
but now using the relative-value function v(x, y) = y/x − 1 and generic gamble π, we arrive at the
relative measure of risk

RF = E[v(AV@RF(π), AVaRF(π))], (20)

which, in the spirit of expected utility, can be rewritten as

RF = E[RF(π)], (21)

where the role of utility function is played by the risk function

RF(p) =
AVaRF(p)
AV@RF(p)

− 1.
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In what follows, we explore properties of this risk measure, using the notation RX instead of RF to
simplify the presentation.

Proposition 1. We have the following statements:

1. If the risk X is constant, that is, X = d for some constant d > 0, then RX = 0.
2. Multiplying X by any constant d > 0 does not change the relative measure of risk, that is, RdX = RX.
3. Adding any constant d > 0 to the risk X decreases the relative measure of risk, that is, RX+d ≤ RX.

We have relegated the proof of Proposition 1 to Appendix. We next comment on the meaning
of the three properties spelled out in the proposition. First, given that we are dealing with a relative
measure of risk, properties 1 and 2 are self-explanatory. As to property 3, it says that lifting up the
risk by any positive constant decreases its riskiness. This is natural because lifting up diminishes
the relative variability of the risk. This, in turn, suggests that ordering of the relative risk measures
should be done, for example, in terms of the Lorenz ordering, which is one of the most used tools for
comparing the variability of economic-size distributions. This leads to the following property:

Proposition 2. If risks X and Y follow the Lorenz ordering X ≤L Y, then RX ≤ RY.

The proof of Property 2 is provided in Appendix, where the basic definition of Lorenz ordering
can also be found. It is related to the notion of ordering based on the generalized, also called absolute,
Lorenz curve (e.g., Ramos et al. 2000; Sriboonchita et al. 2010; and references therein). This leads
us directly to a closely related property called the Pigou-Dalton principle of transfers. In the context
of economic inequality, the principle says that progressive (i.e., from rich to poor) rank-order and
mean-preserving transfers should decrease the value of inequality measures. Hence, in the context
of risk, the transfers should be risk decreasing. Formally (cf., Vergnaud 1997), X is less risk-unequal
than Y in the Pigou-Dalton sense, denoted by X ≤PD Y, if and only if μX = μY and X ≤L Y. Hence,
X ≤PD Y is sometimes denoted by X ≤L,= Y (cf. Denuit et al. 2005). The following property is
now obvious.

Proposition 3. If a Pigou-Dalton risk-increasing transfer turns risk X into Y so that X ≤PD Y, then RX ≤ RY.

To have an idea of how the Pigou-Dalton transfers act, we recall (e.g., Shaked and Shanthikumar 2007;
Sriboonchita et al. 2010) that given X and Y with densities fX and fY, respectively, and assuming that
their means are equal, if the sign of the difference fX − fY changes twice according to the pattern
(+,−,+), then X ≤L Y. Examples of parametric distributions with such pdf’s can be found in, e.g.,
Kleiber and Kotz (2003); see also references therein.

In what follows, we discuss an example based on the Zenga (2010) distribution that has shown
remarkably good performance in terms of goodness-of-fit on a number of real income data sets. It is a
very flexible three-parameter distribution with Pareto-type right-hand tail and whose density is

fZenga(x | μ, α, θ) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1
2μ Beta(α, θ)

(
x
μ

)−1.5 ∫ x/μ

0
tα+0.5−1(1 − t)θ−2dt, x < μ,

1
2μ Beta(α, θ)

(
μ

x

)1.5 ∫ μ/x

0
tα+0.5−1(1 − t)θ−2dt, x ≥ μ,

where μ is the scale parameter, which also happens to be the mean of the distribution, and θ and α are
two shape parameters that affect, respectively, the center and the tails of the distribution. We have
depicted the Zenga density in Figure 4. For further details on this distribution and its uses, we refer to
Zenga (2010), Zenga et al. (2011), Zenga et al. (2012), and Arcagni and Zenga (2013).
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Figure 4. Zenga(2, 2, θ) density for various values of θ.

To see the effects of the Pigou-Dalton transfers in the case of the Zenga distribution, the following
theorem is particularly useful.

Theorem 1 (Arcagni and Porro 2013). Assume X ∼ Zenga(μX, αX, θX) and Y ∼ Zenga(μY, αY, θY),
where all the parameters are positive. When αX ≥ αY and θX ≤ θY, then X ≤PD Y.

9. Conclusions: A General Index of Inequality and Risk

The right-hand sides of Equations (19) and (20), which are identical, barring their different
relative-value functions v(x, y), give rise to a very general measure of inequality:

E[v(AV@RF(π), AVaRF(π
∗))],

where π and π∗ are two gambles, which could be dependent or independent, degenerate or not.
Obviously, when π = π∗, then we have either the Zenga index of economic inequality or the relative
measure of risk, depending on the choice of the relative-value function. Furthermore, if π∗ = 0,
then we have AVaRF(π

∗) = μF and thus E[v(AV@RF(π), μF)], which is the Bonferroni index BF.
By appropriately choosing relative-value functions and personal gambles, we can reproduce a number
of other measures of economic inequality and risk, but the Chakravarty and Atkinson indices require
some little extension:

EF = w
(

E
[
v
(
AV@RF,u(π), AVaRF,u∗(π∗)

)])
, (22)

where u and u∗ are two utility functions, and

AVaRF,u∗(p) =
1

1 − p

∫ 1

p
u∗(F−1(t))dt.

Note that AVaRF,u∗(0) = E[u∗(X)]. All the examples that we have mentioned in this paper, and also
many other ones that appear in the literature, are special cases of the just introduced index EF. Table 1
provides a summary.
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Table 1. Special cases of index (22) with u∗(x) = x in all the rows.

π π∗ w(x) v(x, y) u(x)

Atkinson AF,α 1 0 1 − (1 − x)1/γ 1 − x/y xγ

Bonferroni BF Beta(1, 1) 0 x 1 − x/y x
Chakravarty CF,α Beta(α + 1, 1) 0 2(α + 1)−1/αx1/α (1 − x/y)α x
Inequality index C̃F,α Beta(α + 1, 1) 0 x1/α (1 − x/y)α x
Cowell CF,k 1 0 Ak(x − 1) x/y φk(x)
Cowell’s Generalized Entropy class 1 0 linear x/y φ(x)
Donaldson-Weymark-Kakwani DWKF,α Beta(2, α − 1) 0 x 1 − x/y x
Inequality index DWKF,h πh 0 x 1 − x/y x
Gini GF Beta(2, 1) 0 x 1 − x/y x
Palma P40,90

F 0.4 0.9 x y/x x
Risk measure RF Any π∗ = π x y/x − 1 x
Wang WF,g 1 πg μF(x(1 − g′(1)) + 1) y/x − 1 x
Proportional hazards transform PHTF,α 1 Beta(1, α) μF(x(1 − α) + 1) y/x − 1 x
Zenga ZF Beta(1, 1) π∗ = π x 1 − x/y x

We conclude with the note that, in the examples throughout this paper, the gambles π and π∗

have been such that either they are identical (i.e., π = π∗) or one of them is degenerate (e.g., π = 1 or
π∗ = 0). There is no reason why this should always be the case: the two gambles can be dependent
but not necessarily identical or degenerate. This suggests that, in general, modeling probability
distributions of the pair (π, π∗) can be conveniently achieved by, for example, specifying marginal
distributions of the gambles π and π∗, as well as dependence structures between them using, e.g.,
appropriately chosen copulas. For methodological and applications-driven developments related to
copulas, we refer to the monographs of Nelsen (2006), Jaworski et al. (2010), Jaworski et al. (2013),
and references therein.
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Appendix A. Technicalities

Proof of Equation (13). Since the relative-value function is v(x, y) = 1 − x/y, we have

DWKF,h = 1 − 1
μF

∫ 1

0
AV@RF(p) f (p) dp, (A1)

where f (p) is the density function of the gamble πh defined by Equation (12). The following are
straightforward calculations:

∫ 1

0
AV@RF(p) f (p) dp =

∫ 1

0

1
p

( ∫ p

0
F−1(t) dt

)
f (p) dp

=
∫ 1

0
F−1(t)

(∫ 1

t

1
p

f (p) dp
)

dt

=
1

1 − h′(0)

∫ 1

0
F−1(t)

(
h′(1 − t)− h′(0)

)
dt

=
1

1 − h′(0)

( ∫ 1

0
F−1(t)h′(1 − t) dt − h′(0)μF

)
.
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Combining this result with Equation (A1), we obtain the first equation of (13). Since

∫ 1

0
F−1(t)h′(1 − t) dt =

∫ ∞

0

( ∫ 1

0
1{F−1(t) > x}h′(1 − t) dt

)
dx

=
∫ ∞

0

( ∫ 1

0
1{t > F(x)}h′(1 − t) dt

)
dx

=
∫ ∞

0

( ∫ 1

F(x)
h′(1 − t) dt

)
dx

=
∫ ∞

0
h(1 − F(x)) dx,

(A2)

we have the second equation of (13).

Proof of Equation (16). Since the relative-value function is v(x, y) = y/x − 1, we have

E[v(μF, AVaRF(πg))] =
1

μF

∫ 1

0
AVaRF(p) f (p) dp − 1, (A3)

where f (p) is the density function of the gamble πg defined by Equation (15). The following are
straightforward calculations:

∫ 1

0
AVaRF(p) f (p) dp =

∫ 1

0

1
1 − p

( ∫ 1

p
F−1(t) dt

)
f (p) dp

=
∫ 1

0
F−1(t)

(∫ t

0

f (p)
1 − p

dp
)

dt.

Applying definition (15) of the density function f (p), we obtain

∫ 1

0
AVaR(p) f (p) dp =

1
1 − g′(1)

∫ 1

0
F−1(t)

(
g′(1 − t)− g′(1)

)
dt

=
1

1 − g′(1)

( ∫ 1

0
F−1(t)g′(1 − t) dt − g′(1)μF

)
.

(A4)

Combining Equations (A3) and (A4), we obtain the first equation of (16). Using Equation (A2) with g
instead of h, we arrive at the second equation of (16).

Remark A1. From the mathematical point of view, Equation (A4) is elementary, but it was a pivotal
observation that allowed Jones and Zitikis (2003) to initiate the development of statistical inference
for the Wang (or distortion) risk measure. Since then, numerous statistical results have appeared
on risk measures: parametric and non-parametric, light- and heavy-tailed cases have been explored
in great detail by many authors. To illustrate the challenges that arise in the heavy-tailed context,
we refer to Necir and Meraghni (2009), and Necir et al. (2007) for the proportional hazards transform;
Necir et al. (2010), and Rassoul (2013) for the tail conditional expectation; and Brahimi et al. (2012)
for general distortion risk measures.

Proof of Proposition 1. Property 1 follows from the fact that, if X = d for any constant d > 0, then
F−1

X (p) = d and so AVaRX(p) = AV@RX(p) for every p ∈ (0, 1). Property 2 follows from the fact that
if d > 0, then F−1

dX (p) = dF−1
X (p) and so AVaRdX(p)/AV@RdX(p) = AVaRX(p)/AV@RX(p) for every

p ∈ (0, 1). Property 3 follows from the fact that F−1
X+d(p) = F−1

X (p) + d for every d, and so the bound
AV@RX(p) ≤ AVaRX(p) together with the assumed positivity of d imply

AVaRX+d(p)
AV@RX+d(p)

=
AVaRX(p) + d
AV@RX(p) + d

≤ AVaRX(p)
AV@RX(p)

.
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The latter bound is equivalent to RX+d(p) ≤ RX(p) for every p ∈ (0, 1), which establishes the bound
RX+d ≤ RX .

Proof of Proposition 2. We first recall (Arnold 1987; Aaberge 2000) that the Lorenz ordering X ≤L Y
means the bound LX(p) ≥ LY(p) for all p ∈ [0, 1]. Since

RX(p) =
1 − LX(p)

LX(p)
p

1 − p
− 1

=
p

(1 − p)LX(p)
− p

1 − p
− 1,

the Lorenz ordering X ≤L Y is equivalent to the R-ordering X ≤R Y, which means RX(p) ≤ RY(p) for
all p ∈ (0, 1). The latter bound and Equation (21) conclude the verification of Proposition 2.

Remark A2. With the above introduced notion of R-ordering, we can rephrase Proposition 2 as follows:
if X ≤R Y, then RX ≤ RY. For detailed treatments of various notions of stochastic orders, we refer to
Shaked and Shanthikumar (2007); Li and Li (2013); and Sriboonchita et al. (2010).
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Abstract: This paper proposes a simple algorithm based on a matrix formulation to compute the
Esteban and Ray (ER) polarization index. It then shows how the algorithm introduced leads to quite
a simple decomposition of polarization by income sources. Such a breakdown was not available
hitherto. The decomposition we propose will thus allow one to determine the sign, as well as the
magnitude, of the impact of the various income sources on the ER polarization index. A simple
empirical illustration based on EU data is provided.
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1. Introduction

During the past 25 years, many studies attempted to measure the extent of the middle class and
stressed the link between the concept of bipolarization and the importance of the middle class. Another
strand of the economic literature emphasized the concept of polarization (or multi-polarization).
The basic contribution here is that of Esteban and Ray (1994) who linked the concept of polarization
to the notions of identification, alienation, and potential social conflict. Identification refers to the
idea that an individual feels some degree of identification with those who are ‘close’ to him/her.
Identification is thus an increasing function of the number of individuals who are in the same income
class as that individual. The alienation function on the contrary characterizes the antagonism caused
by income differences so that an individual will feel alienated from those who are ‘far away’ from
him/her. While Esteban and Ray (1994), as well as Esteban et al. (2007), assumed that the number
of groups was determined ex ante, Duclos et al. (2004) extended the analysis of polarization to the
continuous case, letting the data determine the number of relevant groups and poles.

The focus of most empirical studies of bi-polarization and polarization was on the distribution of
total income. There have however been a few attempts to decompose bipolarization and polarization
indices by income sources (e.g., Araar 2008; Deutsch and Silber 2010) but the procedures are not
very simple. More recently, Bárcena-Martín et al. (2017) proposed a simple matrix formulation to
decompose the Foster and Wolfson bi-polarization index by income sources.

The main contribution of the present paper is to introduce a simple algorithm to compute
the Esteban and Ray (1994) polarization index. We derive this algorithm from the simple matrix
formulation suggested by Silber (1989) to compute the Gini index. We then show that, with such an
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approach, it is easy to derive the contribution of various income sources (or explanatory variables in
the case of an earnings function) to the degree of polarization of the distribution of total income.

Section 2 describes the algorithm allowing the simple computation of the ER index polarization
index while Section 3 shows how such a formulation simplifies the decomposition of this index by
income sources. Section 4 presents a simple empirical illustration and Section 5 concludes the paper.

2. Matrix Representation of the Esteban and Ray (1994) ER Polarization Index

The Esteban and Ray (1994) polarization index ER is expressed as

ER = ∑n
i=1 ∑n

j=1 vβ
i vj
∣∣μi − μj

∣∣ (1)

where vk is the relative population frequency of population subgroup k, μk the mean income1 of group
k and β a parameter which varies between 2 and 2.6 (see, Esteban and Ray 1994).

We can also write expression (1) as

ER = ∑n
i=1 μivi

(
i−1

∑
j=1

vβ
j −

n

∑
j=i+1

vβ
j

)
+ ∑n

i=1 μiv
β
i

(
i−1

∑
j=1

vj −
n

∑
j=i+1

vj

)
(2)

where the mean incomes μi are ranked by increasing values.
More generally, assuming n population subgroups, expression (2) becomes

ER = t’Gs + v’Gr = ERA + ERB (3)

In (3), ERA and ERB are the two components of the ER index, t′ is a (1 by n) row vector, written
as t′ =

[
vβ

1 vβ
2 . . . vβ

n

]
, s is a (n by 1) column vector which, as row vector, would be written as

s′ = [μ1v1 μ2v2 . . . μnvn], v′ is a (1 by n) row vector written as v′ = [v1 v2 . . . vn] and r is a (n by 1)
column vector which, as a row vector would be expressed as r′ =

[(
μ1vβ

1

) (
μ2vβ

2

)
. . .
(

μnvβ
n

)]
. G is

a square n by n matrix, called G-matrix, whose typical element gij is equal to 0 if i = j, to −1 if j > i
and to +1 if i > j (see, Silber 1989, for more details on this G-matrix2). It is important to stress that the
elements μivi in vector s’ and the elements

(
μiv

β
i

)
in vector r’ have both to be ranked by decreasing

values of the mean incomes μi.

Let τ’ be a (1 by n) row vector, written as τ′ =
[(

vβ
1

∑n
i=1 vβ

i

)
. . .
(

vβ
i

∑n
i=1 vβ

i

)
. . .
(

vβ
n

∑n
i=1 vβ

i

)]
. Let also

θ be a (n by 1) column vector of the income shares
(

μivi
(∑n

i=1 μivi)

)
. In other words, if we call

(
vβi

∑n
i=1 vβi

)
the ‘identification modified population share’ of population subgroup i, the expression τ’Gθ is a kind
of Gini index comparing a priori shares which are the ‘identification modified population shares’
with a posteriori shares which are the actual income shares of the various population subgroups,
the comparison being made via the linear operator G, the G-matrix.

Similarly, let η’ be a (n by 1) row vector whose typical element ηi is written as ηi =

(
μiv

β
i

∑n
i=1 μiv

β
i

)
.

ηi will be labeled the ‘identification modified income share’ of population subgroup i. The expression
v′Gη is then a kind of Gini index, comparing a priori shares, the actual population shares, with a
posteriori shares, the ‘identification modified income shares’ of the various population subgroups.
This comparison is made again via the linear operator G, the G-matrix.

1 Esteban and Ray (1994) refer to the natural logarithm of income rather than to income. We will make a somehow similar
assumption by stating that the mean income of a given group refers in fact to its mean income relative to the mean income
in the whole population. To simplify the notations, we do not introduce the population mean income in the formulations.

2 As stressed already in Silber (1989), the first matrix formulation of the Gini index was proposed by Pyatt (1976).
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Expression (3) is then rewritten as

ER =
(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi)
[
τ′Gθ

]
+
(
∑n

i=1 μiv
β
i

)[
v′Gη

]
(4)

In other words, the polarization index is equal to the corrected sum of two Gini-related indices.
The first one compares the ‘identification modified population shares’ with the actual income shares
of the different population subgroups. The second one compares the actual population shares with
the ‘identification modified income shares’ of the different population subgroups. The first correction
factor is equal to the product

(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi) while the second correction factor is equal to the

product
(

∑n
i=1 μiv

β
i

)
(∑n

i=1 vi) =
(

∑n
i=1 μiv

β
i

)
.

3. Decomposing the ER Index by Income Sources

Assume there are J income sources. The average income μi, in population subgroup i, may then
be expressed as

μi = ∑J
j=1 μij (5)

so that expression (3) may also be written as

ER = t′G
[
∑J

j=1 s.j

]
+ v′G

[
∑J

j=1 r.j

]
(6)

where s.j is a (n by 1) column vector whose typical element sij is equal to viμij while r.j is a (n by 1)

column vector whose typical element rij is equal to vβ
i μij. Note that the elements sij in vector s.j and

the elements rij in vector r.j have to be ranked by decreasing mean incomes μi.
We may then rewrite (6) as

ER = ∑J
j=1 Dj (7)

where Dj, the contribution of income source j to the ER index, is expressed as

Dj =
[
t′Gs.j + v′Gr.j

]
(8)

We could also express (8) as

Dj =

[
t′Gs̃.j

t′Gs.j

t′Gs̃.j
+ v′Gr̃.j

v′Gr.j

v′Gr̃.j

]
(9)

where s̃.j is a (n by 1) column vector whose typical elements s̃ij, which are equal to viμij, are ranked
in descending order of μij, while r̃.j is a (n by 1) column vector whose typical elements r̃ij, which are

equal to vβ
i μij, are ranked also in descending order of μij.

Note however that (
t′Gs̃.j + v′Gr̃.j

)
= ERA

j + ERB
j = ERj (10)

where ERj is the Esteban and Ray polarization index for income source j, ERA
j and ERB

j being its two
components.

Let us also define two correlation measures, CORA
j and CORB

j , with

CORA
j =

t′Gs.j

t′Gs̃.j
(11)

CORB
j =

v′Gr.j

v′Gr̃.j
(12)

These correlation measures may evidently be positive or negative.
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Combining expressions (7)–(12) we derive that

ER = ∑J
j=1

{[
ERA

j CORA
j

]
+
[

ERB
j CORB

j

]}
(13)

We therefore conclude that, ceteris paribus,

- The higher ERA
j , the higher the degree of polarization of the distribution of total income.

- The higher ERB
j , the higher the degree of polarization of the distribution of total income.

- If CORA
j is positive, the higher this correlation measure, the higher the degree of polarization of

the distribution of total income. However, if it is negative, it will have a negative impact on the
overall Esteban and Ray index ER.

- Similarly, if CORB
j is positive, the higher this correlation measure, the higher the degree of

polarization of the distribution of total income. However, if it is negative, it will have a negative
impact on the overall Esteban and Ray index ER3.

4. A Short Empirical Illustration

In this section, we present a simple empirical illustration, based on EU data from the European
Union Statistics on Income and Living Conditions (EU-SILC) data set for the 2016 wave (EUROSTAT
2016). EU-SILC is an international database that consists of comparable, country-specific data.
We analyze polarization in the 17 countries with data available for 2016: AT (Austria), BE (Belgium),
BG (Bulgaria), EE (Estonia), EL (Greece), ES (Spain), FR (France), HR (Croatia), HU (Hungary),
LT (Lithuania), LV (Latvia), PL (Poland), PT (Portugal), RO (Romania), RS (Serbia), SE (Sweden), and
SI (Slovenia). The units of analysis are the individuals and the unit of measurement is the household.
The measure of income is the total disposable household income. Since a given level of household
income corresponds to a different standard of living, depending on the size and composition of the
household, we adjust incomes for differences in household size and composition using the “modified
OECD” equivalence scale4. The latter assigns a value of 1 to the first adult in the household, 0.5 to
each remaining adult, and 0.3 to each person younger than 14.

Disposable income includes net income from work, other private income not related to work,
pensions and other social transfers. Net money income includes all income sources received by the
household and by each of its current members in the year preceding the survey. Social insurance
contributions, pay-as-you-earn taxes, and non-money income are not included in this definition
of income.

The decomposition of the ER polarization index by income sources is based on three
income sources:

1. Benefits (benefits) that include: old-age and survivor’ benefits, unemployment benefits, sickness
benefits, disability benefits, education-related allowances, family/children related allowances,
social exclusion not classified elsewhere, housing allowances

2. Income from rental of a property or land, interest, dividends, profit from capital investments in
unincorporated business (property and interest)

3. Income available before including sources 1 and 2 (income before)

3 Expression (13) reminds us of the decomposition of the Gini index by income sources (see, Lerman and Yitzhaki 1985)
where the contribution of an income source to the overall Gini index is a function of the share of this source in total income,
of the Gini index of this source and of the Gini-correlation between this source and total income. In (13) the contribution
of an income source to the overall ER index is a function of the two components of the ER index for this source, and of
two correlation measures. However the share of the source does not appear. In Appendix A, we provide a more detailed
decomposition where the parallel with the traditional decomposition of the Gini index by income sources becomes evident.

4 For a survey of equivalence scales and related income distribution issues, and some comparisons of scale relativities,
see Coulter et al. (1992).
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Table A1 in the Appendix A gives, for each of these countries, the average value of these income
sources, the average total income and the population size.

Table 1 refers to data in Euros. We give there the value of the ER index when the parameter β

is equal to 2.5 and when it is equal to 1 (Gini related measure5). We also computed, as suggested by
Esteban and Ray (1994), the ER index with these two values of the parameter β, for the case where
the logarithm of income rather than income was the variable under study. Table 1 gives also, when
income and not the logarithm of income is used, the relative contributions of the different income
sources, to the ER index. It appears that the most important (relative) contribution to the value of the
ER index is that of income before transfer (62.4%) while this source has a share in total income of 70.7%.
On the contrary, benefits and ‘property income and interest’ have a higher relative contribution to the
ER index (respectively 25.4% and 12.2%) than their share in total income (23.2% and 6.1%). We may
also observe that the contributions of these sources to the Gini-related index (parameter β equal to 1) is
quite similar to their contributions to the ER index (65.6, 24.9, and 9.5%). They actually lie between
their contributions to the average total income and to the ER index.

When introducing the logarithm of income into the formulation of the ER index with β = 2.5, we
observe that this index is quite small (0.045) when compared to its value (0.577) when β = 1.

Table 1. Contributions of the income sources to the ER index (based on income data in Euros).

Measure Computed
Value for

Total
Income

Relative
Contribution of
Income Before

Relative
Contribution of

Benefits

Relative
Contribution of
Property Income

and Interest

Average income with absolute
contribution of income sources 15,634 11,060 3626 948

Average income with relative
contribution of income sources 100% 70.70% 23.20% 6.10%

ER with parameter β equal to
2.5 computed on basis of
relative incomes (relative
contributions of income sources)

0.038 62.4% 25.4% 12.2%

ER with parameter β equal to 1
computed on basis of relative
incomes (relative contributions
of income sources)

0.645 65.6% 24.9% 9.5%

ER with parameter β equal to
2.5 and logarithms of incomes 0.045

ER with parameter β equal to 1
(like Gini) and logarithms
of incomes

0.577

Table 2 is similar to Table 1 but here all the computations are derived from PPP income data.
While the relative contributions of the three income sources to the average EU PPP income (on the
basis of the countries for which data were available) are quite similar to those presented in Table 1,
the computation of the ER index and of the contributions of the income sources to this index show
a somehow different picture. When the parameter β is equal to 2.5, it appears that the ER index
is lower than in Table 1, whether this index is derived from income data or from the logarithm of
incomes. What is more interesting is that there is an important decrease in the relative contribution

5 When, in expression (1), we divide the income data by the average income and assume that β = 1, ER will equal to twice the
traditional Gini index. What is called the absolute Gini index, is actually the product of the Gini index by the mean, so that
when β = 1 and we use absolute incomes and not relative incomes in (1) ER will be equal to twice the absolute Gini index.

28



Econometrics 2018, 6, 17

of income before transfer (from 62.4% to 54.4%) when β = 2.5 and from 65.6% to 59.6% when β = 1.
On the contrary, there is an increase in the relative contribution of benefits: from 25.4% to 28.6% when
β = 2.5 and from 24.9% to 27.7% when β = 1. A similar increase is observed for property income and
interest since the relative contribution rises from 12.2% to 17.0% when β = 2.5 and from 9.5% to 12.8%
when β = 1. In short, when using PPP rather than current data, polarization and inequality turn out to
be smaller, but the relative contribution of benefits and property income and interest to polarization
and inequality rises.

Table 2. Contributions of the income sources to the ER index (based on PPP income data).

Measure Computed
Value for

Total
Income

Relative
Contribution of
Income Before

Relative
Contribution of

Benefits

Relative
Contribution of
Property Income

and Interest

Average income with absolute
contribution of income sources 17,048 12,233 3892 924

Average income with relative
contribution of income sources 100% 71.7% 22.8% 5.4%

ER with parameter β equal to
2.5 computed on basis of
relative incomes (relative
contributions of income sources)

0.024 54.4% 28.6% 17.0%

ER with parameter β equal to 1
computed on basis of relative
incomes (relative contributions
of income sources)

0.413 59.6% 27.7% 12.8%

ER with parameter β equal to
2.5 and logarithms of incomes 0.026

ER with parameter β equal to 1
(like Gini) and logarithms
of incomes

0.478

5. Concluding Comments

This paper has shown how it is possible to express the Esteban and Ray (1994) ER index in
matrix form. Such a formulation greatly simplifies the decomposition of this index by income sources.
We gave a simple empirical illustration showing that this breakdown gives useful information as
to the impact of the different income sources on the polarization of incomes. This illustration was
based first on income data in Euros and then on PPP income data. We could also apply the proposed
breakdown to an analysis of the polarization of the distribution of wages or earnings. If we estimate a
traditional earnings function, we could then easily derive the contribution to the polarization of wages
of the explanatory variables of such a function. Indeed, we intend to explore these issues in future
empirical work.
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Appendix A. The Similarity between the Decomposition by Income Sources of the Gini Index
and of the ER Index

Remember that expression (4) is written as

ER =
(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi)
[
τ′Gθ

]
+
(
∑n

i=1 μiv
β
i

)[
v′Gη

]
(A1)

where τ’ is a (1 by n) row vector, written as τ′ =
[(

vβ
1

∑n
i=1 vβ

i

)
. . .
(

vβ
i

∑n
i=1 vβ

i

)
. . .
(

vβ
n

∑n
i=1 vβ

i

)]
, θ a (n by 1)

column vector of the income shares
(

μivi
(∑n

i=1 μivi)

)
, η′ a (n by 1) row vector whose typical element ηi is

written as ηi =

(
μiv

β
i

∑n
i=1 μiv

β
i

)
and v’ a row vector of the population shares.

We can rewrite (A1) as

ER =
(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi)
[
τ′G
(
∑J

j=1 θj

)]
+
(
∑n

i=1 μiv
β
i

)[
v′G
(
∑J

j=1 ηj

)]
(A2)

where

θj =

(
μijvi

(∑n
i=1 μivi)

)
=

(
μijvi

(∑n
i=1 μijvi)

)(
(∑n

i=1 μijvi)

(∑n
i=1 μivi)

)
(A3)

ηj =

(
μijv

β
i

∑n
i=1 μiv

β
i

)
=

(
μijv

β
i

∑n
i=1 μijv

β
i

)(
∑n

i=1 μijv
β
i

∑n
i=1 μiv

β
i

)
(A4)

Given that the G-matrix is a linear operator we then derive that

ER =
(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi)
[
∑J

j=1 τ′Gθj

]
+
(
∑n

i=1 μiv
β
i

)[
∑J

j=1 v′Gηj

]
↔ ER =

(
∑n

i=1 vβ
i

)
(∑n

i=1 μivi)
[
∑J

j=1 τ′G
{(
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i=1 μivi)
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i=1 μiv

β
i
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j=1 v′G
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μijv
β
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β
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)]}
If instead of ranking the incomes μij by decreasing values of the incomes μi, we rank them by

decreasing values of the incomes μij, and call μ̃ij this re-ordered vector, we end up with

ER =
(

∑n
i=1 vβ

i

)
(∑n

i=1 μivi)
{[

∑J
j=1

(
(∑n

i=1 μijvi)
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/
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λj =

(
∑n

i=1 μijv
β
i

∑n
i=1 μiv

β
i

)

νj = v′G

⎛⎝ μ̃ijv
β
i

∑n
i=1 μijv

β
i

⎞⎠
ρj =

((
μijv

β
i
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i=1 μijv

β
i

)
/

(
μ̃ijv

β
i

∑n
i=1 μijv

β
i

))
where αj and λj are similar to income shares, β j and νj are components of the ER index for income
source j and γj and ρj are ‘correlation measures’.

In other words, we have here quite a similar decomposition to that proposed by
Lerman and Yitzhaki (1985) for the Gini index.

Table A1. Database.

Country
Mean Total

Income
Income

Before %
Benefits %

Property and
Interest %

Total
Population

AT 26,662.48 70.0% 27.3% 2.7% 7,963,391
BE 24,520.2 74.0% 24.6% 1.3% 9,319,177
BG 4164.49 76.4% 21.9% 1.7% 6,235,715
EE 11,043.97 82.3% 16.6% 1.1% 1,113,681
EL 9161.76 75.7% 19.8% 4.5% 8,092,137
ES 16,370.34 71.9% 24.4% 3.6% 42,446,793
FR 25,730.84 65.1% 24.4% 10.5% 55,793,599
HR 6663.01 80.3% 18.3% 1.4% 3,225,726
HU 5474.74 75.6% 23.2% 1.2% 8,332,493
LT 7742.34 81.6% 16.6% 1.8% 2,417,930
LV 8135.06 80.3% 18.6% 1.2% 1,708,676
PL 6912.37 80.9% 18.2% 0.9% 32,623,207
PT 10,892.61 79.1% 17.7% 3.2% 8,183,986
RO 2850.82 82.4% 17.5% 0.1% 15,991,057
RS 3214.21 74.2% 25.0% 0.8% 5,432,579
SE 29,761.2 77.6% 17.6% 4.8% 7,647,944
SI 13,678.07 73.8% 23.5% 2.7% 1,794,388

Country codes: AT (Austria), BE (Belgium), BG (Bulgaria), EE (Estonia), EL (Greece), ES (Spain), FR (France),
HR (Croatia), HU (Hungary), LT (Lithuania), LV (Latvia), PL (Poland), PT (Portugal), RO (Romania), RS (Serbia),
SE (Sweden), SI (Slovenia).
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1. Introduction

Carlo Emilio Bonferroni (1930) proposed the inequality index B as an alternative to the Gini index
R, also referred to as the concentration ratio (Gini 1914). For about half a century, B remained
almost forgotten because it was ostracized by Corrado Gini and his followers, who tried to
prevent any measures of inequality from overshadowing the concentration ratio R (Giorgi 1998).
De Vergottini (1950) proposed an interesting and general formula that nests Bonferroni and Gini
indices as special cases.

In the last two decades, B has been revalued and studied for its interesting features. Piesch (1975)
and Nygård and Sandström (1981) were the first to investigate B in depth. New and interesting
interpretations and extensions of B have been just recently proposed: its welfare implications have been
studied by Benedetti (1986), Aaberge (2000), Chakravarty (2007) and Bárcena-Martin and Silber (2013).
Giorgi and Crescenzi (2001c) proposed a poverty measure based on B, while other socio-economic
aspects have been studied by Bárcena-Martin and Olmedo (2008), Silber and Son (2010), Bárcena-Martin
and Silber (2011, 2013), and Imedio Olmedo et al. (2012). The Bonferroni index has also been
investigated in fuzzy and reliability frameworks (Giordani and Giorgi 2010; Giorgi and Crescenzi
2001b) and, in particular cases, a Bayesian estimation is followed (Giorgi and Crescenzi 2001a).

An important topic in the literature on inequality measures entails their decomposability. Many
contributions are related to the decomposition of R (for a deep investigation see, e.g., Kakwani 1980;
Nygård and Sandström 1981; Giorgi 2011a). Tarsitano (1990) introduced several standard results that
can be used for the decomposition of B, while Bárcena-Martin and Silber (2013) derived an algorithm
that greatly simplifies such a decomposition.

Econometrics 2018, 6, 18; doi:10.3390/econometrics6020018 www.mdpi.com/journal/econometrics33
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In this field, two main lines of research can be distinguished: decomposition by income sources
and by population subgroups. The former has been widely treated, while less attention has been
paid to the latter (Giorgi 2011a). The reason lies in the difficulties we face when trying to additively
decompose (as in the analysis of variance) inequality indices, including R and B. To overcome such a
drawback when R is entailed, Deutsch and Silber (2007) used the so-called “Shapley value”, while
Di Maio and Landoni (2017) suggested the “balance of inequality” (BOI).

In the present paper, we detail how the Bonferroni index can be decomposed using these methods.
We further discuss interesting similarities and differences between R and B and propose a deeper
investigation of some properties of B.

The paper is organized as follows: in Section 2, the main properties of Gini and Bonferroni indices
are discussed. A brief overview on the inequality indices’ decomposition is given in Section 3, while
the so-called “Shapley method” and “balance of inequality” (BOI) are detailed in Sections 4 and 5,
respectively. We also extend the BOI to provide a decomposition of B. In Section 6, R and B are
compared on income data drawn from the 2015 Italian component of the European Survey on Income
and Living Conditions (It-SILC). The differences between the two decompositions and the two indices
are highlighted in Section 7.

2. The Gini and the Bonferroni Inequality Index

2.1. The Gini Concentration Index

The Gini concentration ratio (Gini 1914), also referred to as the Gini coefficient or the Gini index,
is probably the most used index to measure inequality in income distributions. Simplicity, fulfillment
of general properties, useful decompositions, the links with the Lorenz curve (Lorenz 1905) and the
mean difference (Gini 1912) are just few of the reasons of its widespread use and longevity (see, e.g.,
Giorgi (1990, 1993, 1998, 1999, 2005, 2011b)).

Among the several ways we may use to define the Gini index (see Giorgi 1992; Yitzhaki 1998), the
most useful, for the present purpose, is

where N is the population size, and i is the rank, within the observed population, for the generic
recipient, arranged in non-decreasing income values. Furthermore, xi is the income earned by the i-th
recipient and tx = ∑N

i=1 xi is the total income in the whole population.
The Gini concentration index is linked to the Lorenz curve (Figure 1). In the discrete case, the

Lorenz curve is the polygonal line connecting points with coordinates given by the cumulative
proportion of recipients, arranged in non-decreasing values of income, pi = i/N, and the
corresponding share of income, qi = ∑i

j=1 xj/tx. In the case of perfect equality, the Lorenz curve
corresponds to the egalitarian line. In the case of maximum concentration, the Lorenz curve is defined
by linking coordinate points (0,0), ( N−1

N ,0), (1,1).
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Figure 1. An example of the Lorenz curve in the continuous case (i.e., N goes to infinity).

The Gini concentration index is equal to the ratio between the Lorenz area—the area between the
Lorenz curve and the egalitarian line—and the Lorenz area in case of maximum concentration—the
area of the triangle defined by the points (0,0), ( N−1

N ,0), (1,1), (Nygård and Sandström 1981, pp. 266–71).
As N goes to infinity, the quantity N−1

N goes to 1 and the Lorenz area in the case of maximum
concentration approaches 1/2. Then, R is twice the area between the Lorenz curve and the egalitarian
line (Nygård and Sandström 1981, p. 240).

2.2. The Bonferroni Inequality Index

Bonferroni (1930) defined the inequality index as a function of partial means:

B =
1

N − 1

N

∑
i=1

(μ − μi)

μ
, (3)

where 0 ≤ B ≤ 1, and

μ =
1
N

N

∑
i=1

xi μi =
1
i

i

∑
j=1

xj i = 1, 2, . . . , N

denote the general and the partial means for units sorted in non-decreasing order with respect to the
variable of interest, X.1

The B index gives a higher weight to units with lower income (see, e.g., De Vergottini 1950,
pp. 318–19; Pizzetti 1951, p. 302). For this reason, B is more sensitive to lower levels in the distribution
(see, e.g., Giorgi and Mondani 1995).

The Bonferroni index is linked to the Bonferroni curve (Figure 2) which is obtained by plotting
the cumulative proportion of recipients, arranged in non-decreasing values of income, versus the
corresponding ratio between partial mean and total mean (μi/μ).

1 In expression (3) the summation is limited to N − 1 and then divided by N − 1. This formulation is different from the one
used in other papers mentioned in the Introduction (where the summation is up to N the division by N is used). Of course,
increasing N, 1/(N − 1) ≈ 1/N and the last term in the summation is null.
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Figure 2. An example of the Bonferroni curve in the continuous case (i.e., N goes to infinity).

The polygonal line joining the points (pi,μi/μ) is the Bonferroni curve. If all the recipients
in the population have the same income (i.e., equal to μ), the Bonferroni curve coincides with the
egalitarian line that joins the coordinate points (0,1), (1,1). If just a recipient owns the total amount of
X, the Bonferroni curve is the broken line joining the points (0,0), ( N−1

N ,0), ( N−1
N ,1).

The value of the Bonferroni index is equal to the ratio between the Bonferroni area—the area
between the Bonferroni curve and the egalitarian line—and the Bonferroni area in the case of maximum
concentration—the area of the quadrangle defined by the points (0,0), ( N−1

N ,0), ( N−1
N ,1), (0,1). As N

goes to infinity, the quantity N−1
N goes to 1 and the Bonferroni area in case of maximum concentration

is equal to 1. Then, the value of B coincides with the Bonferroni area (Giorgi and Crescenzi 2001b,
pp. 572–73).

3. A Brief Overview on Inequality Index Decomposition

When we consider the decomposition of inequality indices, two main lines of research can be
distinguished: decomposition by income sources and by population subgroups (for a comprehensive
survey on the subject see, e.g., Giorgi 2011a).

The decomposition by income sources is based on the hypothesis that the total income is the sum
of several components, such as wages, salaries, capital incomes, etc. Therefore, the contribution of each
source to the overall inequality can be identified. The decomposition by income sources is appealing
since the inequality indices can be exactly decomposed into separate components, each one referring
to a given factor. Fields (1979a, 1979b) derived the contribution of each source to R via so called Factor
Inequality Weight (FIW). With slight changes, this method can be adapted to decompose B as follows:

B =
k

∑
j=1

hjwjBj

where μj, hj = μj/μ and Bj are, respectively, the mean income, the share and the value of B computed
for the j-th factor (see, e.g., Tarsitano 1990, p. 236). The wj is the weight of the j-th source which can be
referred to as the Bonferroni correlation. In fact, it has the same meaning of the Gini correlation in FIW
decomposition. The Bonferroni correlation reflects the degree of concordance between the log-rank
ordering of units with respect to the j-th income source and the corresponding log-rank order for the
total income. In other words, the overall inequality, measured through B, depends on the degree of
inequality in the distribution of each factor (Bj), the importance of the factor on the total income (hj)
and the amount of agreement between the different rankings (wj).

The decomposition by population subgroups aims at exploring the contribution of individual
features such as age, sex, level of education, geographical area, etc., to total inequality (for a deeper
investigation on this topic seeDeutsch and Silber 1999; Mussard et al. 2006). A first attempt has been
proposed by Bhattacharya and Mahalanobis (1967), who tried to decompose R by subgroups via an
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approach based on the analysis of variance. However, R cannot be additively decomposed into the
sum of between and within components. Mehran (1975) showed that R can be decomposed into the
sum of within and across components. The difference between the across and the between components
is in the interaction component; this is “a measure of the extent of income domination of one group
over the other apart from the differences between their mean incomes” (see also Ferrari and Rigo 1987).

As the concentration ratio R, the Bonferroni index B can be completely decomposed by the sum
of three terms:

B = Bw + Bb + Bi (4)

where Bw is the within component, Bb is the between component and Bi is the interaction component
that accounts for the degree of overlap between the income distributions in the different subgroups
(for this reason it is also referred to as the overlapping component)2. Therefore, also B cannot be
additively decomposed (see, e.g., Shorrocks 1980).

4. The Shapley Decomposition

Deutsch and Silber (2007) used the Shapley decomposition introduced, in this field, by
Shorrocks (1999), to solve the problem of additive decomposition of R by population subgroups.
They derived the impact of four components: inequality within subgroups (w), inequality between
subgroups (b), ranking (r) and relative size in each subgroup (n).

The Shapley decomposition is based on the well-known concept of Shapley value in cooperative
game theory (Shapley 1953). The idea of the Shapley value is to compute the value of a function
considering all the possible combinations of factors. When such a decomposition is applied to
inequality indices, and the factors are considered as symmetrical, it allows to derive the expected
marginal contribution of each factor to inequality. Moreover, the contributions sum exactly to the
amount of the inequality index considered (Shorrocks (1999, 2013)). To decompose B, we consider the
same factors (i.e., w, b, r, n), used by Deutsch and Silber (2007) for R.

Let us assume that a population P is partitioned into J subgroups sj (j = 1, . . . , J) where
xji is the income of the i-th recipient (i = 1, . . . , Nj) in subgroup j = 1, . . . , J. A given
inequality measure I (for instance, R or B) can be seen as a function of the observed incomes,
I = f

(
x11, . . . , x1N1 , . . . , xj1, . . . , xjNj , . . . , xJ1, . . . , xJNJ

)
.

In the general case, we may consider within subgroups inequality (xji 	= μj), between subgroups

inequality (μj 	= μ) and differences in both the size among the subgroups ( f j 	= 1/J, where f j =
Nj
N )

and the rank of recipients
(
r = rij

)
. Therefore, the overall inequality can be written as a function of

such factors:
I
((

xji 	= μj
)
,
(
μj 	= μ

)
,
(

f j 	= 1/J
)
,
(
r = rij

))
The Shapley decomposition may help us derive the marginal impact of each factor measuring

the difference in the value of the inequality index corresponding to the observed situation and the
reference one, where the income does not change with the factor. Just to give an example, the impact
of within subgroups inequality (w), is derived by comparing the situations where the incomes of
recipients in a given subgroup are different (xji 	= μj), to the case when all the recipients in that
subgroup have the same income (xji = μj). To compute the impact of inequality between subgroups
(b), we compare the case when the mean of incomes is different between subgroups (μj 	= μ) and
the case when the average income is constant across subgroups (μj = μ). To obtain μj = μ a kind of
standardization is applied and xji is replaced by xji

μ
μj

. To measure the effect of the differences in size
(n), we compare the case when the subgroups have different sizes ( f j 	= 1/J) to the case when the sizes
are equal ( f j = 1/J). To make the subgroups have the same size, the least common multiple (lcm) is

2 For the expressions of Bw, Bb and Bi in the case of income classes, see Tarsitano (1990), while for the matrix decomposition
of B see Bárcena-Martin and Silber (2013).
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calculated for the sizes of the analyzed subgroups and the values xji are repeated lcm times; this leads
to equality in size between the subgroups. When applying such an approach to B, the objection is
usually raised that B, as opposed to R, does not satisfy the Dalton (1925) principle of being replication
invariant. However, using the simulation study reported in Appendix A, we may show that the effect
of replications becomes negligible for B when the population size is greater than 1000 units. According
to this feature, B can be defined as being an ‘asymptotically replication invariant’.

Finally, to derive the effect of ranking (r), we compare the case when the recipients are sorted
by their income

(
r = rij

)
to the case when we first sort the subgroups on the basis of their average

income, μj, and then the recipients by their income within each subgroup
(
r = rji

)
.

The marginal impact (SV) of each factor on the generic index I (either R or B) can be derived
by computing the following weighted means of the index when, from time to time, the effect of
components is removed.

SVw = 1
4 (I − Iw) +

1
12 [(Ib − Iwb) + (In − Iwn) + (Ir − Iwr)]

+ 1
12 [(Ibn − Iwbn) + (Ibr − Iwbr) + (Irn − Iwrn)] +

1
4 (Ibnr − Iwbnr)

(5)

SVb = 1
4 (I − Ib) +

1
12 [(Iw − Iwb) + (In − Ibn) + (Ir − Ibr)]SVb

+ 1
12 [(Iwn − Iwbn) + (Iwr − Iwbr) + (Irn − Ibnr)] +

1
4 (Iwnr − Iwbnr)

(6)

SVn = 1
4 (I − In) +

1
12 [(Iw − Iwn) + (Ib − Ibn) + (Ir − Inr)]SVn

+ 1
12 [(Iwb − Iwbn) + (Iwr − Iwnr) + (Ibr − Ibnr)] +

1
4 (Iwbr − Iwbnr)

(7)

SVr =
1
4 (I − Ir) +

1
12 [(Iw − Iwr) + (Ib − Ibr) + (In − Inr)]SVr

+ 1
12 [(Iwb − Iwbr) + (Iwn − Iwnr) + (Ibn − Ibnr)] +

1
4 (Iwbn − Iwbnr)

(8)

In expressions (5)–(8) by the subscript of I we denote the factor that has been removed.
For instance, Iw is the index computed when the component of within inequality (w)
has been removed, that is Iw = I

((
xji = μj

)
,
(
μj 	= μ

)
,
(

f j 	= 1/J
)
,
(
r = rij

))
. Furthermore,

Iwbr = I
((

xji = μj
)
,
(
μj = μ

)
,
(

f j 	= 1/J
)
,
(
r = rji

))
is the index computed when component of within

inequality (w), between inequality (b) have been removed and the recipients are ranked first by the
average income of the subgroup they belong and then with respect to their income3.

A Numerical Illustration

To illustrate, we consider a population composed by 10 recipients with income 2, 6, 10, 18, 20, 25,
30, 50, 55, and 84. Let us assume that recipients with income 2, 6 and 25 belong to subgroup A, those
with income 10, 20 and 84 to subgroup B and, last, those with income 18, 30, 50 and 55 to subgroup C.

Since this is just an illustrative example of the application of the Shapley decomposition, the
replication invariance principle is overlooked. We should remark that, in some cases, when we remove
w, the corresponding value of B can be negative. It occurs when there is a negative correlation between
mean income and mean rank (Frick and Goebel 2007, p. 10). In fact, in these extreme cases, when
sorting the income distribution in decreasing order, as shown by Rao (1969, p. 245), R is equal to −R,
and the same occurs for B.

Table 1 shows all the scenarios obtained by removing factors separately, in pairs, in set of three
and all together. Furthermore, the corresponding income distribution and the values of R and B are
also presented. We report in Table 2 the marginal contributions for each factor (SV) derived using
expressions (5)–(8).

3 In expressions (5)–(8), Iwbnr = 0 because all the inequality factors have been removed.
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Table 1. Gini concentration ratio (R) and Bonferroni inequality index (B) in different scenarios according
to factors that have been removed. Illustrative example on the income of 10 recipients from three
different subgroups: A = {2, 6, 25} and B = {10, 20, 84}, C = {18, 30, 50, 55}.

Removed
Factor

Income Distribution
I

R B

1 − 2, 6, 10, 18, 20, 25, 30, 50, 55, 84 0.490 0.609
2 w 11, 11, 38, 38.25, 38, 11, 38.25, 38.25, 38.25, 38 0.151 0.252
3 b 5.45, 16.36, 7.89, 14.12, 15.79, 68.18, 23.53, 39.22, 43.14, 66.32 0.360 0.475

4 n 2, 2, 2, 2, 6, 6, 6, 6, 10, 10, 10, 10, 18, 18, 18, 20, 20, 20, 20, 25, 25, 25, 25, 30, 30, 30, 50,
50, 50, 55, 55, 55, 84, 84, 84, 84 0.474 0.612

5 r 2, 6, 25, 10, 20, 84, 18, 30, 50, 55 0.333 0.481
6 wb 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30 0.000 0.000

7 wn 11, 11, 11, 11, 11, 11, 11, 11, 11, 38, 38, 38, 38.25, 38.25, 38.25 38, 38, 38, 38, 11, 11, 11,
11, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38, 38, 38 0.167 0.283

8 wr 11, 11, 11, 38, 38, 38, 38.25, 38.25, 38.25, 38.25 0.212 0.331

9 bn
5.45, 5.45, 5.45, 5.45, 16.36, 16.36, 16.36, 16.36, 27.27, 7.89, 7.89, 7.89, 14.12, 14.12, 14.12,
15.79, 15.79, 15.79, 15.79, 68.18, 68.18, 68.18, 68.18, 23.53, 23.53, 23.53, 39.22, 39.22,
39.22, 43.14, 43.14, 43.14, 65.88, 66.32, 66.32, 66.32

0.334 0.466

10 br 5.45, 16.36, 68.18, 7.89, 15.79, 66.32, 14.12, 23.53, 39.22, 43.14 0.128 0.233

11 nr 2, 2, 2, 2, 6, 6, 6, 6, 25, 25, 25, 25, 10, 10, 10, 10, 20, 20, 20, 20, 84, 84, 84, 84, 18, 18, 18,
30, 30, 30, 50, 50, 50, 55, 55, 55 0.331 0.501

12 wbn 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30,
30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30 0.000 0.000

13 wbr 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30 0.000 0.000

14 wnr 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 11, 38, 38, 38, 38, 38, 38, 38, 38, 38, 38, 38, 38,
38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25, 38.25 0.214 0.343

15 bnr
5.45, 5.45, 5.45, 5.45, 16.36, 16.36, 16.36, 16.36, 68.18, 68.18, 68.18, 68.18, 7.89, 7.89, 7.89,
7.89, 15.79, 15.79, 15.79, 15.79, 66.32, 66.32, 66.32, 66.32, 14.12, 14.12, 14.12, 23.53,
23.53, 23.53, 39.22, 39.22, 39.22, 43.14, 43.14, 43.14

0.127 0.259

16 wbnr 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30,
30, 30, 30, 30, 30, 30, 30, 30, 30, 30, 30 0.000 0.000

Note: w = inequality within; b = inequality between; n = size; r = ranking.

Table 2. Marginal impact of factors on Gini concentration ratio (R) and Bonferroni inequality index
(B). Illustrative example on the income of 10 recipients from three different population subgroups:
A = {2, 6, 25} and B = {10, 20, 84}, C = {18, 30, 50, 55}.

Factor
Contribution to R Contribution to B

SV % SV %

within inequality 0.230 47.02 0.305 50.07
between inequality 0.176 35.90 0.244 40.13

size 0.005 1.00 −0.007 −1.22
ranking 0.079 16.07 0.067 11.02

Total 0.490 100.00 0.609 100.00

5. The Balance of Inequality Approach

The Balance of Inequality, proposed by Di Maio and Landoni (2017), is an alternative approach
that, as in the Shapley method, helps solve the problem of additive decomposition of R by population
subgroups. They use the center mass (or barycenter) to derive a measure of inequality, thus giving a
physical interpretation to the inequality measure.

The barycenter of the income distribution, in which in abscissa is the income xi and in ordinate is
the ranking minus one (i − 1), is defined by the following expression

Rb =
∑N

i=1 xi(i − 1)

∑N
i=1 xi

.
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It is equal to (N − 1)/2 in the case of perfect equality, while it is equal to N − 1 in the case of
maximum inequality. Di Maio and Landoni (2017, p. 12) proceeded to normalize the barycenter and
obtained, after a little algebra, the BOI:

BOI =

∑N
i=1 xi(i−1)
∑N

i=1 xi
− N−1

2

(N − 1)− N−1
2

=
2 ∑N

i=1 i xi

tx(N − 1)
− N + 1

N − 1
= RBOI. (9)

Expression (9) corresponds to the Gini concentration index (1) and, for this reason, we will refer to
expression (9) as RBOI in the following. They show that RBOI (9), and therefore the Gini concentration
ratio, can be decomposed by considering four factors. Besides those already seen in the previous
paragraph—the inequality within and between population subgroups—BOI helps derive the impact
on the inequality value due to asymmetry and irregularity of subgroups4. A population (or a subgroup)
is symmetrical if the distribution of the analyzed variable is symmetrical with respect to its center.
Furthermore, it is regular if the distance between two adjacent individuals in the population or in the
subgroup is constant. A regular population (or a subgroup) is also symmetrical.

The RBOI for the Gini index can therefore be decomposed as

RBOI =
J

∑
j=1

tx j

tx

[
Rb∗1

j − Rb∗0
j

N−1
2

]
RBOIj +
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∑
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tx

[
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j
N−1

2

])
− 1

+
J

∑
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N−1
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](
R AEj

)
+

J

∑
j=1

tx j

tx

[
Rb∗1

j − Rb∗0
j

N−1
2

](
R I Ej

)
(10)

where tx j is the total income in the j-th subgroup; equivalently, we may define the BOI in the j-th
subgroup via the following expression

RBOIj =
2 ∑iεsj

k xi

tx
(

Nj − 1
) − Nj + 1

Nj − 1

where k is the rank of the i-th recipient in subgroup j. Furthermore, Rb∗1
j = maxi ∈ sj − 1 is the

barycenter of the subgroup in the population in case of perfect inequality, and Rb∗0
j = 1

Nj
∑

i ∈ sj

(i − 1)

is the barycenter of the subgroup in the population in the case of perfect equality. In this context,

R AEj = RBOI∗j − RBOI∗j sym represents the asymmetry effect and R I Ej = RBOI∗j sym − RBOIj the
irregularity effect where

RBOI∗j =

1
txj

∑i ε sj
i xi − 1

Nj
∑i ε sj

i

maxi ∈ sj − 1
Nj

∑i ε sj
i

is the RBOI index for the j-th subgroup, while

RBOI∗j sym =
2

txj

(
maxi ∈ sj − mini ∈ sj

) ∑
i ε sj

(
i − mini ∈ sj + maxi ∈ sj

2

)
xi

is the RBOI index for the j-th subgroup, in the case of symmetrical subgroups.

4 Di Maio and Landoni (2017) consider the asymmetry and the irregularity as a unique factor but, to investigate the differences
between R and B, it could be useful to consider them separately.
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The first component in expression (10) is the weighted average of the within subgroup inequality,
the second is the inequality between subgroups, the third and the fourth are the weighted average of
the effects of asymmetry and irregularity of the distribution in each subgroup, respectively.5

The extension of the BOI methodology to the Bonferroni inequality index (B) requires that we
consider a different representation of the income distribution. Let us consider the couple with the
income on the abscissa and

(
1−li

μ

)
on the ordinate, where li = ∑N

i=1
1
i and ∑N

i=1 li = N. The barycenter
of this distribution is

Bb =
∑N

i=1 xi

(
1−li

μ

)
∑N

i=1 xi
.

It is zero in the case of perfect equality and equal to (N − 1)/tx in the case of maximum inequality.
Normalizing the barycenter, as before, and using a little algebra we obtain the expression of B in
expression (3).

BBOI = ∑N
i=1 xi(1 − li)
μ(N − 1)

. (11)

This enable us to apply the BOI approach also to B. Expression (11) can be written as

BBOI =
J

∑
j=1

tx j

tx
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∑
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Equivalently

BBOIj =
∑N

i=1 xk(1 − lk)
μj
(

Nj − 1
)

denotes the BOI for the j-th subgroup with size Nj, μj = ∑
i ∈ sj

xk/Nj, lk =
Nj

∑
k=1

1
k and

Nj

∑
k=1

lk = Nj where

k is the rank of recipients in subgroup j. Furthermore,

Bb∗1
j =

(
1 − max

i ∈ sj
li

)
/μ ,

where
max

i ∈ sj
li is the value of li corresponding to the recipients with the highest income in subgroup

sj, and Bb∗1
j denotes the barycenter of the subgroup in the population in case of perfect inequality. The

barycenter of the subgroup in the case of perfect equality is

Bb∗0
j =

(
1 − ∑i ∈sj

li
Nj

)
/μ .

5 For more detail on RBOI see Di Maio and Landoni (2017).
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As above, B AEj = BBOI∗j − BBOI∗j sym represents the effect of asymmetry while B I Ej =

BBOI∗j sym − BBOIj denotes the effect of irregularity on B. The BOI index for subgroup sj is equal to

BBOI∗j =

∑i ∈sj
li

Nj
− ∑i ∈sj

xi li
tx j

∑i ∈sj
li

Nj
− max

i ∈ sj
li

while the BOI index for a symmetrical subgroup is given by

BBOI∗j sym =
2

tx

(
min

i ∈ sj
li − max

i ∈ sj
li

)∑i ε sj

⎛⎜⎜⎜⎝
min

i ∈ sj
li +

max
i ∈ sj

li

2
− li

⎞⎟⎟⎟⎠xi .

A Numerical Illustration

Let us consider the same population of 10 recipients we have already discussed in Section 4.
We report in Table 3 the contribution of each factor obtained via the balance inequality approach.

Table 3. Balance of inequality decomposition for the Gini concentration ratio (R) and the Bonferroni
inequality index (B). Illustrative example on the income of 10 recipients from three different population
subgroups: A = {2, 6, 25} and B = {10, 20, 84}, C = {18, 30, 50, 55}.

Factor
Contribution to R Contribution to B

RBOI % BBOI %

within inequality 0.256 52.38 0.365 59.95
between inequality 0.151 30.86 0.252 41.42

asymmetry −0.007 −1.35 −0.025 −4.10
irregularity 0.010 2.05 0.017 2.73

Total 0.490 100.00 0.609 100.00

By looking at this illustrative example, some preliminary results can be derived. In both cases,
the higher contribution to the overall inequality corresponds to the within factor, followed by the
between one and other factors. However, we may observe some differences when comparing the
current decomposition to the Shapley decomposition in Table 2. The impact of between inequality on
R is lower when measured with the BOI (30.86% vs. 35.90%), while the impact of within inequality is
higher (52.38% vs. 47.02%). On the other hand, when we consider B, the values of between inequality
are very similar (41.42% vs. 40.13%), while the difference for the within inequality is substantial
(59.95% vs. 50.07%). For both indices, asymmetry reduces inequality: this issue is more evident when
looking at the decomposition of R rather than the one of B.

6. An Application to the Italian Income Distribution

The Shapley decomposition of the Gini concentration ratio (R) and the Bonferroni index (B) has
been applied to income data collected in 2015 by the Italian component of the European Survey on
Income and Living Conditions (It-SILC, Istat 2015). The Eu-SILC is a yearly survey carried out by
European countries according to the European Regulation n. 1177/2003. Its main aim is to provide
data on income, poverty and social exclusion. The 2015 Italian sample is a two-stage sample of
municipalities, stratified by population size, and households. The sample size is composed by 17,985
household and 36,602 individuals.
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We consider the Italian households as divided into three subgroups, represented by the main
geographical areas: North, Center and South. Table 4 shows some explanatory statistics on the
distribution of household income for the whole population and the subgroups.

The inequality measures have been computed on the distribution of household income.
The incomes have not been equivalized to account for the different households’ size. The values
of R have been estimated using the expression of the sampling estimator defined by Osier (2009,
p. 169), while B has been estimated using the expression of the sampling estimator derived in
Giorgi and Guandalini (2013, p. 154). The BOI values, for R and B, have been computed through a
plug-in estimator.

Looking at Table 4, we observe that R = 0.367 and B = 0.462 for the whole population. North and
Center have quite a similar situation. While in South the incomes are lower, and the inequality is higher.
In the three subgroups, but also at the national level, there is a strong positive asymmetry in the income
distribution. The asymmetry is greater in the South when compared to the other geographical areas.

In Table 5, R has been decomposed using the Shapley decomposition (as shown in Section 4) and
the balance of inequality (as shown in Section 5). As for the Shapley decomposition, it is important to
point out that the sample size for all the subgroups is larger than 4000; therefore, the Dalton principle
of replication invariance can be considered as (at least approximately) satisfied also for B.

The impact of the different factors obtained by the decomposition methods are reported in
Table 5. For each component and decomposition, the corresponding confidence interval, estimated via
nonparametric bootstrap (M = 500 samples), are reported.

The plug-in estimators based on BOI are biased. The bias is negligible for RBOI, while it is more
evident for BBOI. However, this does not affect the comparison between the decomposition methods
and the two indices, since, in any case, the bias does not change the balance of power between factors
considered obtained via the balance of inequality.

Table 4. Some explanatory statistics on average Italian household income distribution by three
subgroups (North, Center and South). Source: It-SILC, Italy 2015.

Geographical
Area

Households First
Quartile

Median Mean
Third

Quartile
Fisher Asymmetry

Coefficient
R B

Sample Size Population Size

North 8922 12,294,699 25,809 39,180 47,621 59,749 4.273 0.346 0.439
Center 4223 5,295,623 23,114 36,459 44,626 56,524 2.379 0.360 0.457
South 4840 8,185,550 16,939 26,617 32,561 40,400 10.861 0.372 0.482

Italy 17,985 25,775,872 22,007 34,199 42,223 53,480 5.143 0.367 0.462

Both decompositions identify the within inequality as a very important factor. Under the Shapley
decomposition, it accounts for more than 60% of the whole inequality, both for R and B. Ranking is more
important than between inequality (20% versus 14%), since the subgroups are strongly overlapped.
Finally, subgroup size plays a minor role. Under the Shapley decomposition, the magnitude of factors
is similar for both the analyzed indices. However, when we consider B the impact of within inequality
is higher while that of ranking is lower than for R. The importance of differences among subgroups
in size is negligible when we consider R, since it is population size independent, while the same is
different from zero in B, even if not that high.

Under the BOI decomposition, within inequality accounts for more than 80% of the whole
inequality for both the analyzed indices, even if its role is slightly more evident in R. Unlike the
Shapley decomposition, the two indices show a different “hierarchy” of factors when we look at the
corresponding impact. When we consider R, the most important factor is the within inequality followed
by the between inequality. The contribution of asymmetry and irregularity is almost negligible. On the
contrary, when we look at B, the asymmetry is the most important factor followed by the within
inequality and the irregularity (with a negative sign). Between inequality plays a minor role.

It is important to point out that the combined effect of asymmetry and irregularity has opposite
signs on the two indices (0.55 − 2.07 = −1.52% for R and 89.13 − 78.00 = 11.13% for B). This is probably
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due to the indices’ sensitivity to different levels of the income distribution. As remarked above, B is
more sensitive to lower values (left tail of the distribution), while R is more sensitive to the central
values of the distribution. Moreover, the high value for the impact of asymmetry and irregularity
when we consider B can be due to the asymmetry in the income distribution, as already stated, but also
to an indirect effect of population size. In fact, as opposed to the numerical illustration in Section 5,
the contribution of asymmetry and irregularity to B is higher in the It-SILC data due to the larger
population size and asymmetry.

The two decomposition methods are deeply different. The Shapley decomposition represents a
more general tool which can be used to decompose not only inequality measures and not only by the
four factors we have considered here. It can be modified by considering a different (lower or higher)
number of factors. The BOI is more similar to a standard decomposition approach, since it is less
customizable. In fact it is possible to decompose the index by within inequality, between inequality,
asymmetry and irregularity only.

Table 5. Shapley and Balance of inequality decompositions for the Gini concentration ratio (R) and
the Bonferroni inequality index (B). Application to Italian household income distribution by three
population subgroups (North, Center and South). Source: It-SILC, Italy 2015.

Factor
Contribution to R Contribution to B

Absolute Value % Absolute Value %

Shapley decomposition

within inequality 0.2348 63.99 0.3065 66.30
[0.2281, 0.2415] [62.16, 65.80] [0.2956, 0.3174] [63.94, 68.66]

0.0530 14.44 0.0626 13.55between inequality
[0.0439, 0.0621] [11.95, 16.93] [0.0522, 0.0730] [11.28, 15.80]

size
−0.0002 −0.05 0.0090 1.95

[−0.0037, 0.0033] [−1.00, 0.89] [0.0046, 0.0134] [0.99, 2.90]
0.0793 21.62 0.0841 18.20ranking

[0.0700, 0.0886] [19.08, 24.13] [0.0757, 0.0925] [16.37, 20.01]

Total
0.3670 100.00 0.4623 100.00

[0.3568, 0.3772] [0.4505, 0.4741]

Balance of Inequality (BOI)

within inequality 0.3483 94.98 0.4007 81.07
[0.3384, 0.3582] [94.89, 95.02] [0.3908, 0.4106] [79.07, 83.09]

0.0239 6.54 0.0385 7.79between inequality
[0.0182, 0.0296] [5.11, 7.85] [0.0293, 0.0477] [6.05, 9.65]

asymmetry 0.0020 0.55 0.4405 89.13
[0.0008, 0.0032] [0.24, 0.84] [0.4393, 0.4417] [90.78, 89.36]

−0.0076 −2.07 −0.3855 −78.00irregularity
[−0.0095, −0.0057] [−2.65, −1.52] [−0.3874, −0.3836] [−80.04, −77.62]

Total
0.3668 100.00 0.4942 100.00

[0.3566, 0.3770] [0.3908, 0.4106]

Note: Bootstrap confidence interval at 95% in squared brackets.

Some Considerations on the Shapley Decomposition and the Balance of Inequality

The numerical examples and the application to real data show that the two decomposition
methods point out different aspects of the inequality indices. The Shapley decomposition is more
sensitive to the ranking in the income distribution, while the BOI decomposition is more influenced
by the shape of the distribution.

Looking at the behavior of the two indices with respect to the adopted decomposition, it is possible
to draw some interesting conclusions. Since R and B adopt a similar ranking system, we cannot observe
substantial differences when considering the Shapley decomposition; however, since the indices have
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different sensitivity to different portions of the distribution, asymmetry and irregularity often play a
crucial role in the BOI decomposition, and this may lead to different results.

Finally, as using more synthetic indices can help us highlight differences between socio-economic
reality and political significance of inequality (Piketty 2014, p. 156); using more than one decomposition
may help focus on different aspects and factors of inequality.

7. Conclusions and Further Research

An important topic on inequality measures is their decomposability. Two main lines of research
can be identified: decomposition by income sources and by population subgroups. Some indices, such
as the Gini concentration ratio R (Gini 1914) and the Bonferroni inequality index B (Bonferroni 1930)
are not additively decomposable by population subgroups. To overcome this drawback, Deutsch and
Silber (2007) proposed the so-called “Shapley value”, and Di Maio and Landoni (2017) suggested the
“balance of inequality” (BOI) approach to decompose the Gini concentration ratio (R).

In this paper, we have discussed the Shapley decomposition for the Bonferroni inequality index (B).
Furthermore, we also show how the balance of inequality can be extended to B. The two indices have
been estimated on real data from the 2015 Italian component of the European Survey on Income and
Living Conditions (It-SILC) and the two decomposition methods have been considered in this context.

The results of the application highlights that the features of each subpopulation, such as
homogeneity within (denoted by the component of within inequality), and the difference in
subpopulation size, have higher influence on B than on R. Furthermore, B seems to be more sensitive
to asymmetry and irregularity in the observed distribution and the population size.

The two decomposition methods focus on different aspects of the distribution. The Shapley
value reflects the ranking in the income distribution, while the BOI is mainly influenced by the
shape of the distribution. For these reasons, the two indices have a similar behavior under the
Shapley decomposition, as their ranking system is similar, while they may show a completely different
“hierarchy” of factors under the balance of inequality decomposition.

The results of our research also suggest the possibility of supplementing the measure of overall
inequality through indices with different sensitivity to different parts of the income distribution,
trying to answer, at least in part, the possible disadvantages in using a single index (Osberg 2017).
This follows, in our view, the path suggested by Piketty (2014, p. 156). Piketty proposed to use different
indices to account for the differences between socio-economic reality and political significance of
inequality in different parts of the income distribution. In the same way, the use of different kinds of
decompositions can help to focus on different aspects and factors of inequality. In this perspective,
further studies could focus on the extension of the BOI approach to other indices.
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Appendix A

Let us assume to have a population with a vector of income x = (x1, x2, x3). Furthermore,
let us assume to repeat a finite number of times the income in x and define a vector y =

(x1, . . . , x1, x2, . . . , x2, x3, . . . , x3). If R is computed on x and on y, R(x) = R(y), that is, R satisfies the
Dalton principle of replication invariance.

When computing B on x and y, usually B(x) 	= B(y). Therefore, this is generally intended to
show that B does not satisfy the Dalton principle of replication invariance. However, this holds for
small population sizes (i.e., dimension of x). In fact, it is possible to prove that the difference between
B(y) and B(x) becomes quickly negligible as the population size increases.
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The departure of B from the Dalton principle of replication invariance can be influenced by three
factors: population size, level of concentration and number of replication.

In Table A1, we present the results of a small simulation study. The income for units belonging
to twelve populations which differ by size and level of concentration of the corresponding income
distribution have been generated from a log-normal distribution. We have considered four values for
the population sizes (10, 100, 1000 and 10,000) and three levels of concentration for the corresponding
income: low, medium and high, that is about R ∼= 0.20, 0.50 and 0.80 respectively.

For each population, the B index has been computed. Then, the incomes have been replicated 2,
10 and 100 times and B has been computed also for the populations with the replicated incomes.

Looking at Table A1, it is clear that B does not satisfy the Dalton principle of replication invariance.
In fact, the relative differences the value of B for populations without replicated incomes and for
population with replicated incomes are all non-zero. However, it is possible to note that, generally,
the differences are larger when the replications refer to a population with a higher concentration of
income distribution. Furthermore, increasing the times of replications contributes to increase the
difference between the values of B, while, instead, increasing the population size leads to differences
going quickly to 0. In all the cases, the differences are negligible to the third decimal place when n is
greater than 1000. Therefore, it is possible to state that B is asymptotically replication invariant.

Table A1. Values and relative differences of the Bonferroni index (B) computed for a population with
incomes generated by a log-normal distribution and for the same population with incomes replicated 2,
10 and 100 times. For different population sizes (10, 100, 1000, 10,000) and for different concentration of
incomes (R ∼= 0.20, 0.50 and 0.80).

Population Size

B Relative Difference

Number of Replications Number of Replications

No Replication 2 10 100 2 10 100

(a) (b) (c) (d) (b − a)/a (c − a)/a (d − a)/a

Low level of concentration (R ∼= 0.20)
10 0.30789 0.30394 0.30183 0.30147 −0.01285 −0.01971 −0.02085

100 0.29684 0.29692 0.29700 0.29702 0.00025 0.00054 0.00061
1000 0.29289 0.29291 0.29292 0.29292 0.00006 0.00011 0.00012

10,000 0.28858 0.28859 0.28860 0.28860 0.00002 0.00004 0.00004

Medium level of concentration (R ∼= 0.50)
10 0.68310 0.67073 0.66296 0.66145 −0.01812 −0.02949 −0.03170

100 0.64458 0.64382 0.64323 0.64310 −0.00119 −0.00210 −0.00230
1000 0.63418 0.63411 0.63405 0.63404 −0.00011 −0.00019 −0.00021

10,000 0.62732 0.62732 0.62731 0.62731 −0.00001 −0.00002 −0.00002

High level of concentration (R ∼= 0.80)
10 0.94323 0.91843 0.90107 0.89744 −0.02630 −0.04470 −0.04855

100 0.88648 0.88452 0.88298 0.88263 −0.00221 −0.00395 −0.00434
1000 0.88150 0.88131 0.88116 0.88113 −0.00022 −0.00039 −0.00043

10,000 0.87653 0.87651 0.87649 0.87649 −0.00002 −0.00004 −0.00004
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1. Introduction

Disparities in levels of living reflect, to some degree, differences in personal efforts. While views
that many people believe that effort plays a role. In a 2014 opinion poll of the American public,
about one third of respondents viewed poverty as stemming from a lack of effort by poor people
while a similar proportion believed that the rich were rich simply because they worked harder
(Pew Research Center 2014). Though it is not often made explicit, it is at least implicit in these views
that the differences in effort reflect differences in personal aversion to work—differences in preferences
over effort versus consumption. In the simplest expression of this view, poor people are deemed to be
poor because they are lazy.

The standard model of consumption-leisure choice does not imply that a person with lower
income will chose to work less, although certain restricted forms of the model do have that property.1

If poorer people do tend to work less, then it is theoretically possible that there is equality of welfare
even when there is considerable inequality based on observed incomes.2 While that theoretical
possibility may be dismissed as unlikely, there appears to be a widely accepted view that there is less
inequality and poverty than suggested by observed incomes. For example, Bourguignon (2015, p. 61)
writes that “ . . . correcting inequality in standards of living for disparities in hours worked between
households would result in lower estimates of inequality”.

This paper aims to assess the validity of that claim. One can say that “effort matters” in this
context when it affects welfare (negatively) and it varies at given income. The paper explores the
implications for the measurement of inequality and poverty amongst adults.3 The starting point is to

1 As is well known, a source of ambiguity is that there are opposing income and substitution effects of higher wage rates on
labor supply (assuming that leisure is a normal good). Higher unearned income will reduce work effort. The direction of
the relationship with total income is unclear on theoretical grounds.

2 See, for example, Allingham (1972) comment on Atkinson (1970).
3 Of course, effort is only one aspect of the debates about inequality numbers; for example, there are also issues about price

indices and equivalence scales. Note also that practitioners are on safer ground in measuring inequality amongst children
for whom personal effort is not yet an issue. Here the concern is about inequality among adults.
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note that some concept of individual welfare is implicit in any assessment of whether one person is
better off than another. This is taken for granted in measuring “real income”, such as when deflating
nominal incomes for cost-of-living differences or adjusting for demographic heterogeneity using
equivalence scales. But it is no less compelling when welfare depends on effort. While there may be
constraints (such as labor-market frictions) on the scope for freely choosing one’s effort, a significant
degree of choice can be exercised by most people. Presumably the reason people who think that income
inequality is largely due to different efforts are not so troubled by that inequality is that they think
there is little or no underlying inequality in welfare; the inequality reflects personal choices.4

The nub of the matter then is that the way inequality is being assessed in practice does not
use a valid money-metric of welfare when effort matters. As long as people care about effort and
it varies, observed incomes do not identify how welfare varies and so they are a questionable basis
for assessing inequality of outcomes or opportunities. Nor is the use of predicted income based on
circumstances (as has become popular in the recent literature on measuring inequality of opportunity)
welfare consistent, as will be explained later. Recognizing that people take responsibility for their
efforts, given their circumstances, leads one to ask how a true money-metric of welfare—reflecting
the disutility of effort—varies. It has long been known that one can in principle measure income in a
welfare-consistent way, as the monetary equivalent of utility.5 However, the implications for inequality
are far from obvious. Those who claim that high (low) incomes largely reflect high (low) effort will
expect to see a systematic positive relationship between effort and income, which will attenuate the
welfare disparities suggested by observed incomes, as Bourguignon (2015) claims in the quote above.
Against this view, people in disadvantaged circumstances may be encouraged to make greater effort
to compensate.

However, a key message of this paper is that, when effort matters, these vertical differences in
how effort varies with income are not sufficient to predict the impact on inequality. Alongside the
vertical differences, there is also heterogeneity in work effort at given income, reflecting differences
in (inter alia) wage rates (or skills) and preferences. While there may be a tendency for poorer people
to work less (although that is an empirical question), that is unlikely to always be true; anecdotal
observations can point to both hard working poor people and the “idle rich”. When two people with
the same observed income make different efforts to derive that income, adjusting for the disutility of
effort implies higher inequality between them. This horizontal effect mitigates the systematic effect on
welfare inequality of vertical differences stemming from a positive relationship between income and
mean effort. Heterogeneity in preferences can either magnify this horizontal effect, to the extent that
people who work more value leisure more, or mitigate it, if work and leisure preferences are related in
the opposite way.

A related issue arises in the context of measuring poverty. Here an appealing principle is that one
should set the poverty line consistently with the metric used to assess who is poor. For example, if one
uses total income or consumption expenditure one would not want the poverty line to exclude any
major component of consumption, such as non-food goods.6 Similarly, if one allows for the disutility of
work in assessing welfare by adding the imputed value of leisure then one should include an allowance
for leisure as a basic need when setting the poverty line. It would surely make little sense to say that,
on allowing for effort, the poverty rate has fallen if one has used the same poverty line as for observed
incomes ignoring effort.

4 This is an instance of a more general point that is well understood in welfare economics, namely that inequality of income
need not imply inequality of welfare. Heterogeneity in preferences further complicates matters.

5 There have been a number of applications of the idea of money-metric utility to distributional analysis, including King (1983),
Jorgenson and Slesnick (1984), Blundell et al. (1988), Apps and Savage (1989), Kanbur and Keen (1989). Also see the
discussions in Slesnick (1998).

6 The economic arguments for assuring such consistency are reviewed in Ravallion (2016, Part 2).
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The upshot is that even if it is in fact true that higher income people tend to work harder it
does not follow that there is less inequality or poverty than observed incomes suggest. The paper
elaborates the above points and illustrates their relevance to assessments of the extent of inequality and
poverty in the U.S. in 2013. To abstract from the thorny issues of setting demographic scales and other
issues of interpersonal comparisons of welfare, the paper focuses on single adults without disabilities.
This could well be biasing the study’s results toward underestimating the effects on inequality measures
of ignoring heterogeneity in effort, on the presumption that allowing for demographic differences
between households would add to the heterogeneity.

The paper’s principle finding is that the claim that inequality and poverty measures are being
overstated given that higher-income workers tend to work more (which is confirmed empirically) is
not robust to allowing for heterogeneity in work effort at given income. Allowing for heterogeneity
consistently with the data and assuming full optimization suggest that there is higher inequality,
though largely among the three or four upper-income deciles. This finding is sensitive to a number of
methodological choices. A seemingly plausible regression-based trimming of the extremes in the data
used to infer the preferences suggests that standard inequality measures are quite robust to adjusting
for effort using welfare-consistent equivalent incomes that respect individual preferences.

Poverty measures are less robust, but the impact of allowing for heterogeneity goes in the opposite
direction to the arguments often made. As long as one includes a modest allowance for leisure in
the poverty bundle—to assure consistency between how the line is measured and how welfare is
assessed—poverty measures rise on adjusting for effort. With the trimmed series, it takes only a very
small allowance for leisure as a basic need to overturn the claim that allowing for effort implies less
poverty in terms of welfare than raw income data suggest.

Three responses can be anticipated. First, the concern identified here applies to any situation
in which income is used to measure welfare, which also depends on personal choices that matter
independently of income. That is true. The present focus is nonetheless justified given that effort
has been so widely acknowledged as a source of inequality that needs to be treated differently to
inequalities stemming from circumstances.

Second, one might be uncomfortable with the welfarist perspective, in which personal utilities
are the basis for judgements about inequality and social welfare. However, it would surely be hard to
defend a view that (on the one hand) people take responsibility for their effort but (on the other hand)
the degree of their effort has no bearing on how their welfare should be assessed. Rejecting the view
that utility is the sole metric of welfare does not justify ignoring the differences in the efforts taken to
make a living.

Third, it may be argued that one can still be justifiably interested in measuring inequality in
terms of incomes, ignoring the disutility of the effort in deriving those incomes. Such inequality is a
well-recognized parameter in how we assess social progress. Without disputing this point, it seems that
measurement practices should take seriously the concerns that have been raised about the relevance of
such measures when efforts and preferences vary. It remains an empirical question just how much
these concerns matter.

The next section discusses how effort has been treated in the literature. Section 3 draws out some
theoretical implications of behavioral responses for measuring inequality of outcomes or opportunities,
allowing better circumstances to either encourage or discourage effort. Section 4 outlines at a simple
parametric model, which is implemented on U.S. data, and discusses the results. A concluding
discussion is found in Section 5.

2. Antecedents in the Literature

It has been argued in some quarters that inequalities stemming from effort do not have the same
ethical salience as those stemming from circumstances beyond an individual’s control. For example,
Checchi and Peragine (2010, p. 430) argue that “ . . . existing surveys show that most people judge
income inequalities arising from different levels of effort as less objectionable than those due to
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exogenous circumstances”. This view has influenced social policy making. For example, antipoverty
policies in America and elsewhere have often identified the “undeserving poor” as those who are
judged to be poor for lack of effort.7 “Bad behaviors” creating “choice-based poverty” are also
seen by some observers as a source of exaggerated concerns about inequality.8 Those who take the
alternative view—that it is really differing circumstances that divide the “rich” from the “poor”—tend
to find the inequality far more troubling, and are more demanding of a policy response. (In the
same PEW Research Center poll mentioned in the Introduction, about 50% of respondents felt that
circumstances/advantages were the main reason for poverty and inequality.)

Prevailing measures of inequality and poverty largely ignore differences in effort. The measures
found in practice treat two people with the same income (or consumption) equally even if one of
them must work hard to obtain that income while the other is idle. Nor are differences in preferences
addressed by standard measures, recognizing that the disutility of effort almost surely depends on
personal circumstances. Thus, there is a disconnection between the social-policy debates on poverty
and inequality and prevailing measurement practices.

While the vast bulk of the applied literature on measuring inequality has ignored effort
heterogeneity, one can find exceptions in three distinct places in the literature. All three will have a
role in this paper’s subsequent analysis.

First, there is the idea of a “potential wage” (Champernowne and Cowell 1998), also called
“full-time equivalent income” and “standard income” (Kanbur and Keen 1989).9 I will use the term
“full income”.10 The idea is that one measures income as if every able-bodied adult worked some
standard number of hours, such as a full-time job. Assuming that everyone is free to work as much
or as little as they like, if someone has an observed income below the poverty line but could in
principle avoid this by working full time then she is not deemed to be poor by the full income
approach. (Of course, the welfare interpretation is different if the person is physically unable to work
full time, or is rationed in the labor market such that she cannot find the stipulated standard amount
of work.) While full income is often used in business and labor studies when comparing full-time
and part-time workers, it has only rarely been used in measuring inequality (an example is found
in Salverda et al. 2014). The concept can be useful in quantifying the contribution of different levels of
employment by income group to inequality.

Second, there is a strand of the literature that uses the concept of a money-metric of utility.
An example is the concept of “equivalent income” (King 1983), given by the income that yields the
actual utility level (dependent on the person’s own effort, income and preferences) at fixed reference
values. Unlike full income, this delivers a valid welfare metric.11 Empirical contributions in the
context of labor supply include Blundell et al. (1988) and Apps and Savage (1989). Bargain et al. (2013)
and Decoster and Haan (2015) use somewhat different monetary measures of welfare in making
comparisons across countries.12

7 This is an old idea, but in modern times it became prominent in Katz (1987) critique of American antipoverty policy.
See Ravallion (2016, Part 1) on the history of economic thought on antipoverty policy. Also see Gans (1995, chp. 1) discussion
of the history of derogatory labels for poor people.

8 For example, with reference to the U.S., Stein (2014) argues that: “There is an immense amount of income inequality here
and everywhere. I am not sure why that is a bad thing. Some people will just be better students, harder working, more
clever, more ruthless than other people”. Stein goes on to claim that long-term poverty reflects “poor work habits”. Also see
the debate between Eichelberger (2014) and Williamson (2014) on the proposition that “poor people are lazy”.

9 Champernowne and Cowell (1998) only give passing reference to the idea, and do not develop its implications.
Kanbur and Keen (1989) discuss its use in the context of inequality and taxation. The concept of “full-time equivalent
income” is found in business and labor studies; see, for example, the online Business Dictionary.

10 This is not the same concept of full income found in Becker (1965), which includes the imputed value of the entire
time endowment.

11 This is shown by Kanbur and Keen (1989) in the context of heterogeneous effort though the point is more general.
12 The measures include Pencavel (1977) real wage metric, given by wage rate equivalent of the actual utility level at fixed

values of other factors, including unearned income, and an analogous “rent metric” given by the unearned income equivalent
of utility. A useful overview of the various measures possible can be found in Preston and Walker (1999). An earlier empirical
application of the real wage index idea can be found in Coles and Harte-Chen (1985).
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The third relevant strand of the literature focuses on inequality of opportunities (IOP). There is a
(rapidly expanding) literature on measuring IOP, giving an explicit recognition of the role of effort
in determining incomes. The usual theoretical starting point is Roemer (1998) argument that income
depends on both circumstances and personal efforts, such as labor supply. (Examples of relevant
circumstances are parental income and parental education.) Income inequalities due to differing
efforts are not seen as having ethical or policy salience although it is arguably a big step to say
that we should not be concerned about inequalities stemming from different efforts if only because
such inequalities today can generate troubling inequalities of opportunity tomorrow. Motivated by
Roemer’s formulation, there have been many attempts to measure IOP.13 However, while “effort”
figures prominently in the theory of IOP, it has been largely ignored in the empirical studies of
IOP. Equality of opportunity is deemed to prevail if observed incomes do not vary with observed
circumstances.14 The main empirical approach to IOP measurement in the literature focuses on an
estimate of the reduced-form equation for income, solving out effort.15 As we will see, the predicted
values from this reduced-form for income as a function of observed circumstances is not a valid
welfare-metric when effort is a matter of personal choice.

3. Inequality of What? Observed versus Equivalent Incomes

In motivating existing measures of income inequality (whether in outcomes or opportunities) one
might start by assuming that utility depends solely on income, and is some inter-personally constant
function of income. Effort may matter for income, but there will be no interior solution for effort;
everyone will work as hard as is humanly possible. While circumstances may still influence a person’s
maximum effort, this model is clearly unrealistic. It is also too simple to capture the way effort has
been widely seen as a matter of personal choice and responsibility in policy debates.

Instead, following the long-standing approach in labor economics, utility is taken to be a function
of effort (denoted xi for person I = 1, . . . ,n) as well as total personal income (yi), entering negatively
and positively respectively.16 (The relevant income concept for welfare is normally taken to be net of
taxes. Here we can “solve out” taxes by treating them as a function of gross income.) There are two
sources of heterogeneity. The first is in the circumstances relevant to income, denoted ci. Second there
is also heterogeneity in preferences, represented by an indexing of utility functions. We can write the
utility function as ui(yi, xi) while income is:

yi = y(xi, ci) (1)

The function y is taken to be increasing in both arguments. Define:

ũi(xi, ci) ≡ ui[y(xi, ci), xi]

13 Contributions include Bourguignon et al. (2007), Barros et al. (2009), Checchi and Peragine (2010), Trannoy et al. (2010),
Ferreira and Gignoux (2011), Ferreira et al. (2011), Hassine (2012), Marrero and Rodriguez (2012), Singh (2012) and
Brunori et al. (2013). Also see the broader discussions in Pignataro (2011), Roemer (2014), Roemer and Trannoy (2015) and
Ferreira and Peragine (2015).

14 This is sometimes called “ex-ante” equality; “ex-post” equality requires equal reward for equal effort; see the discussion
in Fleurbaey and Peragine (2013). For example, if someone starting out with a disadvantage in terms of her ability to
generate income can make up the difference by hard work then one would surely be reluctant to say that there is no
remaining inequality of opportunity; while the income difference according to circumstances may have vanished (no ex
ante inequality), the difference in welfare remains (ex post inequality).

15 This is explicit in Bourguignon et al. (2007), Trannoy et al. (2010) and Ferreira and Gignoux (2011), but implicit in most of
the literature. Ferreira and Peragine (2015) claim that the method has been applied to at least 40 countries.

16 Effort is bounded, but this is not made explicit for now since attention is confined to interior solutions for effort. (In the
parametric model in Section 4 a time constraint will be explicit.)
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It is assumed that:17

ũxx(xi, ci) = uyyxx + y2
xuyy + 2yxuyx + uxx < 0

Effort is taken to be a matter of personal choice. The interior solution requires that:

ũx(xi, ci) = uy(yi, xi)yx(xi, ci) + ux(yi, xi) = 0 (2)

The chosen effort (solving (1) and (2)) depends on circumstances and preferences, which we can write
as xi = xi(ci).18 The reduced-form equation for income can be written as:19

ỹi(ci) ≡ y[xi(ci), ci] (3)

The corresponding regression specification in the literature typically takes the form:

yi = β0 + β1ci + εi (4)

where ε is treated as a zero-mean error term uncorrelated with circumstances (E(εi|ci ) = 0).
Heterogeneity in preferences is relegated to the error term.20

When measuring inequality (or poverty) we typically aim to assure that the monetary metric
of welfare is “real”, which is normally identified by consistency with a model of utility. This is
implemented using cost-of-living indices and equivalence scales or (more generally) equivalent income
functions. The appeal of welfare consistency is no less obvious when effort matters. We are presumably
concerned with how welfare varies with circumstances. However, on noting that utility is ui(ỹi(ci), xi)

it is immediately evident that ỹi(ci) is only a valid monetary metric of welfare if effort is constant or
does not matter to welfare. These must be deemed extremely strong assumptions. Similar comments
apply to full income. Re-write (1) in the usual separable form:

y(xi, ci) = w(ci)xi + π(ci) (5)

The notation recognizes explicitly that circumstances determine the wage rate and unearned income,
denoted w(ci) and π(ci) respectively. Suppose that all those working less than the stipulated standard
hours (xs) are able to make up the gap at their current average wage rate; there is no change for those
working at or above xs. Then full income is:

ys
i ≡ wimax(xs, xi) + πi (6)

It can be readily shown that ys
i is not a valid welfare metric (Kanbur and Keen 1989).21

17 Subscripts for person i are dropped in places to simplify the notation. Twice differentiability is assumed when convenient.
Subscripts are used for partial derivatives, in obvious notation. When convenient for the exposition, c and x are treated
as continuous scalars (such as parental income and labor supply respectively), but they are vectors in reality and with
discrete elements.

18 Notice that this model is static, in that all effort is a current choice. In extending to a dynamic model one might postulate
that there are also current gains from past efforts, which are taken as exogenous to choices about current effort. (An example
is past effort at school versus current labor supply given schooling.)

19 This is explicit in Bourguignon et al. (2007), Trannoy et al. (2010) and Ferreira and Gignoux (2011), but implicit in most of
the literature.

20 Of course, in practice ε also includes unobserved circumstances and measurement errors. A discussion of the econometric
issues in specifying and estimating Equation (4) can be found in Ramos and Van de gaer (2016).

21 A similar comment applies to the use of the wage rate as a metric of welfare.

54



Econometrics 2017, 5, 50

We are after a money metric of utility, i.e., an income metric for a given person with given
preferences that is a strictly increasing function of that person’s attained utility, as judged by that
person. The required concept is the equivalent income,y∗i , defined by:

ui(y∗i , x) = ui(ỹi(ci), xi) (7)

Thus, the equivalent income is the money income one would need to attain one’s actual utility at
a fixed reference level of effort, x. The implied value of y∗i is a monotonic increasing function of
utility, although the precise function differs according to idiosyncratic preferences. By this approach,
one measures the income inequality between two people, A and B, by comparing the income that A
needs to attain A’s actual utility, as judged by A’s preferences, with that needed by B, judged by B’s
preferences, when both make the same level of effort. In general, the value of y∗i will depend on the
choice of the reference level of effort, x. The empirical work will examine sensitivity to that choice.

On inverting the utility function (with the inverse w.r.t. income denoted u−1) it is evident
from (7) that:22

y∗i = u−1
i [ui(ỹi(ci), xi(ci)); x] = fi(ci) (8)

It is readily verified that better circumstances (meaning that yc > 0) yield higher equivalent income.
(Applying the envelope theorem, fc = ycuy/uy∗ > 0.)

Whether there is more or less inequality in the equivalent income space than for observed incomes
depends on the properties of the utility function and how both efforts and preferences vary across the
population. We cannot determine the outcome solely by looking at how effort varies with observed
income. One might find that mean effort (forming an expectation over the distribution of the preference
parameters) rises with income, yet the variance in effort and preferences entails higher inequality of
equivalent income than observed income. Indeed, one can readily construct examples in which mean
effort is a non-decreasing function of income but the horizontal heterogeneity in effort at given income
implies unambiguously higher inequality in the welfare space.

To illustrate, suppose that there are three income levels, y = (1, 1, 2), with corresponding efforts
x = (0, 1, 1) and that welfare is y − αx for a preference parameter α with 0 < α < 1. Then the Lorenz
curve for y − αx shifts out relative to that for y for the poorest two-thirds, but is unchanged for the
top third.23 For all measures satisfying the usual transfer axiom, inequality is higher (or no-lower) for
welfare over this range of the preference parameter.24 Higher poverty rates are also possible for some
poverty lines and parameter values; for example, if the poverty line is 0.9 then nobody is income poor
but 1/3 are welfare poor for all α ≥ 0.1.25 While this is only one example, it suffices to disprove that
welfare inequality is necessarily lower than income inequality when richer people tend to work harder.

Since nothing very general can be said in theory, the effect on measured inequality of adjusting
for effort will be treated as an empirical question to be taken up in the next section.

4. An Empirical Analysis

The following example only aims to illustrate the sensitivity of inequality and poverty measures
to addressing the concerns raised above. The empirical example will suffice to show that the kind of
example given above—whereby welfare inequality is even higher than income inequality even when
effort tends to rise with income—can be found in reality. And it will also illustrate that allowing for
effort in a welfare-consistent way implies higher poverty measures. The discussion focuses solely

22 In obvious notation and subsuming x in the definition of the equivalent-income function f.
23 The interior points on the income Lorenz curve, L(p), are L(1/3) = 0.25 and L(2/3) = 0.5, while those for the welfare Lorenz

curve are L(1/3) = (1 − α)/(4 − 2α) < 0.25 and L(2/3) = 0.5. (Note that the two people with lowest incomes are re-ranked
when one switches to the welfare space.)

24 This claim uses the well-known Lorenz dominance condition (Atkinson 1970).
25 This assumes a common poverty line; the empirical work will relax this to allow for leisure as a basic need.
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on effort through labor supply. To keep things simple, the utility function is assumed to have the
Cobb-Douglas functional form.

Any direct welfare effects of circumstances that are not evident in income or labor supply are
ignored. This limitation is likely to be especially salient for disabilities and demographic effects
on welfare due to differing numbers of children and family sizes.26 In recognition of this concern,
the analysis here is only done for a specific family type, namely single-person households, and
excludes those with any (self-reported) disability. Thus a number of thorny issues of inter-household
distribution, setting equivalence scales and making inter-personal welfare comparisons between those
with and without disabilities are swept aside for the present purpose.

Data: The data are from the Annual Social and Economic Supplement of the Current Population
Survey (CPS) for the U.S. for 2014 (with reference to incomes for 2013).27 The analysis is confined to
the roughly 6000 single-person households in the 2014 CPS.

Labor supply is measured by average hours of work per week in 2013.28 The mean is 39 h (with a
median is 40 h). The range in hours worked is from nearly zero to 99 h. Table 1 provides some key
summary statistics and Figure 1 plots log hours worked per week in the last year against log total
pre-tax income.29 Mean labor supply for those with an income under $20,000 (the poorest 16%) is 30 h,
while it falls to 26 h for those living under $15,000 (the poorest 8%) (Table 1). We see that mean (log)
labor supply rises with income up to a certain point then levels off for the upper 30% or so (Figure 1).

Table 1. Summary statistics.

Income
Cut-off (z)

% of
Sample

Mean Hours of
Work per Week (hz)

Mean Wage Rate
($/Hour) (wz)

Mean Income
($/Week) (yz)

% of Income Gap
Covered by Working
Average Hours per

Week (
100(39.26−hz)wz
(1048.26−yz)

)

Extra Hours
per Week to
Reach Mean

Income
(

1048.26−yz
wz

)

10,000 4.03 23.66 5.62 119.15 9.44 165.32
15,000 8.31 26.35 7.10 177.20 10.52 122.68
20,000 15.11 29.56 8.26 244.96 9.97 97.25
25,000 22.67 31.64 9.38 304.60 9.61 79.28
30,000 29.66 33.00 10.28 354.90 9.28 67.45
35,000 38.20 34.50 11.40 411.69 8.52 55.84

Median 50.00 35.81 12.92 487.84 7.95 43.38
Maximum 100.00 39.26 24.09 1048.26 n.a. 0.00

Note: The median is $42,010. Means are calculated for all sample points up to z.

26 This relates to the long-standing problem of inferring welfare from observed demand or supply behavior across
demographically heterogeneous households (Pollak and Wales 1979; Browning 1992).

27 The CPS data were accessed through the University of Minnesota’s IPUMS-CPS site.
28 This is obtained by multiplying reported weeks of work in the last year by reported average hours of work per week then

dividing by 52.
29 Recall that pre-tax income (y) is the relevant concept in the model in Section 2 in which taxes are solved-out, assuming

that they are some function of y. Also note that the CPS does not ask for taxes paid so imputations of uncertain reliability
are required.
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Figure 1. Labor supply plotted against total income for U.S. single adults in 2013. Note:
The regression line is the “nearest neighbor” smothered scatter plot using a locally-weighted
quadratic function. The overall quadratic regression (with White standard errors in parentheses)
is: ln xi = −6.873

(0.994)
+ 1.712

(0.143)
ln yi − 0.069

(0.009)
ln y2

i + ε̂iR2 = 0.206; n = 5863.

While there is an income gradient in labor supplies, it does not appear to be large enough to
plausibly account for much of the income disparities. For example, the average hourly wage rate
of those with income less than $20,000 is $8.26. Ten hours extra work at this wage rate would only
make up 10% of the gap between the average income of this group and the overall mean income.30

Looked at a different way, this group of workers would have to work almost 100 h per week extra to
reach mean income—equivalent to three full-time jobs. (Table 1 gives these calculations for various
income cut-offs.)

While the income gradient in hours worked based on the regression function in Figure 1 does
not seem especially steep, the pattern suggests that the partial effect of adjusting for effort as forgone
leisure will go some way toward attenuating overall inequality in observed incomes. However, the
large variance in labor supply at given income, especially at middle income levels evident in Figure 1
also comes into play. This “horizontal” effect is inequality increasing.

To see the net effect, consider first the measure of full income in which the standard for labor
supply is set at 39 h. The assumption that the current wage can be maintained is questionable; to make
up the hours, some may well have to switch to lower-paying jobs or incur prohibitively high personal
costs of supplying the extra effort. So this simulation could well over-estimate the impact.

Figure 2 plots the full income against observed income (both in logs). There are some large
proportionate gains, although they are spread through the income range. The first two rows of
Table 2 give inequality measures for observed incomes and the full incomes. The full-time worker
simulation brings down all three inequality measures. Figure 3 gives the Lorenz curves; there is not
strict dominance, although the overlap does not happen until the 98th percentile.

When we come to incorporate effort in a welfare-consistent measure of income, this horizontal
effect will again become important although then it will also interact with preferences. The net effect
on measured inequality is thus an empirical issue to which we turn after describing the parametric
model to be used.

30 The overall mean weekly income of the sample is $1048, while the mean weekly income of those living below $20,000 per
annum is $245.
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Table 2. Inequality measures for U.S. working singles without disabilities.

Income Concept Gini Index Mean Log Deviation (MLD) Robin Hood Index

Observed income 0.402 0.296 0.284
Full income 0.387 0.262 0.275

Equivalent income
without trimming

extreme values
0.421 0.310 0.299

Equivalent income
trimming extreme values 0.385 0.272 0.272

Note: Full incomes are calculated by assuming that all those working less than the mean hours of 39 per week were
to work those hours at the same wage rate as at present. The equivalent incomes are explained in the text. The Gini
index is half the average absolute difference between all pairs of incomes, expressed as a proportion of the mean.
MLD is given by the mean of the log of the ratio of the overall mean income to individual income. Robin Hood
index is the maximum vertical difference between the diagonal and the Lorenz curve, interpretable as the fraction
of total income that one would need to take away from the richer half and give to the poorer half to assure equality.
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Figure 2. Plot of full incomes against observed incomes. Note: The full incomes are calculated by
assuming that all those working less than average hours were to work average hours at the same wage
rate as at present.
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Parametric model: In implementing an empirical model of income as a function of circumstances
and effort the literature has often assumed a functional form that is additively-separable between effort
and circumstances. However, it would clearly be questionable to assume that the marginal returns
to circumstances are independent of effort. Indeed, in thinking about the economics one is drawn
to postulate that the returns to effort (the wage rate when effort is simply labor supply) depend on
circumstances—creating a natural interaction effect.

To consider the implications further, let us again write Equation (1) in the form of Equation (5).
The values of w(ci) and π(ci) are the key parameters of effort choice. There are many possible
assumptions one might make about preferences, and the results may well depend on the choice made.
For the purpose of this example, a simple Cobb-Douglas representation is assumed, such that effort
maximizes a utility function of the form:

u(yi, xi, αi) = ln yi + αi ln(t − xi) (9)

where t is the total time available (so that t − xi is leisure time). The heterogeneity in preferences is
taken to be fully captured by the differences in the αi’s. The (log) equivalent income is:

ln y∗i = ln yi + αi ln
(

t − xi
t − x

)
(10)

Note that y∗i ≥ (≤)yi as xi ≤ (≥)x. Optimal labor supply requires αi = w(ci)(t − xi)/yi; the latter is
called here the leisure ratio (the ratio of the imputed value of leisure to income). Mean labor supply of
39 h per week is used as the reference, though sensitivity to this choice is discussed below.

Comparison of the empirical income inequality measures: There are a number of possible scenarios
of interest for the parameters and data. It may be expected that the presence of the relatively few low
labor supplies in Figure 1 will exaggerate the extent of inequality in equivalent incomes. To address this
concern the following analysis is restricted to those households who worked for money at least one day
(8 h) per week on average over 2013. This cuts out about 200 households.31 The available time for work
or leisure is set at 100, leaving out about 10 h per day. This seems reasonable.

In allowing the preference parameter to vary, one possibility is to assume that everyone in the
survey has freely chosen their ideal labor supply, and to set αi = w(ci)(t − xi)/yi for all i. Results are
given for this case, but it is questionable given the existence of labor-market frictions, whereby some
survey respondents had too little leisure, and some too much, relative to their ideals. Setting the
parameter to accord exactly with the leisure ratios in the survey data may be considered to produce
an implausibly large variance. The spread of leisure ratios is evident in Figure 4. While the spread of
empirical leisure ratios undoubtedly reflects labor-market frictions, measurement errors are also likely
to be playing a role.

As an alternative, some degree of smoothing of the empirical leisure ratios is considered. For this
purpose, the idiosyncratic preferences are set at the predicted values based on a regression of
ln[w(ci)(t − xi)/yi] on a quadratic function of the log wage rate, log unearned income (+$1) (with their
interactions) and a vector of observed circumstances from the CPS related to gender, age, race, place of
birth, whether parents were born in the U.S. (Unfortunately, the data source does not include other
information about parents, such as their education.) Age enters as the deviation from the median of
49 years. The left-out group for the dummy variables comprises white, native-born, males of 49 years
of age with parents born in the U.S.; 25% of the sample is in this group. The Appendix A Table A1
gives the regression for the leisure ratio. Figure 4 gives the densities of the predicted leisure ratio,
showing how this trims the extreme values.

31 As noted, those reporting any disability affecting work or any difficulty (seeing, hearing, remembering, mobility, personal
care) are excluded from the main analysis reported here. 5% of the sample reported a disability affecting their work.
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Figure 4. Kernel densities of the log leisure ratio.

We can now calculate the equivalent incomes. Figure 5 gives the kernel density functions for log
observed income and log equivalent income, using both the actual leisure ratios and the trimmed
ratios (using the aforementioned predicted values). Using the trimmed preferences, the effect of the
adjustment for effort is to attenuate both tails, and bring the mode down slight. Without the trimming
(using actual leisure ratios) we only see the attenuation at the bottom tail (roughly speaking implying
less poverty), though we still see the fall in the mode.
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Figure 5. Kernel density functions for log incomes.

The effect of trimming the extremes in the preference parameter can be seen in Figure 6, which
plots (log) equivalent income using the predicted leisure shares against those using the actual shares.
As expected (based on Figure 4) there is a marked increase in the variance, especially around the
middle. The Gini index rises to 0.421 (Table 2).
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Figure 6. Effect of trimming the preference parameters.

Figure 7 plots log equivalent income (using predicted leisure ratios) against log observed income.
The Figure also gives the regression lines, which have slopes that are significantly less than unity.32

In other words, the adjustment for effort tends to raise (lower) equivalent incomes for the poor (rich).
Equivalent incomes are also highly correlated with full incomes, again using a full-time job as the
standard; in logs one finds that r = 0.924.
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Figure 7. Plot of log equivalent income against log observed income. Note: Equivalent incomes based
on predicted leisure ratios.

Table 2 also provides the same inequality indices for equivalent incomes and Figure 8 gives the
Lorenz curves. On adjusting for effort without trimming the extremes of the preference parameters, the
variance in the latter generates a marked outward shift in the Lorenz curve for the upper half; for the
lower half the Lorenz curves are virtually indistinguishable, although there is not Lorenz dominance
(so the ranking is not robust to the choice of inequality measure). The level of inequality falls when one
adjusts for effort using the trimmed preference parameters. However, the effect is clearly very small.

32 The regression coefficient is 0.856 (White s.e. = 0.006).
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Figure 8. Lorenz curves for observed and equivalent incomes.

As already noted, the choice of reference alters equivalent income. Lowering (increasing) the
reference level of effort increases (reduces) measured inequality. For example, using x = 30 h per
week (instead of the mean of 39) yields a Gini index for the equivalent incomes with trimming of 0.389.
Using x = 50 h per week one gets a Gini index of 0.378.

Poverty measures: Table 3 gives poverty rates based on observed incomes for two illustrative
income poverty lines, namely $15,000 and $20,000 per year. The poverty rates are 8% and 17%
respectively. The table also gives the poverty rates using full income and equivalent income (with and
without the trimming). Using the same nominal line, the poverty rates fall by similar amounts for full
income and equivalent income without trimming, but bounce back to values very close to those for
unadjusted incomes when the data are smoothed.

Table 3. Poverty measures for U.S. working singles without disabilities.

Income Poverty Line

$15,000 $20,000

Observed income 0.083 0.165
Full income 0.046 0.115

Equivalent income without trimming extreme values

No basic need for leisure 0.045 0.103
Basic need = 10 h/week 0.081 0.155
Basic need = 20 h/week 0.129 0.216

Equivalent income trimming extreme values

No basic need for leisure 0.082 0.158
Basic need = 10 h/week 0.133 0.219
Basic need = 20 h/week 0.191 0.283

Note: The basic need for leisure is valued at $7 per hour. The poverty lines allowing for a basic need for leisure of
10 h per week are $18,640 (for the $15,000 income poverty line) and $23,640 (for $20,000). Allowing for a basic need
for leisure of 20 h per week the corresponding lines are $22,280 and $27,280. (Also see notes to Table 2.)
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However, to calculate poverty rates based on equivalent incomes it is compelling to adjust the
poverty line consistently with that metric of welfare (as discussed in the introduction). Table 3 also
gives poverty rates for two indicative allowances for leisure as a basic need, namely 10 and 20 h per
week, each valued at $7 per hour (the average wage of those with incomes under $15,000 per year).
These are not particularly generous allowances; on average (in 2015), the U.S. population over 15 years
spent 36 h per week in leisure activities (Bureau of Labor Statistics 2016). So the figure of 20 h is only
a little more than half the mean. However, while these choices can be questioned, the aim here is to
assess sensitivity to allowing for leisure as a basic need. Using the unsmoothed data, one finds that
even a seemingly modest allowance for leisure as a basic need of a little over 10 h per week is enough
to obtain higher poverty rates using equivalent incomes; at a basic need of 20 h of leisure per week, the
poverty rates rise to 26% and 35% for basic lines of $15,000 and $20,000 respectively. For the smoothed
data, even a very small allowance for leisure of two hours per week is sufficient to yield a higher
poverty rate for equivalent incomes than observed incomes.33

Covariates of income: To throw some light on implications for the structure of inequality and
poverty, Table 4 gives regressions of log observed income and log equivalent income (with and
without trimming the preference parameters using the predicted leisure ratios) against the same
set of variables describing circumstances used in predicting the leisure share. The regressions are
very similar. The female income differential is halved when one adjusts for labor supply, though it
remains significant.34 There are small differences in the effects of race and place of birth.35 Some of
these effects may well be confounded by differences in unemployment rates by gender or race, and
labor-market discrimination.

Table 4. Testing for inequality of opportunity for U.S. working singles without disabilities.

(1) (2) (3)

Log Observed Income
Log Equivalent Income

(Predicted Leisure Ratios)
Log Equivalent Income
(Actual Leisure Ratios)

Coeff. s.e. Prob. Coeff. s.e. Prob. Coeff. s.e. Prob.

Constant 10.842 0.019 0.000 10.727 0.019 0.000 10.847 0.018 0.000
Female −0.107 0.021 0.000 −0.053 0.020 0.007 −0.054 0.019 0.005

Age-49 * 0.007 0.001 0.000 0.008 0.001 0.000 0.008 0.001 0.000
(Age-49) squared * 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057

Race: Black −0.224 0.026 0.000 −0.182 0.024 0.000 −0.189 0.024 0.000
Race: Black mixed −0.142 0.117 0.223 −0.083 0.105 0.427 −0.108 0.109 0.321
Race: Am. Indian −0.261 0.086 0.002 −0.227 0.079 0.004 −0.221 0.081 0.007

Race: Asian 0.152 0.069 0.028 0.149 0.063 0.019 0.198 0.065 0.002
Race: Other −0.083 0.097 0.389 −0.106 0.087 0.225 −0.103 0.089 0.251

Hispanic −0.162 0.037 0.000 −0.134 0.036 0.000 −0.127 0.034 0.000
Born US Oth.Terr. −0.138 0.247 0.577 −0.145 0.223 0.514 −0.284 0.206 0.168
Born Central Am. −0.724 0.197 0.000 −0.668 0.176 0.000 −0.667 0.157 0.000
Born Caribbean −0.435 0.203 0.032 −0.430 0.183 0.019 −0.474 0.166 0.004
Born S. America −0.311 0.215 0.149 −0.342 0.196 0.082 −0.438 0.178 0.014

Born N. Eur. 0.229 0.235 0.331 0.186 0.209 0.375 0.066 0.192 0.731
Born Western Eur. −0.052 0.276 0.850 −0.118 0.248 0.633 −0.120 0.241 0.618
Born C-East Eur. −0.249 0.206 0.226 −0.300 0.184 0.103 −0.410 0.163 0.012
Born East Asia −0.314 0.212 0.139 −0.284 0.190 0.134 −0.309 0.175 0.078
Born SE Asia −0.548 0.228 0.016 −0.594 0.212 0.005 −0.655 0.191 0.001
Born SW Asia −0.143 0.226 0.526 −0.210 0.213 0.326 −0.299 0.186 0.108

Born Middle East 0.096 0.267 0.719 −0.021 0.246 0.932 0.088 0.244 0.717
Born Africa −0.185 0.204 0.365 −0.283 0.185 0.127 −0.302 0.171 0.077

Foreign born 0.260 0.187 0.165 0.289 0.167 0.084 0.332 0.148 0.025
Foreign: Dad 0.106 0.059 0.073 0.087 0.056 0.117 0.083 0.058 0.152

33 With two hours per week of leisure the poverty rate using the smoothed data is 9.1% using the $15,000 income line and
16.9% using $20,000.

34 The data do not include work done within the home, though this is probably similar by gender in the sample of single adults.
35 For example, the negative income effects of being born in South America or Center-Eastern Europe become somewhat larger

(and statistical significant) using equivalent incomes based on the actual leisure ratios.
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Table 4. Cont.

(1) (2) (3)

Log Observed Income
Log Equivalent Income

(Predicted Leisure Ratios)
Log Equivalent Income
(Actual Leisure Ratios)

Coeff. s.e. Prob. Coeff. s.e. Prob. Coeff. s.e. Prob.

Foreign: Mom 0.158 0.074 0.034 0.173 0.062 0.006 0.228 0.068 0.001
Foreign: Both 0.132 0.056 0.018 0.119 0.051 0.020 0.087 0.050 0.083

N 5633 5633 5633
R2 0.088 0.077 0.068

S.E. of regression 0.750 0.714 0.698
Mean dep. var. 10.610 10.569 10.724

F-statistic 21.740 18.600 16.373
Prob (F-statistic) 0.000 0.000 0.000

Note: White standard errors (s.e.). * coefficients scaled up by 100.

5. Conclusions

One often hears that high incomes are simply the reward for greater effort, and poverty reflects
laziness, with the implication that there is less inequality and poverty than we think. Accepting that
effort choice is a key factor in assessing inequality and that richer people tend to work more, this paper
has shown that it is far from obvious that allowing for the disutility of effort implies less inequality
or poverty.

If one takes seriously the idea that effort comes at a cost to welfare then it is clear that prevailing
approaches are not using a valid monetary measure of welfare. While this much is obvious enough, the
likely heterogeneity in effort must also be brought into the picture. Then the distributional outcome is
far from obvious. It may be granted that average effort rises with income, but there is also a variance
in effort at given income. The implications for measuring inequality and poverty stem from both the
vertical differences (in how mean effort varies with income) and the horizontal differences (in how
effort varies at given income).

It is unclear on a priori grounds what effect adjusting for effort in a welfare-consistent way will
have on standard measures. There are both empirical and conceptual issues. The implications for
measurement of taking effort seriously depend crucially on the behavioral responses to unequal
opportunities, and not all of those responses are readily observable. Measures with a clearer
welfare-economic interpretation call for data on efforts, for which existing surveys are limited to
a subset of the dimensions of effort.

While acknowledging these limitations, the paper has provided illustrative calculations for
American working singles without disabilities. A positive income gradient in labor supply is evident
in the data. This gradient accounts for very little of the income gap between the poorest third (say)
and the overall mean. The fact that poorer workers work less appears to contribute rather little to
overall inequality in observed incomes. However, the considerable heterogeneity in effort at given
incomes imparts a large horizontal element to inequality measures that adjust for effort consistently
with behavior. On calculating distributions of welfare-consistent equivalent incomes to allow for this
heterogeneity, the paper finds higher measures of inequality than for observed (unadjusted) incomes.
Contrary to the common view, the prevailing practice of ignoring differences in effort understates
inequality. It can be acknowledged, however, that some of the apparent heterogeneity in leisure
preferences seen in the data is deceptive given likely rationing and measurement errors. When one
smooths using predicted leisure shares based on covariates one finds a modest drop in the measured
levels of inequality on adjusting for effort. Adjusting for effort does not appear to make much difference
in the structure of inequality, as indicated by regressions using a set of circumstances related to gender,
age, race and place of birth.

The implications for measures of poverty depend crucially on whether one sets the poverty
line consistently with the welfare metric. If one does not do so, then poverty rates are lower using
equivalent incomes although this essentially vanishes when one smooths the data. However, these

64



Econometrics 2017, 5, 50

comparisons are arguably deceptive since one is not setting the poverty line consistently with how one
is assessing welfare. To correct for this, one needs to include a normative allowance for leisure as a
basic need in setting the poverty line. On introducing even a modest allowance valued at a low wage
rate, one finds higher poverty rates when one adjusts for effort. If half the average amount of leisure
taken by American adults is deemed to be a basic need then the poverty rate based on equivalent
incomes, adjusted for effort, is nearly twice as high as that based on observed incomes.

Whether one accepts all the assumptions underlying these calculations is an open question.
However, it is clear from this study that it should not be presumed that allowing for effort in a way
that is broadly consistent with behavior would substantially attenuate the disparities suggested by
standard data sources on income inequality or poverty.
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Appendix A

Table A1. Regression used to predict the leisure ratio to trim the extremes in allowing for
idiosyncratic preferences.

Log Leisure Ratio

Coeff. SE Prob.

Constant 0.256 0.056 0.000
Log wage rate 0.150 0.031 0.000

Log wage rate squared −0.046 0.005 0.000
Log unearned income (+1) −0.073 0.009 0.000

Log unearned income squared −0.007 0.001 0.000
Log wage x log unearned income 0.036 0.002 0.000

Female 0.087 0.015 0.000
Age-49 * 0.000 0.058 0.992

(Age-49) squared * 0.024 0.003 0.000
Race: Black 0.075 0.019 0.000

Race: Black mixed 0.087 0.084 0.303
Race: American Indian 0.061 0.066 0.355

Race: Asian 0.020 0.052 0.705
Race: Other −0.008 0.058 0.885

Hispanic 0.063 0.026 0.015
Born US Other Territories −0.114 0.152 0.452

Born Central America 0.037 0.123 0.762
Born Caribbean −0.042 0.128 0.746

Born South America −0.107 0.138 0.438
Born Northern Europe −0.161 0.164 0.325
Born Western Europe −0.108 0.153 0.480

Born Central or Eastern Europe −0.126 0.136 0.352
Born East Asia 0.036 0.136 0.789
Born SE Asia −0.055 0.142 0.698
Born SW Asia −0.144 0.150 0.337

Born Middle East −0.136 0.170 0.423
Born Africa −0.174 0.133 0.192

Foreign born 0.084 0.116 0.472
Foreign: Dad −0.028 0.048 0.569
Foreign: Mom 0.023 0.051 0.660
Foreign: Both −0.042 0.039 0.282

N 5633
R2 0.122

S.E. of regression 0.529
Mean dep. var. 0.348

F-statistic 25.962
Prob (F-statistic) 0.000

Note: White standard errors (SE). * coefficients scaled up by 100.
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1. Introduction

The ongoing growth in wage inequality in the United States and several other countries over
the past thirty-five years has generated a resurgence of interest for distributional issues and methods
to analyze these issues. There is also a sizeable literature looking at wages differentials between
subgroups that goes beyond simple mean comparisons. More generally, there is increasing interest
in distributional impacts of various programs or interventions. In all these cases, the key question of
economic interest is which factors account for changes (or differences) in distributions. For example,
did wage inequality increase because education or other wage setting factors became more unequally
distributed, or because the return to these factors changed over time?

In response to these important questions, several decomposition procedures have been suggested
to untangle the sources of changes or differences in wage distributions. In Fortin et al. (2011),
we reviewed the traditional Oaxaca-Blinder (OB) decomposition method and several of its extensions
in the context of the treatment effect literature to highlight the advantages and disadvantages of
different methodologies. The goal of the current paper is to provide a detailed and updated exposition
of an extension to the OB decomposition that relies on recentered influence function (RIF) regressions
(Firpo et al. 2009) [FFL, thereafter] to estimate the effect of covariates on inequality measures, such
as percentile differences and ratios, the variance of log wages, or the Gini coefficient.1 Relative to
several procedures proposed recently (Machado and Mata 2005; Melly 2005; Chernozhukov et al. 2013)
[CFM, thereafter], this method has the advantage of allowing general distributional measures to be

1 Recentered influence functions have since been derived for a host of inequality measures by Essama-Nssah and Lambert (2012).
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decomposed non-sequentially in the same way means can be decomposed using the conventional
OB method. The methodology has been applied in a number of different settings where the object of
interest is the unconditional distribution of outcomes.2

As is well known, the OB procedure provides a way of: (1) decomposing changes or differences in
mean wages into a wage structure effect and a composition effect; and (2) further dividing these two
components into the contribution of each covariate. The main problem with sequential decomposition
methods is that they cannot be used to divide the composition effect into the role of each covariate in a
way that is independent of the order of the decomposition. Thus, while it is natural to ask to what
extent changes in the distribution of education have contributed to the growth in wage inequality,
this particular question has not been answered in the literature for lack of available decomposition
methods. In contrast, this question is straightforward to answer in the case of the mean using a
OB decomposition.

In this paper, we focus on a two-stage procedure that can be used to perform OB type
decompositions on any distributional measure, and not only the mean. The first stage consists of
decomposing the distributional statistic of interest into a wage structure and a composition component
using a reweighting approach, where the weights are either parametrically or non-parametrically
estimated. As in the related program evaluation literature, we show that ignorability and common
support are key assumptions required to identify separately the wage structure and composition
effects. Provided that these assumptions are satisfied, the underlying wage setting model can be as
general as possible. The idea of the first stage is thus very similar to DiNardo et al. (1996). Here,
we clarify the assumptions required for the identification of distributional statistics besides the mean
by drawing a parallel with the program evaluation (treatment effect) literature.

In the second stage, we further divide the wage structure and composition effects into the
contribution of each covariate, just as in the usual OB decomposition. This is done using the
regression-based method proposed by FFL to estimate the effect of changes in covariates on any
distributional statistics such as inter-quartile ranges, the variance, or the Gini coefficient.

The method developed in FFL replaces the dependent variable of a regression by the
corresponding recentered influence function (RIF) for the distributional statistics of interest.
The influence function, also known as Gâteaux (1913) derivative, is a widely used concept in robust
statistics and is easy to compute. Using the fact that the expected value of the influence function is
equal to zero and the law of iterated expectations, we can express the distributional statistic of interest
as the average of the conditional expectation of the RIF given the covariates. As in FFL, we call these
conditional expectations RIF-regressions.

Average derivatives computed using the RIF-regressions yield the partial effect of a small location
shift in the distribution of covariates on the distributional statistic of interest. FFL call this parameter
Unconditional Partial Effect (UPE), which for the special case of quantiles become the Unconditional
Quantile Partial Effect (UQPE). By approximating the conditional expectations by linear functions,
the coefficients of these RIF-regressions indicate by how much the functional (e.g., the quantile) of the
marginal outcome distribution is affected by an infinitesimal shift to the right in the distribution of
the regressors.

Because the UPE parameter corresponds to the effect of infinitesimal shift in the distribution
of regressors, it approximates well small changes in that distribution, but not necessarily large
changes. For known changes in the distribution of covariates (e.g., between two time periods),
one can easily compute the associated total change in the functional of the outcome distribution

2 Eeckhout et al. (2014) compare the CFM approach to the RIF-regressions approach to decompose the skill distributions
across large and small cities in terms of education, occupations, and industries, focusing on the bottom and top decile.
Bento et al. (2017) provide a useful comparison of local kernel regressions, conditional quantile regressions, and RIF
regressions in the context of a Monte-Carlo simulation of the effect of fuel economy standards on the distribution of
vehicle weight.

69



Econometrics 2018, 6, 28

of interest. Rothe (2012) proposes statistical inference for that case.3 Both Rothe (2012) and CFM
compute the conditional CDF (cumulative distribution function) of the outcome given covariates in
the first step. This adds a computationally intensive layer of estimation, since one needs to calculate
the entire conditional CDF, even if only interested in one single quantile of the marginal outcome
distribution. By contrast, our approach requires only one OLS regression, which is very attractive from
a computational standpoint. Finally, even though we end up performing bootstrap-based inference in
our empirical application, we show in the Appendix B that the analytical formulas for the standard
errors of the reweighting estimates can be derived.

The main advantage of using the RIF-regression method in a Oaxaca-Blinder type decomposition
is that it provides a linear approximation of highly non-linear functionals, such as the quantiles or
the Gini coefficient. Nevertheless, its simplicity comes at a cost. As pointed out by Rothe (2015),
the impact of changes in the distribution of covariates on some non-linear functionals may be poorly
approximated by RIF-regressions. Thus, approximation errors are a by-product of the method and
they should always be reported in the decomposition results, as we do in our empirical analysis below.

We illustrate how our procedure works in practice by looking at changes in the distribution
of male wages in the United States between the late 1980s and the mid 2010s. This period is quite
interesting from a distributional point of view as inequality increased in the top end of the wage
distribution, but decreased in the low end of the distribution, a phenomenon that Autor et al. (2006)
referred to as the polarization of the U.S. labor market. We use our method to investigate the source of
change in the wage distribution by decomposing the changes at various wage quantiles. The results
indicate that no single factor appears to be able to fully explain the polarization of the wage distribution.
De-unionization accounts for some of the decreasing wage inequality at the low end and increasing
inequality at the top end. The continuing growth in returns to education, especially at a level
above high school, is the most important source of growth in top-end inequality. Changes in the
occupational structure of the workforce helps account for the polarization of wages, but these wage
changes are mostly offset by changes in the effect of industry at the upper end of the distribution.
This explains why, despite convincing evidence that the “routinization of jobs” had substantial impact
of the polarization of employment, its effects of wage polarization has been more difficult to identify
directly (e.g., Autor and Dorn 2013). Our results suggest that the wage decline in “routine occupations”
(Autor et al. 2003), such as production jobs in the manufacturing sector, has been compensated by
increases in the primary sector (e.g., mining, oil and gas, etc.), the distribution sector (transportation
and wholesale) and in the services sector. Potentially offsetting effects underline the need for the
proposed approach that can “run horse races" between different sets of factors. However, increases at
the lower end appear to be attributable to changes in minimum wages, which we do not model here.4

The remainder of the paper is organized as follows. Section 2 discusses the decomposition
problem and reviews the strengths and weaknesses of existing procedures. The identification of
the proposed decomposition procedure is presented in Section 3. Section 4 discusses estimation
and inference, and illustrates how the decomposition methodology works in the case of quantiles,
the variance, and the Gini coefficient. Section 5 provides an empirical application of the methodology
to the changes in the distribution of male wages in the United States between the late 1980s and the
mid 2000s.

2. The Decomposition Problem and Shortcomings of Existing Methods

Before presenting our method in detail, it is useful to first review the case of the mean for which
the standard OB method is very well known. To simplify the exposition, we will work with the case

3 See also Rothe (2010).
4 The federal minimum wage has declined substantially (in real terms) over time and is now superseeded by higher state

minimum wages in most states. As a result, the effect of state and federal minimum wages would need to be modeled over
of a range of wages. This task is beyond the scope of the current paper.
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where the outcome variable, Y, is the wage, although our approach can be used for any other outcome
variable. The OB method can be used to divide a difference in mean wages between two groups,
or overall mean wage gap, into a composition effect linked to differences in covariates between the
two groups, and a wage structure effect linked to differences in the return to these covariates between
the two groups. The two groups are labeled as t = 0, 1. In the original papers by Oaxaca (1973)
and Blinder (1973), the two groups used were either men and women, or blacks and whites. More
generally, the two groups can be a control and a treatment group, or similar groups of individuals at
two points in time, as in the wage inequality literature.

We first review how the OB decomposition provides a straightforward way of dividing up the
contribution of each covariate in a composition and a wage structure effect. Focusing on differences
in the wage distributions of two groups, 1 and 0, for a worker i, let Y1i be the wage that would be
paid in Group 1, and Y0i the wage that would be paid in Group 0. Since a given individual i is only
observed in one of the two groups, we either observe Y1i or Y0i, but never both. Therefore, for each
i, we can define the observed wage, Yi, as Yi = Y1i · Ti + Y0i · (1 − Ti), where Ti = 1 if individual i
is observed in Group 1, and Ti = 0 if individual i is observed in group 0. There is also a vector of
covariates X ∈ X ⊂ R

K that we can observe in both groups.
In the standard OB decomposition, one assumes a linear functional form. In other words,

one writes
Yti = X′

i βt + εti, for t = 0, 1,

where E[εti|Xi, T = t] = 0.
Define the overall mean wage gap as Δμ

O = E[Y|T = 1]−E[Y|T = 0], and consider dividing the
overall mean gap into a wage structure effect and a composition effect. Averaging over X, the mean
wage gap Δμ

O can be written as

Δμ
O = E[Y|T = 1]−E[Y|T = 0]

= E[E(Y|X, T = 1)|T = 1]−E[E(Y|X, T = 0)|T = 0]

= E [X|T = 1]′ β1 +E [ε1|T = 1]−
(
E [X|T = 0]′ β0 +E [ε0|T = 0]

)
,

where E [εt|T = t] = 0 because E [εt|X, T = t] = 0, so the expression reduces to Δμ
O = E [X|T = 1]′ β1

− E [X|T = 0]′ β0. Thus, by adding and subtracting E [X|T = 1]′ β0 we get

Δμ
O =

E [X|T = 1]′ (β1 − β0)︸ ︷︷ ︸
Δμ

S,OB

+
(E [X|T = 1]−E [X|T = 0])′ β0.︸ ︷︷ ︸

Δμ
X,OB

The first term in the equation is the wage structure effect, Δμ
S,OB, while the second term is the

composition effect, Δμ
X,OB. Note that the reference group used to compute the wage structure effect

here is the Group 0, though the decomposition could also be performed using Group 1 instead as the
reference group. The wage structure and composition effects can also be written in terms of sums over
the explanatory variables

Δμ
S,OB =

K

∑
k=1

E

[
Xk|T = 1

]
(β1,k − β0,k),

Δμ
X,OB =

K

∑
k=1

[
E

[
Xk|T = 1

]
−E

[
Xk|T = 0

]]
β0,k,

where Xk and βt,k represent the kth element of X and βt, respectively. This provides a simple way of
dividing Δμ

S,OB and Δμ
X,OB into the contribution of a single covariate or a group of covariates as needed.
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Because of the linearity assumption, the OB decomposition is very easy to compute in practice.
It can be estimated by replacing the parameter vectors βt by their OLS estimates, and replacing the
expected value of the covariates E [X | T = t] by the sample averages.

There are nonetheless some important limitations to the standard OB decomposition.
A well-known difficulty discussed by Oaxaca and Ransom (1999) and Gardeazabal and Ugidos (2004)
is that the contribution of each covariate to the wage structure effect, E

[
Xk|T = 1

]
[β1,k − β0,k],

is sensitive to the choice of the base group.5

A second limitation discussed by Barsky et al. (2002) is that the OB decomposition provides
consistent estimates of the wage structure and composition effect only under the assumption that the
conditional expectation is linear.6 One possible solution to the problem is to estimate the conditional
expectation using non-parametric methods. Another solution proposed by Barsky et al. (2002) is to use
a (non-parametric) reweighting approach as in DiNardo et al. (1996) to perform the decomposition.7

The advantage of this solution is that it can be applied to more general distributional statistics.
The disadvantage of both solutions, however, is that they do not provide direct ways, in general, of
further dividing the contribution of each covariate to the wage structure and composition effects.8

Currently available methods, such as DiNardo et al. (1996), can be used to compute the overall
wage structure and composition effects for various distributional statistics. We build on this in the
current paper by suggesting to estimate these two overall effects using a reweighting procedure.
Available methods are much more limited, however, when it comes to further dividing the wage
structure and, especially, the composition effect into the contribution each covariate. The main
contribution of the paper is to explain how a simple regression-based procedure to remedy this
shortcoming building on recent work by FFL.

3. Identification of General Composition and Structure Effects

3.1. Wage Structure and Composition Effects

Following the treatment effect literature (Rosenbaum and Rubin 1983, Heckman 1990, Heckman
and Robb 1985, 1986), we focus on differences in the wage distributions between two groups, 1 and
0. Suppose we could observe a random sample of N = N1 + N0 individuals, where N1 and N0

are the number of individuals in each group and we index individuals by i = 1, . . . , N. We define
the probability that an individual i is in Group 1 as p, whereas the conditional probability that an
individual i is in Group 1 given X = x, is p(x) = Pr[T = 1|X = x], sometimes simply called the
propensity score.

5 Consider, for instance, the contribution of increasing returns to education to changes in mean wages over time in the case
where workers are either high school graduates or college graduates. In the case where high school is the base group, Xi,k
is a dummy variable indicating that the worker is a college graduate, and β0,k and β1,k are the effect of college on wages
in years t = 0 and 1. If returns to college increase over time (β1,k − β0,k > 0), then the contribution of education to the
wage structure effect, X1,k [β1,k − β0,k ], is positive, where X1,k is the share of college graduates. If we use instead college as
the base group, then X1,k [β1,k − β0,k ] is negative, where X1,k represents the share of high school (X1,k = 1 − X1,k) and βt,k
represents the effect of high school (βt,k = −βt,k). Thus, whether changes in returns to schooling contribute positively or
negatively to the change in mean wages critically depends on the choice of the base group.

6 As we show below, our goal is to estimate a counterfactual mean wage that would prevail if workers in Group 1 were paid
under the wage structure of Group 0. Under the linearity assumption, this is equal to E [X | T = 1]′ β0, a term that appears
in both the wage structure and composition effect. The problem is that, when linearity does not hold, the counterfactual
mean wage is not be equal to E [X | T = 1]′ β0.

7 Kline (2011) notes that, if the reweighting factor is linear in the covariates, the OB decomposition will yield a valid estimate
of the counterfactual mean even if the conditional expectation is not linear in the covariates.

8 We discuss the case of reweighting in more detail below. In the case where the conditional expectation E(Yi |Xi , T = t) is
estimated non-parametrically, a whole different procedure would have to be used to separate the wage structure into the
contribution of each covariate. For instance, average derivative methods could be used to estimate an effect akin to the β
coefficients used in standard decompositions. Unfortunately, these methods are difficult to use in practice, and would not
be helpful in dividing up the composition effect into the contribution of each individual covariate.
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Wage determination depends on some observed components Xi and on some unobserved
components εi ∈ R

m through the wage structure functions

Yti = gt(Xi, εi), for t = 0, 1 (1)

where gt(·, ·) are unknown real-valued mappings: gt : X ×R
m → R

+ ∪ {0}. As we are not imposing
any distribution assumption or specific functional form, writing Y1 and Y0 in this way does not restrict
the analysis in any sense. We will however assume that (T, X, ε), or equivalently (Y, T, X), have an
unknown joint distribution but that is far from being restrictive.

From observed data on (Y, T, X), we can non-parametrically identify the distributions of

Y1|T = 1 d∼ F1 and Y0|T = 0 d∼ F0. Without further assumptions, however, we cannot identify

the counterfactual distribution of Y0|T = 1 d∼ FC. The counterfactual distribution FC is the one that
would have prevailed under the wage structure of Group 0, but with the distribution of observed and
unobserved characteristics of Group 1. For the sake of completeness, we consider also the conditional

distributions Y1|X, T = 1 d∼ F1|X , Y0|X, T = 0 d∼ F0|X and Y0|X, T = 1 d∼ FC|X .
We typically analyze the difference in wage distributions between Groups 1 and 0 by looking

at some functionals of these distributions. Let ν be a functional of the conditional joint distribution
of (Y1, Y0) |T, that is ν : F� → R, and F� is a class of distribution functions such that F ∈ F� if
‖ν (F)‖ < +∞. The difference in the νs between the two groups is called here the ν-overall wage gap,
which is basically the difference in wages measured in terms of the distributional statistic ν:9

Δν
O = ν (F1)− ν (F0) = ν1 − ν0. (2)

We can use the fact that the distribution of X is not the same across groups to decompose
Equation (2) into two parts:

Δν
O = (ν1 − νC) + (νC − ν0) = Δν

S + Δν
X (3)

where the second term Δν
X reflects the effect of differences in the distribution of X.

The first term of the sum, Δν
S, will reflect changes in the gt(·, ·) functions only if we are able

to fix the distribution of observables and unobservables as the one prevailing for Group 1, that is,
the distribution of (X, ε)|T = 1. For that to be true, νC will be a functional evaluated at that distribution.
This holds under the following assumptions: Ignorability and Overlapping Support.

The Ignorability Assumption has become popular in empirical research following a series of papers
by Rubin and coauthors and by Heckman and coauthors.10 In the program evaluation literature, this
assumption is sometimes called unconfoundedness and allows identification of the treatment effect on
the treated sub-population.

Assumption 1. [Ignorability]: Let (T, X, ε) have a joint distribution. For all x in X : ε is independent of T
given X = x.

The Ignorability assumption should be analyzed in a case-by-case situation, as it is more plausible
in some cases than in others. In our case, it states that the distribution of the unobserved explanatory
factors in the wage determination is the same across Groups 1 and 0, once we condition on a

9 We sometimes refer to the functional ν(FZ) simply as νZ . In the Oaxaca–Blinder decomposition discussed earlier, the
parameter ν equals the mean (ν = μ) and Δν

O is the total difference in mean wages.
10 See, for instance, Rosenbaum and Rubin (1983, 1984), Heckman et al. (1997) and Heckman et al. (1998).
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vector of observed components.11 Now, consider the following assumption about the support of
the covariates distribution:

Assumption 2. [Overlapping Support]: For all x in X , p(x) = Pr[T = 1|X = x] < 1. Furthermore,
Pr[T = 1] > 0.

The Overlapping Support assumption requires that there be an overlap in observable characteristics
across groups, in the sense that there is no value of x in X such that it is only observed among
individuals in Group 1.12 Under these two assumptions, we are able to identify the parameters of the

counterfactual distribution of Y0|T = 1 d∼ FC. To see how the identification result works, let us define
first three relevant weighting functions:

ω1(T) ≡ T
p

ω0(T) ≡ 1 − T
1 − p

ωC(T, X) ≡
(

p(X)

1 − p(X)

)
·
(

1 − T
p

)
.

The first two reweighting functions transform features of the marginal distribution of Y into
features of the conditional distribution of Y1 given T = 1, and of Y0 given T = 0. The third reweighting
function transforms features of the marginal distribution of Y into features of the counterfactual
distribution of Y0 given T = 1. We are now able to state our first identification result:13

Result 1. [Inverse Probability Weighting]:
Under Assumptions 1 and 2:
(i)

Ft (y) = E [ωt(T) · 1I{Y ≤ y}] t = 0, 1

(ii)
FC (y) = E [ωC(T, X) · 1I{Y ≤ y}]

Identification of FC implies identification of ν (FC) and therefore of Δν
S and Δν

X. Furthermore,
because of the ignorability assumption, we know that differences between the conditional distributions
of (X, ε) |T = 1 and (X, ε) |T = 0 correspond only to differences in the conditional distributions FX|T=1
and FX|T=0. Thus, Δν

X will only reflect changes in distribution of X. We state these results more
precisely below.

Result 2. [Identification of Wage Structure and Composition Effects]:
Under Assumptions 1 and 2:
(i) Δν

S, Δν
X are identifiable from data on (Y, T, X);

(ii) if g1 (·, ·) = g0 (·, ·) then Δν
S = 0;14

(iii) if FX|T=1 = FX|T=0, then Δν
X = 0

In Result 2, the identification of Δν
S and Δν

X follows from the fact that these quantities can be
expressed as functionals of the distributions obtained by weighting the observations with the inverse
probabilities of belonging to Group 0 or 1 given T, as stated in Result 1. Note that the non-parametric
identification of either the wage determination functions g1(·, ·) and g0(·, ·), or the distribution function

11 This rules out selection into Group 1 or 0 based on unobservables.
12 This is not a restrictive assumption when looking at changes in the wage distribution over time. Problems could arise,

however, in gender wage gap decompositions where some of the detailed occupations are only held by men or by women.
13 See also Firpo and Pinto (2016).
14 Note that, even if g1(·, ε) = h1(ε) and g0(·, ε) = h0(ε), the result from Result 2 is unaffected. The intuition is that, since (X, ε)

have a joint distribution, we can use the available information on that distribution to reweight the effect of the ε’s on Y.
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of ε are not necessary for the effects Δν
S and Δν

X to be identified. Therefore, methods based on
conditional mean restrictions (the OB decomposition approach) and methods based on conditional
quantile restrictions (the Machado and Mata (2005) approach) are based on too strong identification
conditions that can be easily relaxed if we are simply interested in the terms Δν

S and Δν
X .

Part (ii) of Result 2 also states that, when there are no group differences in the wage determination
functions, then we should find no wage structure effects. Part (iii) states that, if there are no group
differences in the distribution of the covariates, there will be no composition effects.

Finally, it is interesting to relate these general results to the OB decomposition. Given the
functional form assumptions of OB, the conditional mean zero expectation of ε and ignorability
assumption, it follows that E [X|T = 1]′ β0 equals μC, the counterfactual mean or the expectation of Y0

given T = 1:

μC = E[Y0|T = 1] = E[g0(X, ε)|T = 1] = E[E(g0(X, ε)|X, T = 1)|T = 1]

= E[E(g0(X, ε)|X, T = 0)|T = 1]

= E[X|T = 1]′β0 + E[E(ε0|X, T = 0)|T = 1]

= E[X|T = 1]′β0

In the following subsection, we show how one can generalize other features of the OB
decomposition using a regression based approach, the RIF Regression.

3.2. The RIF Regressions

One important goal of the desired approach, as discussed in Section 2, is to apportion the
wage structure and composition effects into the contribution of each individual covariate. To do
so, we use the method proposed by FFL to compute partial effects of changes in distribution of
covariates on a given functional of the distribution of Yt|T. The method works by providing a linear
approximation to a non-linear functional of the distribution. Thus, through collecting the leading term
of a von Mises (1947) expansion, FFL approximate those non-linear functionals by expectations, which
are linear functionals or statistics of the distribution. Finally, that linearization method allows one to
apply the law of iterated expectations to the distributional statistics of interest and thus to compute
approximate partial effects of changes in the distribution of each single covariate on the functional
of interest.

The details of the method are summarized as follows. Consider again a general functional
ν = ν (F). Recall the definition of the influence function (Hampel 1974), IF, introduced as a measure
of robustness of ν to outlier data when F is replaced by the empirical distribution: IF(y; ν, F) =

limε→0 (ν(Fε)− ν(F)) /ε, where Fε(y) = (1 − ε)F + εδy, 0 ≤ ε ≤ 1 and where δy is a distribution that
only puts mass at the value y. It can be shown that, by definition,

∫ ∞
−∞ IF(y; ν, F) dF(y) = 0.

We use a recentered version of the influence function RIF(y; ν, F) = ν(F) + IF(y; ν, F) that has an
expectation equal to the original ν :∫

RIF(y; ν, F) · dF (y) =
∫

(ν(F) + IF(y; ν, F)) · dF (y) = ν(F). (4)

Letting νt = ν(Ft) and νC = ν(FC), we can therefore write the distributional statistics ν1, ν0,
and νC as the expectations: νt = E [RIF(Yt; ν, Ft) | T = t], t = 0, 1 and νC = E [RIF(Y0; ν, FC) | T = 1].
Using the law of iterated expectations, the distributional statistics can also be expressed in terms of
expectations of the conditional recentered influence functions

ν(F) =
∫

E [RIF(Y; ν, F)|X = x] · dFX(x).
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Letting the so-called RIF-regressions be written as mν
t (x) ≡ E [RIF(Yt; νt, Ft)|X, T = t], for t = 0, 1,

and mν
C (x) ≡ E [RIF(Y0; νC, FC)|X, T = 1], we have

νt = E [mν
t (X) | T = t] , t = 0, 1 and νC = E [mν

C (X) | T = 1] . (5)

It follows that Δν
S and Δν

X can be rewritten as:

Δν
S = E [mν

1 (X) | T = 1]−E [mν
C (X) | T = 1] ,

Δν
X = E [mν

C (X) | T = 1]−E [mν
0 (X) | T = 0] .

As is well known, in the case of the mean, the influence function at point y is its deviation from
the mean and, therefore, the recentered influence function of the mean is simply the point y itself

IF(y; μt, Ft) = lim
ε→0

[(1 − ε) · μt + ε · y − μt]

ε
= y − μt, (6)

RIF(y; μt, Ft) = IF(y; μt, Ft) + μt = y. (7)

As a result, the RIF-regression coefficients in the case of the mean are identical to standard
regression coefficients of Y on X used in the OB decomposition (βt above), and we have

γ
μ
t =

(
E[ωt(T)XX′]

)−1 · E[ωt(T)XY], t = 0, 1

γ
μ
C =

(
E[ωC(T, X)XX′]

)−1 · E[ωC(T, X)XY],

where γ
μ
t = βt, and

Δμ
S = E [X, T = 1] ′ ·

(
γ

μ
1 − γ

μ
C

)
, (8)

Δμ
X = (E [X|T = 1]−E [X|T = 0]) ′ · γ

μ
0 + Rμ, (9)

where Rμ is an approximation error. When the linearity and zero conditional mean assumption of
the OB decomposition are satisfied, it follows that γ

μ
C = γ

μ
0 and Rμ = 0, as seen in the end of the

previous subsection. Our decomposition is then identical to the OB decomposition. However, when
these conditions are not satisfied the two decompositions are different.

In general, there is no particular reason to expect the conditional expectations mν
t (X) and mν

C (X)

to be linear in X. As a matter of convenience and comparability with OB decompositions, it is
nonetheless useful to consider the case of the linear specification. To be more precise, consider the
linear projections (indexed by L) mν

L (x)

mν
t,L (x) = x′γν

t and mν
C,L (x) = x′γν

C,

where

γν
t =

(
E
[
XX′ | T = t

])−1 ·E [RIF(Yt; νt, Ft)X | T = t] , t = 0, 1,

γν
C =

(
E
[
XX′ | T = 1

])−1 ·E [RIF(Y0; νC, FC)X | T = 1] .

As is well known, even though linear projections are only an approximation for the true
conditional expectation, the expected approximation error is zero, so that:

E
[
mν

t,L (X) | T = t
]

= E [mν
t (X) | T = t] t = 0, 1

and E
[
mν

C,L (X) | T = 1
]

= E [mν
C (X) | T = 1] .
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We can thus rewrite Δν
S and Δν

X as:

Δν
S = E [X|T = 1]′ (γν

1 − γν
C) , (10)

Δν
X = E [X|T = 1]′ γν

C −E [X|T = 0]′ γν
0, (11)

which generalizes the OB decomposition to any distributional statistic through the projection of its
recentered influence function onto the covariates. Note that, under an additional assumption that
mν

t,L (·) = mν
t (·) and mν

C,L (·) = mν
C (·), that is, if the conditional expectation is indeed linear in x, then

γν
0 = γν

C. In the case of the mean (ν = μ), it then follows that the equations above reproduce exactly
the OB decomposition.

It is important to note that the case of the mean is quite unique because the recentered influence
function does not depend on the distribution F, i.e., RIF(y; μ, F) = IF(y; μ, F) + μ = y. The lack of
dependence on F is due to the fact that the influence function is a linear approximation that is exact in
the case of the mean. For other distributional statistics, the approximation (or specification) error R is
due to two separate factors. First, as in the case of the mean the conditional expectation of RIF(y; ν, F)
given X may not be linear in X. Second, both the RIF and the projection coefficients γ depend on
the distribution F. Thus, for more general distributional statistics, γν

0 = γν
C will not generally hold

regardless of whether the conditional expectation is linear or not. As a result, we should expect to
have a non-zero approximation error (see Equation (12)) for distributional statistics besides the mean,
although how large the error is remains an empirical question.

3.3. Interpreting the Decomposition

We have just shown that, under a linearity assumption, the decomposition based on
RIF-regressions is similar to a standard OB decomposition. We now go beyond this simple analogy to
define more explicitly what we mean by the contribution of each single covariate to the wage structure
and composition effects.

3.3.1. Composition Effects

FFL show that RIF-regression estimates can either be used to estimate the effect of a “small
change” of the distribution of X on ν, or to provide a first-order approximation of a larger change
of the distribution of X on ν. The latter effect, that FFL call a “policy effect” , is what concerns us
here. In fact, the composition effect Δν

X exactly corresponds to FFL’s policy effect, where the “ policy”
consists of changing the distribution of X from its value at T = 0 to its value at T = 1 (holding the
wage structure constant).

For the sake of simplicity, we continue to work with the linear specification introduced in
Section 3.2. As it turns out, FFL show that, in the case of quantiles, using a linear specification
for RIF-regressions generally yields very similar estimates to more flexible methods allowing for
non-linearities.15 We nonetheless discuss below the consequences of the linearity assumption for the
interpretation of the results.

An explicit link with the results of FFL concerning policy effects is obtained by rewriting the
composition effects as

Δν
X = (E [X|T = 1]−E [X|T = 0]) ′γν

0 + Rν. (12)

15 This finding is closely linked to the well-known fact that estimates of marginal effects estimated using a linear probability
model tend to be very similar, in practice, to those obtained using a probit, logit, or another flexible non-linear discrete
response model.
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where Rν = E [X|T = 1]′
(
γν

C − γν
0
)
. The first term in Equation (12) is now similar to the standard OB

type composition effect, and can be rewritten in terms of the contribution of each covariate as

K

∑
k=1

(
E

[
Xk|T = 1

]
−E

[
Xk|T = 0

])
γν

0,k.

Each component of this equation can be interpreted as the “ policy effect” of changing the
distribution of one covariate from its T = 0 to T = 1 level, holding the distribution of the other
covariates unchanged.

As discussed earlier, the second term in Equation (12), Rν, is the approximation error linked to the
fact that FFL’s regression-based procedure only provides a first-order approximation to the composition
effect Δν

X. In practice, it can be estimated as the difference between the reweighting estimate of the
composition effect, νC − ν0, and the estimate of

(
E [X|T = 1] −E [X|T = 0]

)′γν
0 obtained using the

RIF-regression approach. When the latter approach provides an accurate (first-order) approximation of
the composition effect, the error should be small. Looking at the magnitude of the error thus provides
a specification test of FFL’s regression-based procedure.

Note that using a linear specification for the RIF-regression instead of a general function
mν (X) = E [RIF(Y; νt, Ft) | X] simply changes the interpretation of the specification error Rν by adding
an error component linked to the fact that a potentially incorrect specification may be used for the
RIF-regression. We nonetheless suggest using the linear specification in practice for three reasons. First,
we get an approximation error anyway since FFL’s procedure only gives a first-order approximation
to the impact of “large” changes in the distribution of X. Second, the linear specification does not
affect the overall estimates of the wage structure and composition effects that are obtained using the
reweighting procedure. Third, using a linear specification has the advantage of providing a much
simpler interpretation of the decomposition, as in the OB decomposition. Our suggestion is thus to
use the linear specification but also look at the size of the specification error to make sure that the FFL
approach provides an accurate enough approximation for the problem at hand.16

3.3.2. Wage Structure Effect

The wage structure effect in Equation (11), Δν
S = E [X|T = 1] ′

(
γν

1 − γν
C
)
, already looks very much

like the usual wage structure effect in a standard OB decomposition. One important difference relative
to the OB decomposition is that the coefficient γν

C (the regression coefficient when the Group 0 data
are reweighted to have the same distribution of X as Group 1) is used instead of γν

0 (the unadjusted
regression coefficient for Group 0). The reason for using γν

C instead of γν
0 is that the difference γν

1 − γν
C

solely reflects differences between the wage structures g1(·) and g0(·), while the difference γν
1 − γν

0
may be contaminated by differences in the distribution of X between the two groups.

In conventional regression analysis, the main reason why OLS estimates may depend on the
distribution of X is that, when the conditional expectation of Y given X is non-linear, OLS minimizes a
specification error that itself depends on the distribution of X (White 1980). An additional issue in our
context is that for distribution statistics besides the mean, the recentered influence function RIF(Y; ν, F)
depends on the distribution of Y (F). Changing the distribution of X changes the distribution of Y and,
thus, the value of RIF(Y; ν, F) for a given value of Y. This also affects the coefficients in a regression
of RIF(Y; ν, F) on X since we are no longer using the same RIF on the left hand side of the regression.
As just discussed, this important problem can be addressed by estimating γν

C in the reweighted sample,

16 In the case of the mean, another rationale for using a linear model comes from Kline (2011), who notes that the OB
decomposition remains valid even when the regression function is non-linear as long as the reweighting factor ωC is well
approximated by a linear odds ratio model. Unfortunately, this property does not hold for distributional statistics besides
the mean.
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which insures that the difference γν
1 − γν

C only reflects differences between the wage structures g1(·)
and g0(·).

Another limitation of OB decompositions that also applies here is that the contribution of each
covariate to the wage structure effect is sensitive to the choice of a base group. There is, unfortunately,
no simple solution to this problem.17 To see this, rewrite the wage structure effect

Δν
S = ν1 − νC

= [(ν1 − νB1)− (νC − νBC)] + (νB1 − νBC) , (13)

where νB1 is the distributional statistic in an arbitrary “base group” under the wage structure g1(·, ·),
while νBC is the distributional statistic for the same base group under the wage structure g0(·, ·).
The term ν1 − νB1 represents the “policy effect” of changing the distribution of X from its value in
the base group to its T = 1 value under the wage structure g1(·, ·), while νC − νBC represents the
corresponding policy effect under the wage structure g0(·, ·). Since there is no dispersion in X in a base
group of workers with similar characteristics, switching to the actual distribution of X will typically
result in more wage dispersion. The overall wage structure effect is, thus, equal to the difference in
the dispersion enhancing effect under g1(·, ·) and g0(·, ·), respectively, plus a “residual” difference in
the distributional statistic in the base group, νB1 − νBC. Unless this residual change is invariant to the
choice of the base group, the contribution of each covariate to the wage structure will be sensitive to
the choice of base group.

4. Estimation and Inference

In this section, we discuss how to estimate the different elements of the decomposition introduced
in the previous section: ν1, ν0, νC, γ1, γ0 and γC. For ν1, ν0, γ1 and γ0, the estimation is very standard
because the distributions F1, and F0, are directly identified from data on (Y, T, X). The distributional
statistic ν1, ν0 can be estimated as their sample analogs in the data, while γ1 and γ0 can be
estimated using standard least square methods. In contrast, the estimation of νC and γC requires
first estimating the weighting function ωC(T, X). We present two common methods—parametric and
non-parametric—to estimate ωC(T, X).

We discuss separately the estimation of the first and second stages of the decomposition.
The first stage relies on a reweighting procedure, while the second stage is based on the estimation
of RIF-regressions. We only present the general lines of the estimation procedure in this section.
Proofs and details about the parametric and non-parametric procedure to estimate ωC(T, X), and the
asymptotic behavior of these estimators are discussed in the Appendix B and in Firpo and Pinto (2016).
Finally, we show how the estimation procedure can be applied to the specific cases of the quantiles,
interquantile ranges, variance and the Gini coefficient.

4.1. First Stage Estimation

The first step of the estimation procedure consists of estimating the weighting functions ω1(T),
ω0(T) and ωC(T, X). Then, the distributional statistics ν1, ν0, νC are computed directly from the
appropriately reweighted samples. Details of the estimation procedure are presented in the Appendix B
and in Firpo and Pinto (2016).

17 In the case of the mean, several procedures have been suggested as potential solutions to the base group problem.
They typically involve creating an artificial base group with the average observed characteristics in the population (see, e.g.,
Yun 2005). As this choice is as arbitrary as other choices of base group, and arguably harder to interpret, especially across
studies, it does not really solve the base group problem. See Fortin et al. (2011) for a more complete discussion. In Footnote
29, we also discuss some issues with previous attempts (Firpo et al. 2007) using a normalization approach to the base group.
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4.2. Second Stage Estimation

Now, consider estimation of the regression coefficients γν
1, γν

0, and γν
C:

γ̂ν
t =

(
N

∑
i=1

ω̂∗
t (Ti)XiXi

′
)−1

·
N

∑
i=1

ω̂∗
t (Ti)R̂IF(Yi; νt, Ft)Xi, t = 0, 1

γ̂ν
C =

(
N

∑
i=1

ω̂∗
C(Ti, Xi)XiXi

′
)−1

·
N

∑
i=1

ω̂∗
C(Ti, Xi)R̂IF(Yi; νC, FC)Xi

where for t = 0, 1

R̂IF(y; νt, Ft) = ν̂t + ÎF(y; νt, Ft) and R̂IF(y; νC, FC) = ν̂C + ÎF(y; νC, FC),

and ÎF(·; ν, F) is a proper estimator of the influence function. We discuss how to estimate the influence
function for a number of specific cases in Section 4.3.

We can thus decompose the effect of changes from T = 0 to T = 1 on the distributional statistic
ν as:

Δ̂ν
S =

(
N

∑
i=1

ω̂∗
1 (Ti)Xi

)
′ (γ̂ν

1 − γ̂ν
C)

Δ̂ν
X =

(
N

∑
i=1

ω̂∗
1 (Ti)Xi

)
′γ̂ν

C −
(

N

∑
i=1

ω̂∗
0 (Ti)Xi

)
′γ̂ν

0

It is also useful to rewrite the estimate of the composition effect as

Δ̂ν
X =

(
N

∑
i=1

(ω̂∗
1 (Ti)− ω̂∗

0 (Ti)) Xi

)
′γ̂ν

0 + R̂ν,

where R̂ν =
(

∑N
i=1 ω̂∗

1 (Ti)Xi

)
′ (γ̂ν

C − γ̂ν
0
)

is an estimate of the approximation error previously
discussed. This generalizes the OB decomposition to any distributional statistic, including quantiles,
the variance or the Gini coefficient.

4.3. Examples

We now turn to popular statistics, (unconditional) quantiles, the variance, and the Gini coefficient
to illustrate how the different elements of the decomposition can be computed in these specific cases.

4.3.1. Quantiles and Interquantile Ranges

Quantiles are a set of distributional measures that have been used extensively for the
decomposition of wage distributions. Several methodologies (Machado and Mata 2005; Melly 2005)
use conditional quantiles regressions as primary tools to infer entire distributions and counterfactual
distributions even when the object of interest is the unconditional quantiles. For instance, in
decompositions of the gender wage gap, they are used to address issues such as glass ceilings and
sticky floors.

The τ-th quantile of the distribution F is defined as the functional, Q(F, τ) = inf{y|F(y) ≥ τ},
or as qτ for short, and its influence function is:

IF(y; qτ , F) =
τ − 1I {y ≤ qτ}

fY (qτ)
. (14)
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As shown in FFL, the recentered influence function of the τth quantile is

RIF(y; qτ , F) = qτ + IF(y; qτ , F) = qτ +
τ − 1I {y ≤ qτ}

fY (qτ)
= c1,τ · 1I {y > qτ}+ c2,τ .

where c1,τ = 1/ fY (qτ), c2,τ = qτ − c1,τ · (1 − τ), and fY (qτ) is the density of Y evaluated at qτ . Thus,

E [RIF(Y; qτ , F)|X = x] = c1,τ · Pr [Y > qτ |X = x] + c2,τ .

and the estimation of conditional mean of the RIF(Y; qτ , F) can be seen more intuitively as the
estimation of a conditional probability model of being below or above the quantile of interest
qτ , rescaled by a factor c1,τ to reflect the relative importance of the quantile to the distribution,
and recentered by a constant c2,τ .

The decomposition of (unconditional) quantiles proceeds along the same steps as in the case
of the mean. In the first stage, the estimates of qτt, t = 0, 1 and qτC are obtained by reweighting
as q̂τt = arg minq ∑N

i=1 ω̂t(Ti)· ρτ(Yi − q), t = 0, 1, and q̂τC = arg minq ∑N
i=1 ω̂C(Ti, Xi)· ρτ(Yi − q).

The function ρτ(·) is the well known check function, proposed by Koenker and Bassett (1978), where,
for any u in R, ρτ(u) = u · (τ − 1{u ≤ 0}). Note that q̂τt and q̂τC can simply be computed using
standard software packages with the appropriate weighting factor.

The estimators for the gaps are computed as:

Δ̂qτ

O = q̂τ1 − q̂τ0; Δ̂qτ

S = q̂τ1 − q̂τC and Δ̂qτ

X = q̂τC − q̂τ0. (15)

In the second stage, we estimate the linear RIF-regressions. First, the recentered influence function
is computed for each observation by plugging the sample estimate of the quantile, q̂τ , and estimating
the density at the sample quantile, f̂ (q̂τ).

For the τ quantile of Y1|T = 1, we would use R̂IF(y; qτ1, F) = q̂τ1 +
(

f̂1 (q̂τ1)
)−1 · (τ −

1I{y ≤ q̂τ,1}) where f̂1 (·) is a consistent estimator for the density of Y1|T = 1, f1 (·). For example,
kernel methods can be used to estimate the density, but other simpler alternative methods are also
available. For example, one may dispense with estimation of the density by kernel by noticing that
c1,τ = dqτ/dτ. By estimating sufficiently close quantiles, say qτ and qτ+λ, where λ is a small positive
real number, an estimate of c1,τ is ĉ1,τ = (q̂τ+λ − q̂τ)/λ, which is the inverse of the sparsity density
estimator (Koenker 2005, p. 139). Another interesting alternative method is the recent one suggested
by Cattaneo et al. (2017), which uses local polynomial regressions.

In the example of Y1|T = 1, the RIF-regressions are estimated by replacing the usual dependent
variable, Y, by the estimated value of R̂IF(y; qτ1, F). Standard software packages can be used to do so.
The resulting regression coefficients are therefore

γ̂
qτ
t =

(
N

∑
i=1

ω̂t(Ti)XiXi
′
)−1

·
N

∑
i=1

ω̂t(Ti)XiR̂IF(Yi; qτt, Ft), t = 0, 1, (16)

γ̂
qτ

C =

(
N

∑
i=1

ω̂C(Ti, Xi)XiXi
′
)−1

·
N

∑
i=1

ω̂C(Ti, Xi)XiR̂IF(Yi; qτC, FC). (17)

Similar to the case of the mean, we get:

Δ̂qτ

S = E [X, T = 1] ′
(

γ̂
qτ

1 − γ̂
qτ

C

)
, (18)

Δ̂qτ

X = (E [X|T = 1]−E [X|T = 0]) ′γ̂qτ

0 + R̂qτ , (19)

where R̂qτ = E [X|T = 1] ′
(

γ̂
qτ

C − γ̂
qτ

0

)
.
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Interquantile ranges, such as the difference between the 75th and the 25th percentiles, and the
90–10 gap (difference between 90th and the 10th percentiles) are also popular inequality measures that
only depend on quantiles. Because they are simple differences between quantiles, their γ coefficients
are the differences in the γ coefficients of their respective quantiles. For that reason, we omit the
theoretical discussion about interquantile ranges, but present their estimates in the empirical section.

4.3.2. Variance

There are other applications where it is useful to decompose the impact of covariates on the
variance of the distributions of log wages. Examples include the compression effect of unions and of
public sector wage setting.

The estimators of these gaps can be computed as:

Δ̂σ2

O = σ̂2
1 − σ̂2

0 ; Δ̂σ2

S = σ̂2
1 − σ̂2

C and Δ̂σ2

X = σ̂2
C − σ̂2

0 , (20)

using the reweighting scheme σ̂2
t = ∑N

i=1 ω̂∗
t (Ti) (Yi − μ̂t)

2, t = 0, 1, and σ̂2
C = ∑N

i=1 ω̂∗
C(Ti, Xi)

· (Yi − μ̂C)
2 . The influence function of the variance is well-known to be

IF(y; σ2, FY) =

(
y −

∫
z · dFY (z)

)2
− σ2, (21)

and the recentered influence function is the first term of this expression RIF(y; σ2, FY) =

(y − ∫ z · dFY (z))2
= (Y − μ)2.

The decomposition in terms of individual covariates, such as union coverage, follows by replacing
RIF(·; qτ) by RIF(·; σ2, F) in Equations (16)–(19).

4.3.3. The Gini coefficient

Finally, another popular measure of wage inequality is the Gini coefficient. There are a few papers
(Choe and Van Kerm 2014; Gradín 2016) that have begun to use RIF-Gini regressions to investigate
changes in income inequality. Recall that the Gini coefficient is defined as

νG(FY) = 1 − 2μ−1R(FY) (22)

where R(FY) =
∫ 1

0 GL(p; FY)dp with p(y) = FY(y) and where GL(p; FY) is the generalized Lorenz

ordinate of FY given by GL(p; FY) =
∫ F−1(p)
−∞ z dFY(z). The generalized Lorenz curve tracks the

cumulative total of y divided by total population size against the cumulative distribution function.
The generalized Lorenz ordinate can be interpreted as the proportion of earnings going to the 100p%
lowest earners.

Monti (1991) derives the influence function of the Gini coefficient as

IF(y; νG, FY) = A2(FY) + B2(FY)y + C2(y; FY) (23)

where A2(FY) = 2/μ−1R(FY), B2(FY) = 2μ−2R(FY), and C2(y; FY) = −2/μ−1[y [1 − p(y)]
+GL (p(y); FY) with R(FY) and GL(p(y); FY) as defined underneath Equation (22). Recentering yields

RIF(y; νG, FY) = 1 + B2(FY)y + C2(y; FY). (24)

The recentered influence function of the Gini coefficient can also be written as

RIF(y; νG, FY) = 2
y
μ

νG +
(1 − y)

μ
+

2
μ

∫
zFY(z)dz,
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which gives a more intuitive expression after integrating by parts

RIF(y; νG, FY) = 2
y
μ

[
FY(y)− (1 + νG)

2

]
+ 2
[
(1 − νG)

2
− GL(p; FY)

]
+ νG,

where (1 + νG)/2 and (1 − νG)/2 correspond, respectively, to the areas above and below the Lorenz
curve. As pointed out by Monti (1991), the first term is unbounded because it increases by the factor
y/μ, while the second is bounded between νG − 1 and 1 + νG. Thus, the RIF(y; νG, FY) is continuous
and convex in y; its first derivative is equal to 2/μ[FY(y)− (1 + νG)/2], and it reaches its minimum
when FY(y) = (1 + νG)/2. The function is theoretically unbounded from above, but in practice it
reaches its maximum at the upper bound of the empirical support of the distribution. This implies that
the Gini coefficient is not robust to measurement error in high earnings, as pointed out by Cowell and
Victoria-Feser (1996).

The GL coordinates are estimated using a series of discrete data points y1, . . . yN , where
observations have been ordered so that y1 ≤ y2 ≤ . . . ≤ yN . Consider

p̂t(yi) =
∑i

j=1 ω̂t(Tj)

∑N
j=1 ω̂t(Tj)

, ĜLt(p(yi)) =
∑i

j=1 ω̂t(Tj) · Yj

∑N
j=1 ω̂t(Tj)

t = 0, 1

p̂C(yi) =
∑i

j=1 ω̂C(Tj, Xj)

∑N
j=1 ω̂C(Tj, Xj)

, ĜLC(p(yi)) =
∑i

j=1 ω̂C(Tj, Xj) · Yj

∑N
j=1 ω̂C(Tj, Xj)

where the numerators are the sum of the i ordered values of Y. The R̂(Ft), t = 0, 1 and R̂(FC)

are obtained by numerical integration of ĜLt(p(yi)) over p̂t(yi), and of ĜLC(p(yi)) over p̂C(yi).18

The estimates of ν̂G(Ft), t = 0, 1 and ν̂G(FC) are obtained by substituting R̂(Ft) and R̂(FC), as well as
μ̂t and μ̂C, into Equation (22). We can then compute the gaps for the changes in the Gini coefficient as
in Equation (20).

Similar substitutions into Equation (24) allows the estimation of R̂IF(y; νG
t , Ft), t = 0, 1 and

R̂IF(y; νG
C , FC). As before, the decomposition in terms of individual covariates, follows by replacing

R̂IF(·; qτ , F) by R̂IF(·; νG, F) in Equations (16)–(19).

5. Empirical Application: Changes in Male Wage Inequality between 1988 and 2016

Our empirical application focuses on changes in wage inequality over the past 30 years. It is
well known that wage inequality increased sharply in the United States since the beginning of the
1980s. Using various distributional methods, Juhn et al. (1993) and DiNardo et al. (1996) showed
that inequality expanded all through the wage distribution during the 1980s. In particular, both the
“90–50 gap” (the difference between the 90th and the 50th quantile of log wages) and the “50–10 gap”
increased during this period.

Since the late 1980s, however, changes in inequality have increasingly been concentrated at the
top end of the wage distribution. In fact, Autor et al. (2006) showed that, while the 90–50 gap kept
expanding after the late 1980s, the 50–10 gap declined during the same period. They refer to these
changes as an increased polarization of the labor market. An obvious question is why wage dispersion
has changed so differently at different points of the distribution. Autor et al. (2006) suggest that
technological change is a possible answer, provided that computerization resulted in a decline in the

18 In practice, we simply use the Stata integ command.
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demand for skilled but “ routine” tasks that used to be performed by workers around the middle of
the wage distribution.19

Lemieux (2008) reviewed possible explanations for the increased polarization in the labor market,
including the technological-based explanation of Autor, Katz, and Kearney. He suggested that, if this
explanation is an important one, then changes in relative wages by occupation, i.e., the contribution
of occupations to the wage structure effect, should play an important role in changes in the wage
distribution. Furthermore, since it is well known that education wage differentials kept expanding
after the late 1980s (e.g., Acemoglu and Autor 2011), the contribution of education to the wage structure
effect is another leading explanation for inequality changes over this period. More recent studies
have also implicated the role of offshorability and trade (Firpo et al. 2011; Autor et al. 2014) which
may be more salient at the industry level, given that some “local” industries such as the construction,
distribution (wholesale trade, transportation), and personal service sectors are likely less affected by
these economic forces.

Previous studies also show that composition effects played an important role in increasing wage
inequality. Lemieux (2006b) showed that all the growth in residual inequality over this period is due to
composition effects linked to the fact that the workforce became older and more educated, two factors
associated with more wage dispersion. Furthermore, Lemieux (2008) argued that de-unionization,
defined as a composition effect in this paper, still contributed to the changes in the wage distribution
over this period.

These various explanations can all be understood in terms of the respective contributions of
a few broad sets of factors (unions, education, experience, occupations, industries, etc.) to either wage
structure or composition effects. This makes the decomposition method proposed in this paper ideally
suited for estimating the contribution of each of these possible explanations to changes in the wage
distribution. Unlike other procedures, our method allows us to estimate the relative contribution of
each of the factors mentioned above to recent changes in the U.S. wage distribution.20

Our empirical analysis is based on data for men from the 1988–1990 and 2014–2016 Outgoing
Rotation Group (ORG) Supplements of the Current Population Survey, yielding about a quarter
million observations for each time period. As in Fortin and Lemieux (2016), for conciseness, we focus
exclusively on men. The extent of occupational gender segregation is such that we would have to
perform the analysis and choose the base group separately by gender. Increasing inequality appears
to have worked through different channels and time period for men and women. Autor et al. (2015)
showed that men’s employment was impacted by the automation of production activities in the
manufacturing sector at the beginning of the period, while women suffered employment losses
associated with the impact of computerization of information-processing tasks in non-manufacturing
later in the period.

The data files were processed as in Lemieux (2006b) who provided detailed information on the
relevant data issues. The wage measure used is an hourly wage measure computed by dividing
earnings by hours of work for workers not paid by the hour. For workers paid by the hour, we use
a direct measure of the hourly wage rate. In light of the above discussion, the key set of covariates
on which we focus are education (six education groups), potential experience (nine groups), union
coverage, occupation (17 categories), and industry (14 categories). We also include controls for marital

19 This technological change explanation was first suggested by Autor et al. (2003). It also implies that the wages of both
skilled (e.g., doctors) and unskilled (e.g., truck drivers) non-routine jobs, at the top and low end of the wage distribution,
increased relative to those of “routine” workers in the middle of the wage distribution.

20 Autor et al. (2005) used the Machado and Mata (2005) method to decompose changes at each quantile into a “price” (wage
structure) and “quantity” (composition) effect. They did not further consider, however, the contribution of each individual
covariate to the wage structure effect, except for separating the contribution of (all) covariates from the residual change in
inequality. See also Lemieux (2002) for a similar decomposition based on a reweighting procedure.
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status and race in all the estimated models. The sample means for all these variables are provided in
Table A1.21

Before proceeding to the estimation of RIF-regressions, it is important to inspect the density
of wages for unusual features that would challenge the estimation of the RIF at the quantiles of
interest or the wage model that w use. Figure 1 presents kernel density estimates of male wages for
1988–1990 and 2014–2016 estimated using the Epanechnikov kernel and bandwidths of 0.06 and 0.08,
respectively.22 The figure also shows the 1988–1990 density reweighted to have the same distribution
of characteristics as in 2014–2016. The typical issues to look for include cliffs associated with minimum
wage effects at the bottom of the distribution, peaks associated with heaping (the fact that hourly
wage workers, in particular, are more likely to round their wages at next dollar amount) in the middle
of the distribution, and top-coding at the top of the distribution. The impact of minimum wages is
clearly seen in Figure 1 when vertical lines corresponding to the minimum and maximum of federal
and state minimum wages are displayed. Because we do not model minimum wages in the current
paper, the 1988–1990 density and the reweighted density are superimposed in those wage ranges,
showing the wage setting variables that we include are inadequate for modeling the distribution of
wages when minimum wages matter.23 Thus, we remain cautious with regards to the interpretation of
any effect at the bottom of the distribution.
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Figure 1. Density of Log Wages ($2010)—Men CPS. Note: The vertical lines show the minimum and
maximum of state and federal minimum wages in each time period.

Heaping and top-coding can be problematic if they imply an unusually high value of the density
at a particular quantile of interest that potentially biases the estimation of the denominator f̂Y(q̂τ) of
the influence function (14). While only 0.7% of workers are top-coded in 1988–1990, this proportion

21 Table A2 gives the details of the occupation and industry categories used.
22 Several cross-validation tools suggested tuning parameters in that range, but the graphs were indistinguishable. In addition

to the reweighting factors discussed in Sections 3 and 4, we also use CPS sample weights throughout the empirical analysis.
In practice, this means that we multiply the relevant reweighting factor with CPS sample weight.

23 See Brochu et al. (2017) for a more precise modeling of the effect of minimum wages on the distribution of wages.
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increases to 3.6% in 2014–2016.24 A standard adjustment for top-coding consists of multiplying
top-coded wages by a fixed adjustment factor. In Figure 1, we use the adjustment factor of 1.4
suggested by Lemieux (2006b). While there is no visual evidence of an impact of top-coding in
1988–1990, there is a clear spike in the 2014–2016 distribution around the point (log wage of about 4.5)
where most top-coded observations lie.25 We deal with this issue using a more sophisticated stochastic
imputation procedure (shown as the solid line) based on a Pareto distribution estimated using tax data
from Alvaredo et al. (2013).

Given our large sample of hourly paid and salaried workers, heaping does not appear to be a
serious issue in Figure 1.26 However, heaping is more visible in Figure 2, which plots the 1988–1990
and 2014–2016 densities of wages for our base group. This group of about 400 workers in each period
consists of non-unionized, white, married, high school educated men with 20 to 25 years of experience,
working as construction workers in the construction industry, but not in the public sector.27 The figure
shows that the densities have changed very little over time, aside from different positioning of some
local peaks associated with heaping.28 This group was chosen because the economic forces that impact
the overall wage distribution are less likely at play among this non-unionized group of low-educated
workers in non-routine manual jobs with little exposure to international trade.29
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Figure 2. Density of Log Wages ($2010)—Base Group. Note: The vertical lines show the minimum and
maximum of state and federal minimum wages in each time period.

24 Weekly earnings are top-coded at $1923 in 1988–1990 and $2884 in 2014–2016. The latter is substantially lower in constant
dollars. Furthermore, the top-code is even higher in relative terms because of the substantial growth in real wages at the top
end of the distribution.

25 A large fraction of workers top-coded at $2884 a week work 40 h a week, which yields an hourly wage rate of $72.1.
Applying the 1.4 adjustment factor increases the wage to $100.9, or about $92.5 in dollars of 2010. This precisely matches the
spike in Figure 1 since log(92.5) = 4.53.

26 Deflating wages with monthly CPI while combining several years of data helps mitigate the issue of heaping.
27 There are only 5–6 women in this category, which highlights the need of using different base groups for men and women.
28 In nominal terms, the mode of the distributions is around $10.00/h in 1988–1990 and around $19.00/h in 2014–2016.

In 1988–1990, there is a second local peak around $12.00/h, while, in 2014–2016, the second lower local peak is around
$10.00/h.

29 In Firpo et al. (2007), we used a mixed approach for the base group normalizing the coefficients of the occupation and
industry dummies. That approach, although superficially attractive, has the important disadvantage of limiting the
explanatory power of the variables whose coefficients are constrained. As a result, in this earlier version of the paper, very
little of the changes in inequality were attributable to occupations and industries.
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5.1. RIF-Regressions

Before showing the decomposition results, we first present some estimates from the
RIF-regressions for different wage quantiles, the variance of log wages, and the Gini coefficient.
From Equation (14), we compute IF(y; qτ , F) for each observation using the sample estimate of qτ ,
and the kernel density estimate of f (qτ).

The RIF-regression coefficients for the 10th, 50th, and 90th quantiles in 1988–1990 and 2014–2016,
along with bootstrapped standard errors, are reported in Table 1. The RIF-regression coefficients for the
variance and the Gini are reported in Table 2. Detailed estimates for each of the 19 quantiles from the 5th
to the 95th are also reported in Figures 3–5. For several covariates (for example, union status, non-white,
married, clerical, production, and service occupations, transportation and utility, public administration
sectors ). Figure 3 illustrates highly non-monotonic effects across the different quantiles for some
demographics. For instance, in Panel 1, the effect of union status first increases up to around the 40th
quantile in 1988–1990, and up the 50th quantile in 2014–2016, and then declines, even turning negative
for the 90th and 95th quantiles.

As shown by the RIF-regressions for the more global measures of inequality—the variance of log
wages and the Gini coefficient of the wage distribution—displayed in Table 2, the effect of unions on
these measures is negative, although the magnitude of that effect has decreased over time. This is
consistent with the well-known result (e.g., Freeman 1980) that unions tend to reduce the variance of
log wages for men. More importantly, as shown in Table 1, the results also indicate that unions increase
inequality in the lower end of the distribution, but decrease inequality even more in the higher end
of the distribution. As we will see later in the decomposition results, this means that the continuing
decline in the rate of unionization can account for some of the “polarization” of the labor market
(decrease in inequality at the low-end, but increase in inequality at the top end). The results for unions
also illustrate an important feature of RIF regressions for quantiles, namely that they capture both
the between-group effect (arising from union wage premia) and the within-group effect (arising from
wage union compression) of unions on wage dispersion, which go in opposite direction in this case.30

The RIF-regression estimates in Table 1 for other covariates also illustrate this point. Consider,
for instance, the case of college education. Table 1 and Figure 3 show that the effect of college
increases monotonically as a function of percentiles. In other words, increasing the fraction of the
workforce with a college degree has a larger impact on higher than lower quantiles. The reason why
the effect is monotonic is that education increases both the level and the dispersion of wages (see, e.g.,
Lemieux 2006a). As a result, both the within- and the between-group effects go in the same direction
of increasing inequality.

Another clear pattern that emerges in Figures 3 and 4 is that for most inequality enhancing
covariates, i.e., those with a positively sloped curve, the inequality enhancing effect increases over
time. In particular, the slopes for high levels of education (college graduates and post-graduates) and
high-wage occupations (upper management, engineers and computer scientists, doctors, and lawyers)
become steeper over time. This suggests that these covariates make a positive contribution to the wage
structure effect.

There are some changes in the contribution of occupations and industries that are consistent
with technological change and the routine-biased polarization of wages. For example, as shown in
Figures 4 and 5, there are increases in the returns to high-tech service industries at the upper end of the
wage distribution, but decreases in the returns to production and clerical occupations in the middle
of the wage distribution. There are also decreases in the penalties to some low skilled non-routine

30 As argued in FFL, the different relative strength of between and within effects at different quantiles explain the inverse
U-shaped effect of unions. This is in sharp contrast with the effect of unions found estimated using conditional
quantile regressions which captures only within-group effects and declines monotonically over the wage distribution
(Chamberlain 1994).
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occupations and associated industries, such as service occupations and truck driving and the retail
industry, although some increases at the lower end appear to be driven by changes in minimum wages.
On the other hand, there are some offsetting effects in industries that could have compensated the
decline in manufacturing employment, such as the primary (e.g., mining), wholesale and retail trade,
and personal services industries. In summary, the changes in the rewards and penalties associated
with occupations and industries provide a descriptive account of factors potentially offsetting the
wage effects of the polarization of employment. We turn next to the evaluation of the magnitude of
these effects.

Table 1. Unconditional Quantile Regression Coefficients on Log Wages.

Years: 1988/90 2014/16

Quantiles: 10 50 90 10 50 90

Explanatory Variables
Union covered 0.146∗∗∗ 0.343∗∗∗ −0.025∗∗∗ 0.058∗∗∗ 0.240∗∗∗−0.008

(0.003) (0.005) (0.004) (0.003) (0.006) (0.007)
Non-white −0.063∗∗∗−0.137∗∗∗ −0.072∗∗∗−0.053∗∗∗−0.106∗∗∗−0.041∗∗∗

(0.006) (0.005) (0.005) (0.004) (0.004) (0.006)
Non-Married −0.111∗∗∗−0.109∗∗∗ −0.031∗∗∗−0.046∗∗∗−0.107∗∗∗−0.064∗∗∗

(0.004) (0.003) (0.004) (0.003) (0.004) (0.005)
Education (High School omitted)
Primary −0.301∗∗∗−0.312∗∗∗ −0.109∗∗∗−0.212∗∗∗−0.415∗∗∗−0.110∗∗∗

(0.011) (0.006) (0.005) (0.01) (0.009) (0.006)
Some HS −0.305∗∗∗−0.112∗∗∗ 0.005 −0.275∗∗∗−0.215∗∗∗ 0.002

(0.007) (0.005) (0.003) (0.008) (0.007) (0.004)
Some College 0.055∗∗∗ 0.135∗∗∗ 0.112∗∗∗ 0.036∗∗∗ 0.098∗∗∗ 0.023∗∗∗

(0.005) (0.004) (0.005) (0.004) (0.005) (0.004)
College 0.143∗∗∗ 0.343∗∗∗ 0.410∗∗∗ 0.125∗∗∗ 0.409∗∗∗ 0.493∗∗∗

(0.005) (0.005) (0.008) (0.004) (0.006) (0.009)
Post-grad 0.094∗∗∗ 0.418∗∗∗ 0.772∗∗∗ 0.099∗∗∗ 0.502∗∗∗ 0.962∗∗∗

(0.006) (0.006) (0.013) (0.004) (0.008) (0.017)
Potential Experience (20 ≤ Experience < 25 omitted)
Experience < 5 −0.486∗∗∗−0.448∗∗∗ −0.312∗∗∗−0.335∗∗∗−0.425∗∗∗−0.301∗∗∗

(0.009) (0.006) (0.008) (0.007) (0.007) (0.011)
5≤ Experience < 10 −0.056∗∗∗−0.270∗∗∗ −0.278∗∗∗−0.067∗∗∗−0.285∗∗∗−0.306∗∗∗

(0.006) (0.006) (0.008) (0.005) (0.007) (0.011)
10≤ Experience < 15 −0.005 −0.122∗∗∗ −0.172∗∗∗−0.022∗∗∗−0.157∗∗∗−0.182∗∗∗

(0.005) (0.006) (0.008) (0.004) (0.006) (0.011)
15≤ Experience < 20 0.002 −0.051∗∗∗ −0.091∗∗∗−0.009* −0.051∗∗∗−0.034∗∗∗

(0.005) (0.005) (0.008) (0.004) (0.006) (0.012)
25≤ Experience < 30 0.010 0.033∗∗∗ 0.060∗∗∗−0.001 0.020∗∗∗ 0.036∗∗∗

(0.006) (0.006) (0.01) (0.004) (0.006) (0.012)
30≤ Experience < 35 0.017∗ 0.048∗∗∗ 0.071∗∗∗ 0.008 0.037∗∗∗ 0.042∗∗∗

(0.006) (0.006) (0.011) (0.004) (0.007) (0.012)
35≤ Experience < 40 0.022∗∗ 0.028∗∗∗ 0.061∗∗∗ 0.013∗∗ 0.054∗∗∗ 0.062∗∗∗

(0.007) (0.008) (0.012) (0.004) (0.007) (0.013)
Experience ≥ 40 0.068∗∗∗ 0.020∗∗ −0.010 0.030∗∗∗ 0.058∗∗∗−0.013

(0.008) (0.008) (0.009) (0.005) (0.007) (0.012)
R−square 0.253 0.359 0.206 0.182 0.353 0.202
No. of observations 268,494 236,296

Note: Linear limited dependent variable model. Bootstrapped standard errors (500 repetitions) are in
parentheses. Statistical signifiance levels: ∗∗∗ p≤ 0.01, ∗∗ p≤ 0.05, ∗ p≤0.1. Also included in the regression are
a public sector dummy, 16 occupation dummies, and 14 industry dummies. The base group is made up of
individuals who are non-unionized (not covered), not in the public sector, white, married, have a high school
degree, work as construction workers in the construction industry.
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Figure 3. Unconditional Quantile Coefficients—Demographics and Human Capital.
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Figure 4. Unconditional Quantile Coefficients—Occupations.
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Figure 5. Unconditional Quantile Coefficients—Industries.
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Table 2. RIF Regression of Inequality Measures.

Years: 1988/90 2014/16 1988/90 2014/16

Inequality Measures Variance of Log Wages Gini
Estimated Values: 0.341 0.418 0.330 0.396

Explanatory Variables
Constant 0.203∗∗∗ 0.205∗∗∗ 0.261∗∗∗ 0.290∗∗∗

(0.004) (0.006) (0.002) (0.002)
Union covered −0.075∗∗∗ −0.040∗∗∗ −0.067∗∗∗ −0.039∗∗∗

(0.002) (0.004) (0.001) (0.001)
Non-white −0.002 0.005 0.006∗∗∗ 0.005∗∗∗

(0.003) (0.004) (0.001) (0.001)
Non-Married 0.039∗∗∗ 0.001 0.022∗∗∗ 0.008∗∗

(0.002) (0.004) (0.001) (0.001)
Education (High School omitted)
Primary 0.074∗∗∗ 0.073∗∗∗ 0.051∗∗∗ 0.057∗∗∗

(0.004) (0.006) (0.002) (0.002)
Some HS 0.104∗∗∗ 0.129∗∗∗ 0.048∗∗∗ 0.063∗∗∗

(0.003) (0.005) (0.001) (0.001)
Some College 0.028∗∗∗ −0.001 0.006∗∗∗ −0.006∗∗∗

(0.003) (0.003) (0.002) (0.003)
College 0.121∗∗∗ 0.166∗∗∗ 0.053∗∗∗ 0.061∗∗∗

(0.005) (0.005) (0.002) (0.001)
Post-grad 0.301∗∗∗ 0.401∗∗∗ 0.157∗∗∗ 0.177∗∗∗

(0.007) (0.01) (0.003) (0.002)
Potential Experience(20 ≤ Experience <25 omitted)
Experience < 5 0.047∗∗∗ 0.027∗∗∗ 0.031∗∗∗ 0.021∗∗∗

(0.004) (0.007) (0.002) (0.002)
5≤ Experience < 10 −0.098∗∗∗ −0.093∗∗∗ −0.036∗∗∗ −0.030∗∗∗

(0.005) (0.007) (0.002) (0.002)
10≤ Experience < 15 −0.078∗∗∗ −0.070∗∗∗ −0.035∗∗∗ −0.028∗∗∗

(0.004) (0.007) (0.002) (0.002)
15≤ Experience < 20 −0.050∗∗∗ −0.006 −0.026∗∗∗ 0.003∗∗

(0.005) (0.008) (0.002) (0.002)
25≤ Experience < 30 0.023∗∗∗ 0.024∗∗∗ 0.012∗∗∗ 0.014∗∗∗

(0.006) (0.008) (0.002) (0.002)
30≤ Experience < 35 0.022∗∗∗ 0.017∗∗ 0.008∗∗∗ 0.007∗∗∗

(0.006) (0.008) (0.002) (0.002)
35≤ Experience < 40 0.015∗∗ 0.022∗∗∗ 0.008∗∗∗ 0.008∗∗∗

(0.007) (0.008) (0.003) (0.002)
Experience≥ 40 −0.031∗∗∗ −0.012 −0.015∗∗∗ −0.005∗∗

(0.005) (0.008) (0.003) (0.002)
Occupations (Construction & Repair Occ. omitted)
Upper Management 0.235∗∗∗ 0.415∗∗∗ 0.132∗∗∗ 0.203∗∗∗

(0.007) (0.011) (0.003) (0.002)
Lower Management 0.090∗∗∗ 0.200∗∗∗ 0.027∗∗∗ 0.080∗∗∗

(0.008) (0.009) (0.003) (0.002)
Engineers & Computer Occ. 0.107∗∗∗ 0.202∗∗∗ 0.013∗∗ 0.054∗∗∗

(0.006) (0.009) (0.003) (0.002)
Other Scientists 0.081∗∗∗ 0.134∗∗∗ 0.025** 0.068∗∗∗

(0.011) (0.027) (0.005) (0.006)
Social Support Occ. −0.001 0.065∗∗∗ −0.012∗∗ 0.012∗∗∗

(0.007) (0.009) (0.003) (0.003)
Lawyers & Doctors 0.524∗∗∗ 0.637∗∗∗ 0.337∗∗∗ 0.363∗∗∗

(0.027) (0.032) (0.010) (0.008)
Health Treatment Occ. −0.020 0.115∗∗∗ −0.035∗∗∗ 0.011∗∗∗

(0.0101) (0.012) (0.005) (0.005)
Clerical Occ. 0.013∗∗ 0.069∗∗∗ 0.017∗∗∗ 0.044∗∗∗

(0.004) (0.005) (0.002) (0.002)
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Table 2. Cont.

Years: 1988/90 2014/16 1988/90 2014/16

Inequality Measures Variance of Log Wages Gini
Estimated Values: 0.341 0.418 0.330 0.396

Explanatory Variables
Occupations (cnt.)
Sales Occ. 0.088∗∗∗ 0.177∗∗∗ 0.043∗∗∗ 0.084∗∗∗

(0.005) (0.008) (0.002) (0.002)
Insur. & Real Estate Sales 0.208∗∗∗ 0.197∗∗∗ 0.152∗∗∗ 0.105∗∗∗

(0.031) (0.038) (0.011) (0.010)
Financial Sales 0.525∗∗∗ 0.409∗∗∗ 0.429∗∗∗ 0.219∗∗∗

(0.06) (0.076) (0.018) (0.014)
Service Occ. 0.188∗∗∗ 0.208∗∗∗ 0.101∗∗∗ 0.107∗∗∗

(0.004) (0.005) (0.002) (0.002)
Primary Occ. 0.226∗∗∗ 0.222∗∗∗ 0.114∗∗∗ 0.127∗∗∗

(0.008) (0.015) (0.004) (0.004)
Production Occ. 0.004 0.020∗∗∗ 0.011∗∗∗ 0.028∗∗∗

(0.003) (0.005) (0.001) (0.002)
Transportation Occ. 0.119∗∗∗ 0.145∗∗∗ 0.079∗∗∗ 0.094∗∗∗

(0.004) (0.006) (0.002) (0.002)
Truckers 0.015∗∗∗ 0.042∗∗∗ 0.030∗∗∗ 0.040∗∗∗

(0.004) (0.006) (0.002) (0.002)
Industries (Construction omitted)
Agriculture, Mining 0.079∗∗∗ 0.013 0.036∗∗∗ −0.001

(0.008) (0.012) (0.003) (0.003)
Hi-Tech Manufac 0.018∗∗∗ 0.014 −0.001 0.002

(0.005) (0.009) (0.002) (0.002)
Low-Tech Manufac −0.037∗∗∗ −0.053∗∗∗ −0.011∗∗∗ −0.019∗∗∗

(0.004) (0.007) (0.002) (0.002)
Wholesale Trade −0.012 −0.027∗∗ 0.001 −0.006∗

(0.006) (0.012) (0.002) (0.003)
Retail Trade 0.060∗∗∗ 0.016∗ 0.038∗∗∗ 0.023∗∗∗

(0.005) (0.007) (0.002) (0.002)
Transportation & Utilities 0.013∗∗∗ −0.029∗∗∗ −0.005∗ −0.019∗∗∗

(0.005) (0.007) (0.002) (0.002)
Information except Hi-Tech −0.001 0.055∗∗∗ −0.010∗∗∗ 0.041∗∗∗

(0.008) (0.019) (0.003) (0.005)
Financial Activities 0.065∗∗∗ 0.064∗∗∗ 0.052∗∗∗ 0.053∗∗∗

(0.009) (0.013) (0.004) (0.003)
Hi-Tech Services 0.048∗∗∗ 0.071∗∗∗ 0.018∗∗ 0.035∗∗∗

(0.008) (0.01) (0.004) (0.003)
Business Services 0.018∗∗ −0.042∗∗∗ 0.019∗∗∗ −0.014∗∗∗

(0.005) (0.008) (0.002) (0.002)
Education & Health Services −0.008 −0.064∗∗∗ −0.001 −0.018∗∗∗

(0.006) (0.008) (0.003) (0.002)
Personal Services 0.136∗∗∗ 0.054∗∗∗ 0.051∗∗∗ 0.023∗∗∗

(0.006) (0.006) (0.002) (0.002)
Public Admin −0.038∗∗∗ −0.071∗∗∗ −0.036∗∗∗ −0.029∗∗∗

(0.007) (0.011) (0.003) (0.003)
Public Sector −0.058∗∗∗ −0.055∗∗∗ −0.030∗∗∗ −0.048∗∗∗

(0.005) (0.007) (0.002) (0.002)
R-squared 0.115 0.087 0.048 0.025
No. of observations 268,492 236,287 268,492 236,287

Note: Bootstrapped standard errors (500 repetitions) are in parentheses. Statistical signifiance levels:
∗∗∗ p ≤ 0.01, ∗∗ p ≤ 0.05, ∗ p ≤ 0.1. The base group is made up of individuals who are non-unionized
(not covered), not public sector, white, married, have a high school degree, work as construction workers in
the construction industry. Trimmed sample drops 15 observations with hourly wages > $1,636 ($2010).
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5.2. Decomposition Results

The results for the aggregate decomposition are presented in Figure 6. Tables 3 and 4 summarize
the results for the standard measures of top-end (90–50 log wage differential) and low-end (50–10 log
wage differential) wage inequality, as well as for the variance of log wages and the Gini coefficient.
The covariates used in the RIF-regression models are those discussed above and listed in Table A1.
A richer specification with additional interaction terms is used to estimate the logit models used
compute the reweighting factor ω̂C(Ti, Xi).31
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Figure 6. Decomposition of Total Change into Composition and Wage Structure Effects.

Figure 6a shows the overall change in (real log) wages at each percentile τ, Δqτ

O , and decomposes
this overall change into a composition (Δqτ

X ) and wage structure (Δqτ

S ) effect computed using the
reweighting procedure of Result 1. Consistent with the pattern first documented in Autor et al. (2006),
the overall change is U-shaped as wage dispersion increases in the top-end of the distribution,
but declines in the lower end.32 Most summary measures of inequality such as the 90–10 gap
nonetheless increase over the 1988–1990 to 2014–2016 period as wage gains in the top-end of the
distribution exceed those at the low-end. In other words, although the curve for overall wage changes
is U-shaped, its slope is positive, on average, suggesting that inequality generally goes up. This overall
increase shows up as positive total changes in the 90–10 gap, the variance of log wages, and the
Gini, reported in Tables 3 and 4. In all cases, the aggregate decomposition of these overall measures
attributes most (from 55% to 66%) of the changes to composition effects.

Figure 6a also shows that, consistent with Lemieux (2006b), composition effects have contributed
to a substantial increase in inequality. In fact, once composition effects are accounted for, the remaining
wage structure effects (estimated using reweighting) follow a “purer” U-shape than overall changes
in wages. The wage declines are now right in the middle of the distribution (20th to 80th percentile),
while wage gains at the top and low end are more similar. By the same token, however, composition
effects cannot account at all for the U-shaped nature of wage changes.

Figure 7 moves to the next step of the decomposition using linear RIF-regressions to attribute the
contribution of each set of covariates to the composition effect.33 Figure 8, which we discuss below,
does the same for the wage structure effect. Figure 6b summarizes the total of the composition and

31 The logit specification also includes a full set of interaction between experience and education, union status and education,
union status and experience, between education and occupations, and experience and industries.

32 This stands in sharp contrast with the situation that prevailed in the 1980s when the corresponding curve was positively
sloped as wage dispersion increased at all points of the distribution (Juhn et al. 1993).

33 The effect of each set of factors is obtained by summing up the contribution of the relevant covariates. For example, the
effect for “education” is the sum of the effect of each of the five education categories shown in Table 1. Showing the effect of
each individual dummy separately would be cumbersome and harder to interpret.
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wage structure effects by the sets of factors of interest. The combination of composition and wage
structure effects shows the strong monotonic effect of education on wage changes, the mild U-shaped
effect of union and occupations, and the offsetting hump-shaped effect of industries.
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Figure 7. Decomposition of Composition Effects.
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Figure 8. Decomposition of Wage Structure Effects.

Figure 7a compares the overall composition effect obtained by reweighting and displayed
in Figure 6a, Δ̂qτ

X , to the composition effect explained using the RIF-regressions, (XC
0 − X0)

′γ̂qτ

0 .
The difference between the two curves is the specification (approximation) error Rqτ . The error term is
relatively small and does not exhibit much of a systematic pattern. This means that the RIF-regression
model does relatively well at tracking down the composition effect estimated consistently using
the reweighting procedure; however, as we discuss below, in some cases, the specification error is
significantly different from zero.

Figure 7b then divides the composition effect (explained by the RIF-regressions) into the
contribution of five main sets of factors. To simplify the discussion, we focus on the impact of
each factor on overall wage inequality summarized by the 90–10 log wage differential in comparison to
the 50–10 and 90–50 log wage differentials that capture what happened in the lower and upper parts of
the distribution, respectively. The decomposition of the log wage differentials, the log variance, and the
Gini are reported in Tables 3 and 4. Table 3 presents the simple OB type decomposition computed from
RIF-regressions of the five inequality measures, without reweighting. Table 4 applies the complete
two-step procedure described above.

As discussed in Section 4.3, we compute the RIF of the difference between two (log) quantiles
q1 and q2, where q2 > q1, as RIF(yi; q2 − q1) = RIF(yi; q2) − RIF(yi; q2), and use these differences
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as dependent variables in the regressions. For the variance of log wages and the Gini, the RIF
are as described above. Using the estimation results from these sets of regressions, we compute
the components of the simple OB-type decomposition for the changes over time, ν̂1 − ν̂0 = Δ̂ν

OB,
from 1988–1990 (T = 0) to 2014–2016 (T = 1) as:

Δ̂ν
OB =

(
X1 − X0

)′
γ̂ν

0︸ ︷︷ ︸
Δ̂ν

X,OB

+
X1

′
(γ̂ν

1 − γ̂ν
0) .︸ ︷︷ ︸

Δ̂ν
S,OB

Table 3. Decomposition Results without Reweighting.

Inequality Measures 90–10 50–10 90–50
Variance Gini
(× 100) (× 100)

Total Change 0.125∗∗∗ −0.075∗∗∗ 0.201∗∗∗ 7.775∗∗∗ 6.599∗∗∗
Composition 0.089∗∗∗ 0.037∗∗∗ 0.052∗∗∗ 4.163∗∗∗ 1.966∗∗∗
Wage Structure 0.037∗∗∗ −0.112∗∗∗ 0.149∗∗∗ 3.612∗∗∗ 4.633∗∗∗

Composition Effects:
Union 0.016∗∗∗ −0.019∗∗∗ 0.035∗∗∗ 0.713∗∗∗ 0.639∗∗∗
Other 0.019∗∗∗ 0.008∗∗∗ 0.011∗∗∗ 0.984∗∗∗ 0.473∗∗∗
Education 0.009∗∗∗ 0.013∗∗∗ −0.005∗∗∗ 0.665∗∗∗ 0.207∗∗
Occupation 0.019∗∗∗ 0.022∗∗∗ −0.002** 0.672∗∗∗ 0.112∗∗∗
Industry 0.026∗∗∗ 0.013∗∗∗ 0.013∗∗∗ 1.128∗∗∗ 0.536∗∗∗

Wage Structure Effects:
Union 0.014∗∗∗ −0.002∗ 0.015∗∗∗ 0.442∗∗∗ 0.360∗∗∗
Other −0.048∗∗∗ −0.034∗∗∗ −0.014 −0.983 −0.161
Education 0.015∗∗ 0.008∗∗∗ 0.007 1.444∗∗∗ 0.188∗
Occupation 0.057∗∗∗ −0.066∗∗∗ 0.123∗∗∗ 5.664∗∗∗ 2.423∗∗∗
Industry −0.079∗∗∗ −0.048∗∗∗ −0.031∗∗∗ −3.212∗∗∗ −1.044∗∗
Constant 0.079∗∗∗ 0.030∗∗ 0.049∗∗∗ 0.257 0.287∗∗∗

Total Effects:
Union 0.030∗∗∗ −0.021∗∗∗ 0.051∗∗∗ 1.156∗∗∗ 0.998∗∗∗
Other −0.029∗∗ −0.026∗∗∗ −0.003 0.001 0.312
Education 0.024∗∗∗ 0.022∗∗∗ 0.002 2.110∗∗∗ 0.395∗∗
Occupation 0.076∗∗∗ −0.045∗∗∗ 0.121∗∗∗ 6.336∗∗∗ 2.534∗∗∗
Industry −0.054∗∗∗ −0.036∗∗∗ −0.018 −2.084∗∗∗ −0.508

Note: Other includes non-white, non-married, and five categories of experience. Statistical signifiance levels:
∗∗∗ p ≤ 0.01, ∗∗ p ≤ 0.05, ∗ p ≤ 0.1. Bootstrapped standard errors over the entire procedure (500 replications)
were used to compute the p-value. Trimmed sample for the variance and Gini drops 15 observations with
hourly wages > $1,636 ($2010).

These results are displayed in Table 3 by groups of variables.34 In Table 4, we present the results
of the decomposition that also applies the reweighting procedure

Δ̂ν
O =

(XC
0 − X0)

′ · γ̂ν
0︸ ︷︷ ︸

Δ̂ν
X,p

+
XC

0
′ · (γ̂ν

C − γ̂ν
0)︸ ︷︷ ︸

Δ̂ν
X,e

+
X1

′ · (γ̂ν
1 − γ̂ν

C)︸ ︷︷ ︸
Δ̂ν

S,p

+
(X1 − XC

0 )
′ · γ̂ν

C.︸ ︷︷ ︸
Δ̂ν

S,e

The four terms in this decomposition are easily obtained by running two OB decompositions
using RIF regressions. First, we perform an OB decomposition using the T = 0 sample and the
counterfactual sample (T = 0 sample reweighted to be as in T = 1) to get the pure composition effect,

34 In practice, we use the popular Jann (2008) “oaxaca" Stata ado file and obtain bootstrapped standard errors over the
entire procedure given the statistics and the RIF are estimated values. We opted for boostrapped instead of analytical
standard errors by simplicity. Computation of analytical standard errors would involve estimation of different functionals,
increasing the degree of complexity of the estimation step, whereas bootstrapped standard errors, although being potentially
computationally more demanding are typically simpler to implement.
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Δ̂ν
X,p, using T = 0 as reference wage structure. The total unexplained effect in this decomposition

corresponds to the specification error, Δ̂ν
X,e, and allows one to assess the importance of departures

from the linearity assumption. Second, we perform the decomposition using the T = 1 sample and the
counterfactual sample, using the counterfactual wage structure as reference, and obtain the pure wage
structure effect, Δ̂ν

S,p, in the “unexplained" part of the decomposition. The total explained effect in this

decomposition, Δ̂ν
S,e, corresponds to the reweighting error which should go to zero in large samples.

It provides an easy way of assessing the quality of the reweighting.35

Table 4. Decomposition Results with Reweighting.

Inequality Measures 90–10 50–10 90–50
Variance Gini
(×100) (×100)

Total Change 0.125∗∗∗ −0.075∗∗∗ 0.201∗∗∗ 7.775∗∗∗ 6.599∗∗∗
Composition 0.090∗∗∗ 0.038∗∗∗ 0.052∗∗∗ 4.193∗∗∗ 1.966∗∗∗
Wage Structure 0.030∗∗∗ −0.105∗∗∗ 0.135∗∗∗ 3.149∗∗∗ 4.402∗∗∗

Composition Effects:
Union 0.016∗∗∗ −0.019∗∗∗ 0.035∗∗∗ 0.712∗∗∗ 0.638∗∗∗
Other 0.019∗∗∗ 0.009∗∗∗ 0.011∗∗∗ 1.007∗∗∗ 0.481∗∗∗
Education 0.007∗∗∗ 0.013∗∗∗ −0.005∗∗∗ 0.600∗∗∗ 0.173
Occupation 0.020∗∗∗ 0.022∗∗∗ −0.002∗ 0.719∗∗∗ 0.129∗∗∗
Industry 0.026∗∗∗ 0.013∗∗∗ 0.014∗∗∗ 1.155∗∗∗ 0.546∗∗∗
Specification Error 0.002 −0.010 0.012∗∗∗ −0.308∗∗∗ 0.175∗∗∗

Wage Structure Effects:
Union 0.012∗∗∗ −0.005∗∗ 0.017∗∗∗ 0.338∗∗∗ 0.220∗∗∗
Other −0.049∗∗∗ −0.026∗∗∗ −0.023 −0.871 −0.068
Education 0.054∗∗∗ 0.010 0.045∗∗∗ 2.303∗∗∗ 1.183∗∗∗
Occupation 0.018 −0.075∗∗∗ 0.093∗∗∗ 2.872∗∗∗ 1.416∗∗∗
Industry −0.094∗∗∗ −0.030∗∗ −0.064∗∗∗ −3.852∗∗∗ −1.306∗∗∗
Constant 0.089∗∗∗ 0.022 0.067∗∗∗ 2.359∗∗∗ 2.957∗∗∗
Reweighting Error 0.003∗∗∗ 0.002∗∗∗ 0.001∗∗∗ 0.125∗∗∗ 0.057∗∗∗

Total Effects:
Union 0.029∗∗∗ −0.024∗∗∗ 0.052∗∗∗ 1.050∗∗∗ 0.857∗∗∗
Other −0.029∗∗ −0.018∗ −0.012 0.135 0.413
Education 0.062∗∗∗ 0.022∗∗∗ 0.039∗∗∗ 2.903∗∗∗ 1.356∗∗∗
Occupation 0.038∗∗∗ −0.053∗∗∗ 0.091∗∗∗ 3.591∗∗∗ 1.545∗∗∗
Industry −0.068∗∗∗ −0.017 −0.051∗∗∗ −2.697∗∗∗ −0.760∗

Note: Other includes non-white, non-married, and five categories of experience.
Statistical signifiance levels: ∗∗∗ p ≤ 0.01, ∗∗ p ≤ 0.05, ∗ p ≤ 0.1. Bootstrapped standard
errors over the entire procedure (500 replications) were used to compute the p-value. Trimmed
sample for the variance and Gini drops 15 observations with hourly wages > $1,636 ($2010).

Consistent with Figure 7a, specification errors reported in Table 4 are generally small. As discussed
in Section 3, the specification error reflects departures from non-linearity of the RIF-regressions and
the fact that, except for the mean, the RIF depends on the distribution of Y (and X through its effect
on Y). In Table 4, we formally test whether the specification error is significantly different from
zero. The results are mixed. The specification error is not significantly different from zero for the
90–10 and the 50–10 gaps, but is statistically significant for the 90–50 gap, the variance, and the Gini.
The specification error is nonetheless small relative to the overall changes in the distributional statistics,
which indicates that RIF-regressions provide highly accurate estimates of the overall composition and
wage structure effects in the empirical example being studied here. However, as we discuss below,

35 Adding more terms in the specification of the reweighting function helps reducing the reweighting error. This has to be
balanced with issues of common support, as more terms may lead to more perfect predictions, an undesirable outcome.
As we discuss below, the specification we use yields a very small reweighting error.
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although the specification error is small, using the two-step decomposition instead of a standard OB
decomposition matters much more when looking at the contribution of individual covariates to the
wage structure effect.

In both Table 3 and 4, the composition effects linked to factors other than unions go the “wrong
way” in the sense that they account for rising inequality at the bottom end while inequality is rising at
the top end, a point noted earlier by Autor et al. (2005). This applies in particular to education and
occupations effects that are larger for the 50–10 than for the 90–50, while the effects of industry and
other factors (race, marital status, and experience) on the 50–10 and 90–50 are similar. In contrast,
composition effects linked to unions (the impact of de-unionization) reduce inequality at the low
end (effect of −0.019 on the 50–10) but increases inequality at the top end (effect of 0.035 on the
90–50). Note that, just as in an OB decomposition, these effects on the 50–10 and the 90–50 gap can
be obtained directly by multiplying the 9.5 percent decline in the unionization rate (Table A1) by
the relevant union effects in 1988–1990 shown in Table 1. The effect of de-unionization accounts for
about 25 percent of the total change in the 50–10 gap, which is remarkably similar to the relative
contribution of de-unionization to the growth in inequality in the 1980s (see Freeman 1993; Card 1992;
and DiNardo et al. 1996).

Figure 8a divides the wage structure effect, Δ̂qτ

S , into the part explained by the RIF-regression
models, ∑M

k=2(γ̂
ν
1,k − γ̂ν

C,k)X1, and the residual change γ̂ν
1,1 − γ̂ν

C,1 (the change in for the base group
captured by the intercepts). The contribution of each set of factors is then shown in Figure 8b. As in
the case of the composition effects, it is easier to discuss the results by focusing on the 90–50 and 50–10
gaps shown in Tables 3 and 4.

Here, we note that the contribution of different covariates to the wage structure effect are quite
different in Tables 3 and 4. This indicates that the OB decomposition of Table 3 is inaccurate because of
differences between the estimated RIF-regression coefficients γ̂ν

C and γ̂ν
0. As discussed in Section 3,

the difference between γ̂ν
1 and γ̂ν

C used to compute wage structure effects in Table 4 solely reflects
changes in the wage structure. By contrast, the difference between γ̂ν

1 and γ̂ν
0 used in Table 3 is

likely contaminated by changes in the distribution of X that are being adjusted for (by reweighting)
when estimating γ̂ν

C. The difference is particularly striking in the case of education. As expected,
Table 4 shows that wages structure effects linked to education play an important role in the growth
of the 90–50 gap. By contrast, the effect is small and insignificant when using a conventional OB
decomposition in Table 3. The case of education, a central variable in most studies on the sources of
growing inequality, dramatically illustrates the importance of using the two-step decomposition with
reweighting proposed in this paper.

The wage structure results of Table 4 first show that covariates overexplain −0.127 (sum of the
five effects) of the −0.105 change (decline) in the 50–10 gap, the constant capturing the difference.
Covariates do a less impressive job explaining changes in the 90–50 gap explaining only 0.068 (half) of
the 0.136 change. Occupations are the set of the covariates that best capture the changes in the wage
structure. They account for −0.075 of the −0.105 decline (73%) in the 50–10 gap and 0.088 of the 0.135
increase (68%) in the 90–50 gap. These results justify the increased attention given in the literature to
the role of occupational tasks (Firpo et al. 2011; Fortin and Lemieux 2016). Changes in the returns to
education continue to play an important role at the top of distribution accounting for 0.045 of the 0.135
increase (33%) in the 90–50. This supports Lemieux (2006a)’s conjecture that increases in the return to
post-secondary education contribute to the convexification of the wage distribution.

Finally, the total effect of each covariate (wage structure plus composition effect) is reported in
Figure 6b and the bottom panel of Table 4. Unions and occupations are the two factors that best account
for the differential changes at the bottom and top of the distribution, capturing both a negative effect
on the 50–10 and a positive effect on the 90–50. The total effect of the two factors on the 50–10 gap
corresponds to −0.078 out of −0.105 (74%) of the change, while they account for 0.139 out of 0.136
change in the 90–50 (102%). This goes a substantial way towards explaining the polarization of the
labor market.
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6. Conclusions

We provide a detailed exposition of a two-stage method to decompose changes in the distribution
of wages (or other outcome variables). In Stage 1, distributional changes are divided into a wage
structure effect and a composition effect using a reweighting method. In Stage 2, these two components
are further divided into the contribution of each individual covariate using the recentered influence
function regression technique introduced by FFL. This two-stage procedure generalizes the popular
OB decomposition method by extending the decomposition to any distributional measure (besides the
mean), and allowing for a more flexible wage setting model. Other procedures (Machado and Mata
2005; Melly 2005; Rothe 2012; CFM) have been suggested for performing part of this decomposition
for distributional parameters besides the means. One important advantage of our procedure is that
it is easy to use in practice, as it simply involves estimating a logit model (first stage) and running
least-square regressions (second stage). Another more distinctive advantage is that it can be used
to divide the contribution of each covariate to the composition effect, something that most existing
methods cannot do.

We illustrate the workings of our method by looking at changes in male wage inequality in the
United States between 1988 and 2016. This is an interesting case to study as the wage distribution
changed very differently at different points of the distribution, a phenomenon that cannot be captured
by summary measures of inequality such as the variance of log wages. Our method is particularly
well suited for looking in detail at the source of wage changes at each percentile of the wage
distribution. Our findings indicate that unions, occupations, and education are the most important
factors accounting for the observed changes in the wage distribution over this period.
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Appendix A. Tables

Table A1. Sample Means.

Years: 1988/90 2014/16 Difference

Log wages 2.860 2.901 0.041
Std of log wages 0.579 0.622 0.043
Union covered 0.223 0.127 −0.095
Non-white 0.134 0.186 0.052
Non-Married 0.388 0.457 0.068
Age 36.204 39.882 3.677

Education
Primary 0.059 0.034 −0.025
Some HS 0.118 0.054 −0.064
High School 0.381 0.307 −0.074
Some College 0.202 0.275 0.072
College 0.139 0.218 0.078
Post-grad 0.101 0.113 0.012

Occupations
Upper Management 0.082 0.080 −0.002
Lower Management 0.040 0.068 0.028
Engineers & Computer Occ. 0.061 0.081 0.019
Other Scientists 0.014 0.010 −0.004
Social Support Occ. 0.052 0.061 0.009
Lawyers & Doctors 0.010 0.015 0.005
Health Treatment Occ. 0.010 0.019 0.009
Clerical Occ. 0.066 0.068 0.002
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Table A1. Cont.

Years: 1988/90 2014/16 Difference

Sales Occ. 0.086 0.085 −0.001
Insur. & Real Estate Sales 0.007 0.006 −0.001
Financial Sales 0.003 0.002 −0.001
Service Occ. 0.107 0.149 0.042
Primary Occ. 0.026 0.011 −0.015
Construction & Repair Occ. 0.164 0.155 −0.009
Production Occ. 0.141 0.086 −0.055
Transportation Occ. 0.086 0.060 −0.026
Truckers 0.045 0.041 −0.004

Industries
Agriculture, Mining 0.033 0.026 −0.007
Construction 0.097 0.101 0.005
Hi-Tech Manufac 0.102 0.066 −0.037
Low-Tech Manufac 0.137 0.087 −0.050
Wholesale Trade 0.051 0.033 −0.018
Retail Trade 0.105 0.113 0.008
Transportation & Utilities 0.086 0.079 −0.008
Information except Hi-Tech 0.018 0.012 −0.006
Financial Activities 0.047 0.058 0.011
Hi-Tech Services 0.035 0.064 0.029
Business Services 0.051 0.065 0.014
Education & Health Services 0.097 0.113 0.016
Personal Services 0.081 0.127 0.046
Public Admin 0.058 0.054 −0.005
Public Sector 0.149 0.126 −0.024

Note: Computed using sample weights. All differences over time are
statistically significant at the p = 0.001 level.

Table A2. Occupation and Industry Definitions.

Code Sources: 2010 Census SOC 1980 SOC

Occupations
Upper Management 10–200, 430 1–13, 19
Lower Management 200–950 14–18, 20–37, 473–476
Engineers & Computer Occ. 1000–1560 43–68, 213–218, 229
Other Scientists 1600–1960 69–83, 166–173, 223–225, 235
Social Support Occ. 2000–2060, 2140–2960 113–165, 174–177, 183–199, 228, 234
Lawyers & Doctors 2100–2110, 3010, 3060 84–85, 178–179
Health Treatment Occ. 3000, 3030–3050, 3110–3540 86–106, 203–208
Clerical Occ. 5000–5940 303–389
Sales Occ. 4700–4800, 4830–4900, 4930–4965 243–252, 256–285
Insur. & Real Estate Sales 4810,4920 253–254
Financial Sales 4820 255
Service Occ. 3600–4650 430–470
Primary Occ. 6000–6130 477–499
Construction & Repair Occ. 6200–7620 503–617, 863–869
Production Occ. 7700–8960 633–799, 873, 233
Transportation Occ. 9000–9120, 9140–9750 803, 808–859, 876–889, 226–227
Truck Drivers 9130 804–806

Industries
Agriculture, Mining 170–490 10–50
Construction 770 60
Hi-Tech Manufac 2170–2390, 3180, 3360–3690, 3960 180–192, 210–212, 310, 321–322, 340–372
Low-Tech Manufac 1070–2090, 2470–3170, 3190–3290, 3770–3890, 3970–3990 100–162, 200–201,220–301, 311–320, 331–332, 380–392
Wholesale Trade 4070–4590 500–571
Retail Trade 4670–5790 580–640, 642–691
Transportation & Utilities 570–690, 6070–6390 400–432, 460–472
Information except Hi-Tech 6470–6480, 6570–6670, 6770–6780 171–172, 852
Financial Activities 6870–7190 700–712
Hi-Tech Services 6490, 6675–6695, 7290–7460 440–442, 732–740, 882
Business Services 7270–7280, 7470–7790 721–731, 741–791, 890, 892
Education & Health Services 7860–8470 812–851, 860–872, 891
Personal Services 8560–9290 641, 750–802, 880–881
Public Admin 9370–9590 900–932
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Appendix B. Supplemental Material

Appendix B.1. Details of Weighting Functions Estimation

Appendix B.1.1. Estimating the Weights

We are interested in estimating weights ω that are generally functions of the distribution of (T, X).
The three weighting functions under consideration are ω1(T), ω0(T), and ωC(T, X). The first two
weights are trivially estimated as:

ω̂1(T) =
T
p̂

and ω̂0(T) =
1 − T
1 − p̂

where p̂ = N−1 ∑N
i=1 Ti.

The weighting function ωC(T, X) can be estimated as

ω̂C(T, X) =
1 − T

p̂
·
(

p̂ (X)

1 − p̂ (X)

)
,

where p̂ (·) is an estimator of the true probability of being in Group 1 given X. We describe in detail
below the two approaches that we consider, a parametric one and a non-parametric one. In addition,
to have weights summing up to one, we use the following normalization procedures:

ω̂∗
1 (Ti) =

ω̂1(Ti)

∑N
j=1 ω̂1(Tj)

=
Ti

N · p̂
,

ω̂∗
0 (Ti) =

ω̂0(Ti)

∑N
j=1 ω̂0(Tj)

=
1 − Ti

N · (1 − p̂)
,

ω̂∗
C(Ti, Xi) =

ω̂C(Ti)

∑N
j=1 ω̂C(Tj)

=
(1 − Ti) ·

(
p̂(Xi)

1− p̂(Xi)

)
∑N

j=1
(
1 − Tj

) ·( p̂(Xj)
1− p̂(Xj)

) .

Appendix B.1.2. Estimating the Distributional Statistics

We are interested in the estimation and inference of ν1, ν0, and νC. It can be shown that, under
certain regularity conditions, estimators of these objects will be distributed asymptotically normal. We
now show how to estimate those quantities, and derive their asymptotic distributions below.

The estimation follows a plug-in approach. Replacing the CDF by the empirical distribution
function yields the estimators of interest:

ν̂t = ν
(

F̂t
)
, t = 0, 1; ν̂C = ν

(
F̂C
)

where

F̂t (y) =
N

∑
i=1

ω̂∗
t (Ti) · 1I{Yi ≤ y}, t = 0, 1

F̂C (y) =
N

∑
i=1

ω̂∗
C(Ti, Xi) · 1I{Yi ≤ y}.

Note that, in practice, it is not usually necessary to compute these empirical distribution functions
to get estimates of a distributional statistic, ν̂. Standard software programs such as Stata can be
used to compute distributional statistics directly from the observations on Y using the appropriate
weighting factor.
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The estimated distributional statistics can then be used to estimate the wage structure and
composition effects as Δ̂ν

S = ν̂1 − ν̂C and Δ̂ν
X = ν̂C − ν̂0.

Appendix B.1.3. Parametric Propensity Score Estimation

Suppose that p (X) is correctly specified up to a finite vector of parameters δ0. That is, p (X) =

p (X; δ0) or more formally:

Assumption A1. (Parametric p-score) Pr [T = 1|X = x] = p (x; δ0); where p (·; δ0) : X → [0, 1] is a
known function up to δ0 ∈ R

d, d < +∞.

Estimation of δ0 follows by maximum likelihood:

δ̂MLE = arg max
δ

N

∑
i=1

Ti · log (p (Xi; δ)) + (1 − Ti) · log (1 − p (Xi; δ))

Define the derivative of p (X; δ) with respect to δ as
·
p (X; δ) = ∂p (X; δ) /∂δ. The score function

s (T, X; δ) is:

s (T, X; δ) =
·
p (X; δ) · T − p (X; δ)

p (X; δ) · (1 − p (X; δ))

Using a normalization argument, we suppress the entry for δ whenever a function of it is evaluated
at the true δ. Therefore,

s (T, X; δ0) = s (T, X) =
·
p (X) · T − p (X)

p (X) · (1 − p (X))

and finally

ω̂C(T, X) =
1 − T

p̂
·
⎛⎝ p

(
X; δ̂MLE

)
1 − p

(
X; δ̂MLE

)
⎞⎠

In particular, in this paper, we assume that the p (x; δ0) can be modeled as a logit, that is,

p (x; δ0) = L(x′δ0)

where L : R → R, L(z) = (1 + exp(−z))−1.

Appendix B.1.4. Nonparametric Propensity Score Estimation

Suppose that p (X) is completely unknown to the researcher. In that case, following
Hirano et al. (2003), we approximate the log odds ratio by a polynomial series. In practice, this is
done by finding a vector π̂ that is the solution of the following problem:

π̂ = arg max
π

N

∑
i=1

Ti · log
(

L
(

HJ (Xi)
′ π
))

+ (1 − Ti) · log
(

1 − L
(

HJ (Xi)
′ π
))

where HJ(x) = [HJ, j(x)] (j = 1, ..., J), a vector of length J of polynomial functions of x ∈ X satisfying
the following properties: (i) HJ : X → R

J ; and (ii) HJ, 1(x) = 1. More details on this estimation
procedure can be found at Hirano et al. (2003) or in Firpo (2007). The non-parametric feature of
this estimation procedure comes from the fact that such approximation is refined as the sample size
increases, that is, J will be a function of the sample size N, J = J(N) → +∞ as N → +∞.
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In this approach, p(X) is estimated by p̂(X) = L(HJ(X)′π̂), thus:

ω̂C(T, X) =
1 − T

p̂
·
(

L(HJ(X)′π̂)

1 − L(HJ(X)′π̂)

)
Appendix B.2. Asymptotic Distribution

We first show that the plug-in estimators ν̂ are asymptotically normal and compute their
asymptotic variances. We then do the same for the density estimators.

Appendix B.2.1. The Asymptotic Distribution of Plug-In Estimators

We start by assuming that the estimators ν̂ are asymptotically linear in the following sense:

Assumption A2 (Asymptotic Linearity). ν̂t and ν̂C are asymptotically linear, that is,

ν
(

F̂t

)
− ν (Ft) =

N

∑
i=1

ω̂t (Ti, Xi) · IF(Yi; Ft, ν) + op(1/
√

N)

ν
(

F̂C

)
− ν (FC) =

N

∑
i=1

ω̂C (Ti, Xi) · IF(Yi; FC, ν) + op(1/
√

N)

Assumption A2 establishes that the estimators are either exactly linear, as those that are based on
sample moments, or they can be linearized and the remainder term will approach zero as the sample
size increases.

An additional technical assumption is that the influence function are square integrable and its
conditional expectation given X is differentiable. To simplify notation, let us write IF(Yt; ν, F) = ψν

t (Y).

Assumption A3. [Influence Function] For all weighting functions ω considered,
(i) E

[
(ψν

t (Y; Ft))
2
]
< ∞, E

[(
ψν

C (Y; FC)
)2
]
< ∞ and

(ii) E [ψν
t (Y; Ft) |X = x] E

[
ψν

C (Y; FC) |X = x
]

and are continuously differentiable for all x in X .

Under ignorability, both types of estimators (parametric and non-parametric first step) for ν̂1,
ν̂0, and ν̂C proposed before will remain asymptotically linear. The theorem below considers both the
parametric and non-parametric cases.

Theorem A1. [Asymptotic Normality of the ν̂ Estimators]:
Under Assumptions 1, 2, A2 and A3:

(i-ii)
√

N · (ν̂t − νt) =
1√
N ∑N

i=1 ωt(Ti) · ψν (Yi; Ft) + op(1)
D→ N (0, Vt), t = 0, 1

(iii) (a) if in addition, Assumption A1 holds, then:
√

N · (ν̂C − νC) =
1√
N

N

∑
i=1

ωC(Ti, Xi) · ψν (Yi; FC)

+ (ω1(Ti)− ωC(Ti, Xi)) ·
·
p (Xi)

′

p (Xi)
· (E [s (T, X) · s (T, X) ′

])−1

·E
[ ·

p (X)

1 − p (X)
·E [ψν

C (Y; FC) | X, T = 0]

]
+ op(1)

D→ N (0, VC,P)

(iii) (b) otherwise, if in addition we assume [non-parametric], then:
√

N · (ν̂C − νC) =
1√
N

N

∑
i=1

ωC(Ti, Xi) · ψν (Yi; FC)

+ (ω1(Ti)− ωC(Ti, Xi)) ·E [ψν
C (Y; FC) | Xi, T = 0] + op(1)

D→ N (0, VC,NP)
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where
Vt = E

[
(ωt(T) · ψν

t (Y; Ft))
2
]

, t = 0, 1

VC,P = E

[(
ωC(T, X) · ψν (Y; FC)

+ (ω1(T)− ωC(T, X)) ·
·
p (X)′

p (X)
· (E [s (T, X) · s (T, X) ′

])−1

·E
[ ·

p (X)

1 − p (X)
·E [ψν

C (Y; FC) | X, T = 0]

])2]

VC,NP = E

[(
ωC(T, X) · ψν (Y, X; FC)

+ (ω1(T)− ωC(T, X)) ·E [ψν
C (Y, X; FC) | X, T = 0]

)2]

Appendix B.3. Proofs

Proof of Result 1. A proof can be found in Firpo and Pinto (2016).

Proof of Result 2. Part (i) is straightforward and follows from identification of the functionals ν1, ν0

and νC, a direct consequence of identification of F1, F0 and FC. Part (ii) follows from the fact that

F1 (y) = E [E [1I{g1 (X, ε) ≤ y} | T = 1, X]]

=
E[E [1I{g0 (X, ε) ≤ y} | T = 1, X]

+E [1I{g1 (X, ε) ≤ y} − 1I{g0 (X, ε) ≤ y} | T = 1, X] ]

= FC (y) + F1−0 (y)

where
F1−0 (y) = E [E [1I{g1 (X, ε) ≤ y} − 1I{g0 (X, ε) ≤ y} | T = 1, X]]

thus, if g1 (·, ·) = g0 (·, ·), then for all y, F1−0 (y) = 0 and

ν1 = ν (F1) = ν (FC + F1−0) = ν (FC) = νC.

Part (iii) follows from a similar argument:

F0 (y) =
∫

Pr [Y0 ≤ y | T = 0, X = x] · dFX|T (x|0) · dx

=
∫

Pr [Y0 ≤ y | T = 0, X = x] · dFX|T (x|1) · dx

+
∫

Pr [Y0 ≤ y | T = 0, X = x] ·
(

dFX|T (x|0)− dFX|T (x|1)
)
· dx

= FC (y) + FΔ (y)

where
FΔ (y) =

∫
Pr [Y0 ≤ y | T = 0, X = x] · d

(
FX|T (x|0)− FX|T (x|1)

)
· dx

thus if FX|T (·|1) = FX|T (·|0), then for all x, FX|T (x|1) − FX|T (x|0) = 0 and therefore, for all y,
FΔ (y) = 0 and

ν0 = ν (F0) = ν (FC + FΔ) = ν (FC) = νC.
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Proof of Theorem A1. A proof of parts (i), (ii) and (iii) (b) can be found in Firpo and Pinto (2016).
A proof of part (iii) (a) can be found in Chen et al. (2008).
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Abstract: Conventional wisdom says that the middle classes in many developed countries have
recently suffered losses, in terms of both the share of the total population belonging to the middle
class, and also their share in total income. Here, distribution-free methods are developed for inference
on these shares, by means of deriving expressions for their asymptotic variances of sample estimates,
and the covariance of the estimates. Asymptotic inference can be undertaken based on asymptotic
normality. Bootstrap inference can be expected to be more reliable, and appropriate bootstrap
procedures are proposed. As an illustration, samples of individual earnings drawn from Canadian
census data are used to test various hypotheses about the middle-class shares, and confidence
intervals for them are computed. It is found that, for the earlier censuses, sample sizes are large
enough for asymptotic and bootstrap inference to be almost identical, but that, in the twenty-first
century, the bootstrap fails on account of a strange phenomenon whereby many presumably different
incomes in the data are rounded to one and the same value. Another difference between the centuries
is the appearance of heavy right-hand tails in the income distributions of both men and women.
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1. Introduction

There has been much discussion in many countries about the fate of the middle class, variously
defined. It appears clearly that middle classes in different developed countries have had rather
different experiences; in particular, the case of the USA, about which a lot has been written, for instance,
Heathcote et al. (2010), is in no way typical or representative. Canada shares a long border with the
USA, and has a culture more similar to the American one than any other country, but it maintains a
separate identity, and differs from the US markedly on matters of social security and immigration.
Nevertheless, a couple of decades ago, it was pointed out by Foster and Wolfson (2010) that, in both
countries, a decline of the middle class had led to a polarisation of the income distribution. In Canada
specifically, the situation is reviewed by Brzozowski et al. (2010), for inequality not only of income,
but also of wealth and consumption. For the USA, an early article by Wolfson (1994) discusses
polarisation, while Wolff (2013) describes the fate of the wealth of the middle class following the crisis
of 2008. Some recent trends in income inequality in different European regions have been analysed by
Castells-Quintana et al. (2015).

The study of income inequality, and its effects on growth, social stability, and many other features
of society, started more than half a century ago, with Kuznets (1955). A landmark contribution
to the measurement of income inequality was Atkinson (1970). A useful article is Cowell (1999),
which appears in the Handbook of Income Inequality Measurement, and contains many chapters
on different aspects of the topic, some purely theoretical, such as the seminal contributions of
Blackorby et al. (1999). An interesting recent paper, Ryu (2013), develops a sort of inverted Gini index
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that emphasises the distribution of the poor, and describes ways of estimating income distributions
based on the principle of maximum entropy.

The Canadian Liberal federal government elected in late 2015 has made a point of trying to
improve the lot of the Canadian middle class, claiming, no doubt with some justice, that the share of
the middle class, however defined, has declined over the last several decades, in terms of both the
share of the population belonging to the middle class, and also its share in total national income.

Beach (2016), in his presidential address to the Canadian Economics Association, drew a
wide-ranging portrait of the evolution of Canadian middle-class fortunes since the 1970s. His analysis
tries to understand the different mechanisms that have shaped the economic environment in which
this evolution has taken place. He provides abundant statistical information on earnings in Canada,
duly separating the two sexes in his analysis, given that their position in the labour market has changed
very considerably in the last fifty years.

The aim of this paper is to bring some formal statistical analysis to bear on the Canadian census
data. The work of Davidson and Duclos1, found in Davidson and Duclos (1997) and Davidson and
Duclos (2000), introduced a set of statistical procedures that permit distribution-free inference on
income data, many of which can be used directly for the analysis in this paper. Some extensions of
their methodology are developed here to deal with the specific problems addressed.

Formal analysis requires a formal definition of the middle class. An ideal definition would have to
be based on all sorts of socioeconomic characteristics of individuals and households, but such a thing is
well outside the scope of this paper. Instead, we consider definitions based solely on individual income.
Usually different segments of the income distribution are defined by use of quantiles, and income
data are sometimes grouped by deciles or vigintiles. Thus, a possible definition of the middle class
could be those households or individuals whose incomes lie between the second decile and the eighth.
Another approach would be to define the upper and lower bounds of middle-class incomes as multiples
of the mean or median income. However, given the stylised fact that the recent changes in income
inequality in most developed countries have favoured the rich and the super-rich, use of the mean as a
criterion for defining income classes is likely to distort inference. It is easy to see that a substantial
increase in the income of the upper 10% of the distribution, with no changes for the lower 90%, leads to
an increase in mean income and no change in the median. Similarly, quantile-based definitions of the
middle class are unaffected by an increase in the income of the rich and only the rich.

If the middle class is defined as the set of individuals with incomes between the p lo quantile of
the income distribution and the p hi quantile, where a possible choice might be p lo = 0.2 and p hi = 0.8,
it is not possible to measure changes in the population share of the middle class, because this share is
always just p hi − p lo. It remains possible to measure changes in the income share.

In the next section, distribution-free plug-in estimators are presented for the population and
income shares of the middle class, according to three different sorts of definition of the middle
class—based on the median income, based on the mean income, and based on quantiles of the income
distribution. These estimators are shown to be consistent and asymptotically normal, and feasible
estimators are given for the asymptotic variance. Then, in Section 3, the evolution over time of the
middle-class shares in Canada is analysed using census data from the 1971 census to that in 2006.
Section 4 concludes.

2. Asymptotic Analysis

We begin with a definition of the middle class as the section of the population with incomes
between a fraction a of median income and a multiple b of it. Typically, we might have a = 0.5 and
b = 1.5. It is desired to estimate the size of this section of the population, and also to estimate its share
in total income. Other definitions will be considered later.

1 Currently (December 2017) Minister of Families, Children and Social Development in the Canadian federal government.
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2.1. Definition in Terms of the Median

Let m denote median income. Then, the proportion of the population considered to be middle class
is F(bm)− F(am), where F is the cumulative distribution function (CDF) of income in the population.
To estimate this quantity based on a random sample of size N, it is necessary to have an estimate of F,
i.e., F̂, from which an estimate of m may be deduced, or else obtained directly using order statistics,
by use of the formula

m̂ =

{
y(n+1) if N = 2n + 1 (N odd)

(y(n) + y(n+1))/2 if N = 2n (N even)

The natural choice for F̂ is the empirical distribution function (EDF):

F̂(y) =
1
N

N

∑
i=1

I(yi ≤ y), (1)

where the yi are the incomes observed in the sample, and I is the indicator function, equal to 1 when its
argument is true, to 0 otherwise. If PS denotes the share of the middle class in the whole population,
then it can be estimated by

P̂S = F̂(bm̂)− F̂(am̂) (2)

The income share, i.e., IS, that accrues to the middle class is by definition given by

∫ bm

am
y dF(y)

divided by the mean income, denoted by μ, and equal to
∫ ∞

0 y dF(y). The plug-in estimator of μ is

μ̂ =
∫ ∞

0
y dF̂(y) =

1
N

N

∑
i=1

yi.

Consequently, a suitable estimate of IS is

ÎS ≡ 1
μ̂

∫ bm̂

am̂
y dF̂(y). (3)

For asymptotic statistical inference, we need estimates of the asymptotic covariance matrix of
(P̂S, ÎS). Consider first the asymptotic variance of P̂S, which is by definition the variance of the limit
in distribution as N → ∞ of N1/2(P̂S − PS). We have

P̂S − PS = F̂(bm̂)− F(bm)− (F̂(am̂)− F(am)
)
. (4)

Now

F̂(bm̂)− F(bm) =
∫ bm

0
d(F̂ − F)(y) +

∫ bm̂

bm
dF(y) +

∫ bm̂

bm
d(F̂ − F)(y).

The first two terms on the right-hand side are of order N−1/2 if, as we can reasonably assume,
things are regular enough for both (F̂ − F)(y) and m̂ − m to be of that order. The last term, on the other
hand, is of order N−1, and so can be dropped for the purposes of asymptotic analysis. The first term is

1
N

N

∑
i=1

[
I(yi ≤ bm)− F(bm)

]
, (5)
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and the second is
b f (bm)(m̂ − m) + O(N−1), (6)

where f = F′ is the density function. By the Bahadur (1966) almost-sure representation of quantiles,
we have

m̂ − m = − 1
N f (m)

N

∑
i=1

[
I(yi < m)− 1

2
]
+ O

(
N−3/4(log N)1/2(log log N)1/4). (7)

From (4), (5), (6), and (7), we conclude that

N1/2(P̂S − PS) = N−1/2
N

∑
i=1

{[
I(am ≤ yi ≤ bm)− (F(bm)− F(am)

)]
− b f (bm)− a f (am)

f (m)

[
I(yi < m)− 1

2

]}
+ op(1).

It is convenient to make the following definition:

ui = I(am < yi < bm)− b f (bm)− a f (am)

f (m)
I(yi < m). (8)

Since the yi are IID, as elements of a random sample, so are the ui, so that, to leading order
asymptotically,

N1/2(P̂S − PS) = N−1/2
N

∑
i=1

(
ui − E(U)

)
, (9)

where U denotes a random variable that has the distribution of which the ui are IID realisations.
We may therefore apply the central-limit theorem to show that N1/2(P̂S − PS) is asymptotically
normal, with expectation zero and variance equal to that of U. If we make the definition

ûi = I(am̂ < yi < bm̂)− b f̂ (bm̂)− a f̂ (am̂)

f̂ (m̂)
I(yi < m̂),

where the density estimate f̂ could be a kernel density estimate, we can estimate var(U) by

N−1
N

∑
i=1

û2
i −
[

N−1
N

∑
i=1

ûi

]2
.

We now turn to N1/2( ÎS − IS). From (3), we see that

ÎS − IS =
μ
∫ bm̂

am̂
y dF̂(y)− μ̂

∫ bm

am
y dF(y)

μμ̂
. (10)

The numerator is clearly of order N−1/2, while the denominator is Op(1), being equal to μ2 +

Op(N−1/2) To leading order, therefore, we can replace the denominator by its leading term, namely μ2.
Make the definition

μab =
∫ bm

am
y dF(y).

Now, by arguments like those used above for P̂S, we have to leading order that
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∫ bm̂

am̂
y dF̂(y) =

∫ bm

am
y dF̂(y) +

∫ am

am̂
y dF(y) +

∫ bm̂

bm
y dF(y)

=
∫ bm

am
y dF̂(y) + m

(
b2 f (bm)− a2 f (am)

)
(m̂ − m)

(11)

and ∫ bm

am
y dF̂(y) =

1
N

N

∑
i=1

[
yi I(am < yi < bm)

]
. (12)

Note that

μ̂ = μ +
1
N

N

∑
i=1

(yi − μ). (13)

If we make the definition

vi =
1

μ2

[
μyi I(am < yi < bm)− μabyi − μm

f (m)

(
b2 f (bm)− a2 f (am)

)
I(yi < m)

]
,

we see that, to leading order,

N1/2( ÎS − IS) = N−1/2
N

∑
i=1

(
vi − E(V)

)
, (14)

with V a random variable whose distribution is that of which the vi are IID realisations. We may once
more apply the central-limit theorem to conclude that N1/2( ÎS − IS) is asymptotically normal with
variance equal to that of V.

Define

v̂i =
1

μ̂2

[
μ̂ I(am̂ < yi < bm̂)− μ̂abyi − μ̂m̂

f̂ (m̂)

(
b2 f̂ (bm̂)− a2 f̂ (am̂)

)
I(yi < m̂)

]
where

μ̂ab = N−1
N

∑
i=1

yi I(am̂ < yi < bm̂).

It is then clear that we can estimate var(V) by

N−1
N

∑
i=1

v̂2
i −
[

N−1
N

∑
i=1

v̂i

]2
, (15)

and the covariance of U and V by

N−1
N

∑
i=1

ûi v̂i −
[

N−1
N

∑
i=1

ûi

][
N−1

N

∑
i=1

v̂i

]
. (16)

Remark 1. In some cases, the sample is not supposed to be completely random. Rather, observation i is associated
with a weight pi, defined such that ∑N

i=1 pi = N. In that case, the empirical distribution function in Equation (1)
should be replaced by

F̂(y) =
1
N

N

∑
i=1

piI(yi ≤ y). (17)

Similarly, the mean income should be defined as μ̂ = N−1 ∑N
i=1 piyi, the expectation of the EDF in

Equation (17), and term i in the sums (9) and (14) should be weighted by pi.
The use of non-uniform weights also has consequences for the bootstrap, as discussed later.
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2.2. Definition in Terms of the Mean

Although, for the current study, it is not very sensible to define the range of middle-class incomes
as delimited by multiples of the mean income, it may be useful in other circumstances to be able
to perform inference on shares thus defined. Let a and b, a < b define the middle class as those
individuals that have incomes between aμ and bμ. The population share is then

PS = F(bμ)− F(aμ), with P̂S = F̂(bμ̂)− F̂(aμ̂) = N−1
N

∑
i=1

I(aμ̂ < yi < bμ̂).

From this, we see that

P̂S − PS = F̂(bμ̂)− F(bμ)− (F̂(aμ̂)− F(aμ)
)
.

Now, as usual neglecting terms of order N−1, we see that

F̂(bμ̂)− F(bμ) =
∫ bμ

0 d(F̂ − F)(y) +
∫ bμ̂

bμ dF(y)
= N−1 ∑N

i=1
[
I(yi < bμ)− F(bμ)

]
+ b f (bμ)(μ̂ − μ)

= N−1 ∑N
i=1
[
I(yi < bμ) + b f (bμ)yi −

(
F(bμ) + b f (bμ)μ

)]
,

(18)

where f = F′ is the density, and the last equality makes use of (13). The terms in (18) clearly have
expectation zero.

It is straightforward now to see that, to leading order,

N1/2(P̂S − PS) = N−1/2
N

∑
i=1

(
ui − E(U)

)
,

with ui = I(aμ < yi < bμ) + yi
(
b f (bμ)− a f (aμ)

)
and U a random variable with the distribution of

which the ui are realisations. The asymptotic variance of N1/2(P̂S − PS) can therefore be estimated by

N−1
N

∑
i=1

û2
i −
[

N−1
N

∑
i=1

ûi

]2
,

where ûi = I(aμ̂ < yi < bμ̂) + yi
(
b f̂ (bμ̂)− a f̂ (aμ̂)

)
, with f̂ a kernel density estimator.

For the income share, we have

IS =
1
μ

∫ bμ

aμ
y dF(y) with ÎS =

1
μ̂

∫ bμ̂

aμ̂
y dF̂(y).

Analogously to (10), we have

ÎS − IS =

μ
∫ bμ̂

aμ̂
y dF̂(y)− μ̂

∫ bμ

aμ
y dF(y)

μμ̂
.

Now, as in (11) and (12), to leading order, we have

∫ bμ̂

aμ̂
y dF̂(y) =

[∫ bμ

aμ
+
∫ aμ

aμ̂
+
∫ bμ̂

bμ

]
y dF̂(y)

= N−1 ∑N
i=1 yi I(aμ < yi < bμ) + μ

(
b2 f (bμ)− a2 f (aμ)

)
(μ̂ − μ)

= N−1 ∑N
i=1

[
yi I(aμ < yi < bμ) + μ

(
b2 f (bμ)− a2 f (aμ)

)
(yi − μ)

]
Here, let us redefine μab as:
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μab =
∫ bμ

aμ
y dF(y).

Then,

N1/2( ÎS − IS) = N−1/2
N

∑
i=1

(
vi − E(V)

)
,

where

vi =
yi
μ2

[
μ I(aμ < yi < bμ) + μ2(b2 f (bμ)− a2 f (aμ)

)− μab

]
and

v̂i =
yi
μ̂2

[
μ̂ I(aμ̂ < yi < bμ̂) + μ̂2(b2 f̂ (bμ̂)− a2 f̂ (aμ̂)

)− μ̂ab

]
with obvious definitions of f̂ and μ̂ab. Except for notational changes, the estimates (15) and (16) hold
for this case as well.

2.3. Definition by Quantiles

Let the two proportions, p lo and p hi, with p lo < p hi, define the middle class as the set of
individuals whose incomes lie between the quantiles q lo and q hi, where F(q lo) = p lo and F(p hi) = q hi.
Then the share of the population that belongs to the middle class is fixed at p hi − p lo. The income
share is

IS =
1
μ

∫ q hi

q lo

y dF(y),

and it can be estimated by

ÎS =
1
μ̂

∫ ˆq hi

ˆq lo

y dF̂(y),

where ˆq lo and ˆq hi are the p lo and p hi quantiles of the EDF F̂.
By an asymptotic argument such as those used in the preceding subsection, it can be seen that

ÎS − IS =
1

μ2

[
μ
∫ ˆq hi

ˆq lo

y dF̂(y)− μ̂
∫ q hi

q lo

y dF(y)
]
+ Op(N−1). (19)

Neglecting terms of order N−1, we have

∫ ˆq hi

ˆq lo

y dF̂(y) =
∫ q hi

q lo

y dF̂(y) +
∫ q lo

ˆq lo

y dF̂(y) +
∫ ˆq hi

q hi

y dF̂(y)

= N−1
N

∑
i=1

yi I(q lo < yi < q hi)− q lo
(

p lo − F̂(q lo)
)
+ q hi

(
p hi − F̂(q hi)

)
= p hiq hi − p loq lo + N−1

N

∑
i=1

[
yi I(q lo < yi < q hi)− q hiI(yi < q hi) + q loI(yi < q lo)

]
.

Define
μlh =

∫ q hi

q lo

y dF(y).

Since

E
(
Y I(q lo < Y < q hi)

)
= μlh, E

(
I(Y < q lo)

)
= p lo, and E

(
I(Y < q hi)

)
= p hi,

where Y is a random variable that has the distribution of which the yi are realisations, it follows that

∫ ˆq hi

ˆq lo

y dF̂(y) = μlh + N−1
N

∑
i=1

(
wi − E(W)

)
,
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where
wi = yi I(q lo < yi < q hi)− q hiI(yi < q hi) + q loI(yi < q lo),

and W is a random variable that has the distribution of which the wi are realisations. From (19), it can
now be seen that

N1/2( ÎS − IS) = N−1/2
N

∑
i=1

(
vi − E(V)

)
,

where
vi =

wi
μ

− yiμlh
μ2 ,

the vi being realisations of the distribution of V.
The asymptotic variance of the asymptotically normal random variable N1/2( ÎS − IS) is therefore

equal to the variance of V. This variance can be estimated in a distribution-free manner by

N−1
N

∑
i=1

v̂2
i −
[

N−1
N

∑
i=1

v̂i
]2,

with
v̂i =

1
μ̂

{
yi I( ˆq lo < yi < ˆq hi)− ˆq hiI(yi < ˆq hi) + ˆq loI(yi < ˆq lo)

}− yiμ̂lh
μ̂2 .

2.4. Accuracy Measured by Simulation

Since everything in this section is asymptotic, it may be helpful to look briefly at evidence for
finite-sample behaviour as revealed by simulation. For the case in which middle class incomes are
defined as lying between specified multiples of the median income, random samples of different
numbers of observations were drawn from the lognormal distribution, with an underlying standard
normal distribution. The proportions a and b were set equal to 0.5 and 1.5, respectively. The values of
the mean, median, and the population and income shares can be computed analytically, and are:

m = 1, μ = 1.648721, PS = 0.413324, IS = 0.230863.

For each of 9999 samples, and for each sample size, n = 1, 012, 015, 011, 001, the estimates of
these four quantities were obtained. The variances of the estimates of the shares, and their covariance,
were estimated by the sample variances and covariance from the 9999 samples. These were compared
with the estimates of the asymptotic variances and covariances, averaged over the samples. For the
purposes of the comparison, the variances were multiplied by the sample size. Results are in Table 1.

With the middle class defined using the mean income, the proportions a and b were set to 0.4
and 1.6. The mean and median are as before, and the exact shares are

PS = 0.495379 and IS = 0.409690.

The results are in Table 2.
Finally, using quantiles, the results in Table 3 are for the middle class contained between the

0.2 quantile and the 0.8 quantile. (Recall that the population share is by definition always 0.8− 0.2 = 0.6.)
The variances and covariance estimates derived in this section are clearly asymptotically correct,

but are naturally not exact for finite n.
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Table 1. Comparison of finite-sample and asymptotic variance: median definition.

n var(P̂S) var( ÎS) cov(P̂S, ÎS)

Sample variances 101 0.239325 0.224096 0.176514
Averaged estimates 101 0.261119 0.218908 0.202878
Sample variances 201 0.244931 0.222913 0.180768
Averaged estimates 201 0.249148 0.207283 0.189229
Sample variances 501 0.245171 0.219862 0.180843
Averaged estimates 501 0.240752 0.200225 0.180011
Sample variances 1001 0.246202 0.218693 0.179762
Averaged estimates 1001 0.236738 0.197485 0.175393

Table 2. Comparison of finite-sample and asymptotic variance: mean definition.

n var(P̂S) var( ÎS) cov(P̂S, ÎS)

Sample variances 101 0.289240 0.270821 0.251248
Averaged estimates 101 0.269630 0.262705 0.236283
Sample variances 201 0.295019 0.270204 0.254169
Averaged estimates 201 0.268601 0.259170 0.234529
Sample variances 501 0.290917 0.268718 0.237937
Averaged estimates 501 0.273562 0.259882 0.251659
Sample variances 1001 0.292915 0.268624 0.251931
Averaged estimates 1001 0.279508 0.262628 0.242509

Table 3. Comparison of finite-sample and asymptotic variance: quantile definition.

n var( ÎS)

Sample variances 101 0.137487
Averaged estimates 101 0.124903
Sample variances 201 0.145837
Averaged estimates 201 0.137819
Sample variances 501 0.147931
Averaged estimates 501 0.149558
Sample variances 1001 0.149601
Averaged estimates 1001 0.154112

3. Inference

The results of the previous section allow us to construct asymptotic confidence intervals for the
population and income shares of the middle class, according to the different definitions considered.
However, because we can also construct asymptotically pivotal functions, it is possible to construct
bootstrap confidence intervals, and to perform bootstrap tests of specific hypotheses about these shares.

3.1. Data

The data used for the empirical analysis in this paper come from Canadian Census Public Use
Microdata Files (PUMF) for Individuals for 1971, 1981, 1991, 2001, and 2006. Beach (2016) used these
data, along with data from other sources, for his comprehensive account of the evolving fate of the
Canadian middle class. In the Census files, the term earnings refers to annual earnings in the full year
before the Census. Although the individuals of the samples provided for each of the census years
are not identified by name, for obvious reasons, they are characterised by age (or age group), sex,
and the number of weeks worked in the year. Income is split into wage income and income from
self-employment. In the census data from 1991 onwards, individuals are assigned weights in order
that the weighted sample should be more representative of the population than the unweighted one.
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However, the weights vary little in the samples, and, indeed, they are all identical in the 2006 data.
They are therefore not taken into account in the subsequent analysis.

It is of interest to compare formally the fates of men and women. Accordingly, for each census
year, two samples are treated separately, one with data on men, the other on women, only. In both
cases, individuals younger than 15 years of age are dropped from the sample, as well as individuals
who did not work in that year, or for whom the information on weeks worked is missing. In addition,
income from wages and salaries and income from self-employment are simply combined to yield the
income variable.

3.2. Confidence Intervals

The confidence intervals given in this section are either asymptotic, using the estimates of
asymptotic variances derived in the previous section, or bootstrap intervals, of the sort usually called
percentile-t, or bootstrap-t; see for instance DiCiccio and Efron (1996), Davison and Hinkley (1997),
and Hall (1992) for a discussion of the relative merits of different types of bootstrap confidence interval.

A bootstrap-t interval is constructed as follows using a resampling bootstrap. For a suitable
number B of bootstrap repetitions, a bootstrap sample is created by resampling from the original
sample. Let the parameter of interest be denoted by θ, its estimate from the original sample by θ̂,
and its standard error by σ̂θ . If the true, or population, value is θ0, an asymptotically pivotal quantity
is τ ≡ (θ̂ − θ0)/σ̂θ . A bootstrap sample yields a parameter estimate θ∗ and a standard error σ∗

θ . Then,
the bootstrap counterpart of τ is τ∗ ≡ (θ∗ − θ̂)/σ∗

θ , since θ̂ is the “true” parameter value for the
resampling bootstrap data-generating process (DGP).

If non-uniform weights are associated with the sample observations, then the reampling should
also be non-uniform, whereby observation i is resampled with probability pi/N, where pi is the weight
associated with the observation. This amounts to generating bootstrap samples from the weighted
EDF (17). Then, each bootstrap sample is to treated as though it were a genuinely random sample,
so that the weights do not appear in the estimation of the shares or in their standard errors. However,
since, in some of the samples analysed here, there are no weights, and, even if they are present, they are
very nearly, if not exactly, uniform, all of the empirical results are computed without use of weighting.

The distribution of τ∗ is estimated by the empirical distribution of its B realisations. For an
equal-tailed confidence interval of confidence level 1 − α, the α/2 and 1 − α/2 quantiles of the
distribution are estimated by the order statistics α(B + 1)/2 and (1 − α/2)(B + 1) of the realisations
of τ∗. Let these estimated quantiles be q∗α/2 and q∗1−α/2. The bootstrap-t confidence interval is then

[θ̂ − σ̂θq∗1−α/2, θ̂ − σ̂θq∗α/2].

This approach requires α(B + 1)/2 to be an integer; see, among many other references, Davidson
and MacKinnon (2006).

Tables 4–8 present point estimates as well as asymptotic and bootstrap confidence intervals,
at nominal confidence level of 95%, of the population and income shares, for the median-based
definition of the middle class in 1971, 1981, 1991, 2001, and 2006.

Table 4. Estimates and confidence intervals: 1971.

P̂S ÎS

Male point estimate 0.544 0.492
59,123 obs asymptotic interval [0.539, 0.549] [0.488, 0.496]
median $6000 bootstrap interval [0.540, 0.554] [0.487, 0.497]

Female point estimate 0.399 0.362
32,164 obs asymptotic interval [0.392, 0.407] [0.355, 0.369]
median $2900 bootstrap interval [0.392, 0.410] [0.353, 0.377]
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Table 5. Estimates and confidence intervals: 1981.

P̂S ÎS

Male point estimate 0.519 0.481
143,248 obs asymptotic interval [0.515, 0.522] [0.478, 0.484]
median $15,715 bootstrap interval [0.515, 0.522] [0.477, 0.485]

Female point estimate 0.390 0.335
101,619 obs asymptotic interval [0.386, 0.394] [0.331, 0.339]
median $7800 bootstrap interval [0.387, 0.393] [0.331, 0.339]

Table 6. Estimates and confidence intervals: 1991.

P̂S ÎS

Male point estimate 0.483 0.436
234,636 obs asymptotic interval [0.481, 0.486] [0.434, 0.438]
median $27,000 bootstrap interval [0.481, 0.486] [0.434, 0.439]

Female point estimate 0.390 0.318
196,143 obs asymptotic interval [0.386, 0.392] [0.316, 0.321]
median $15,139 bootstrap interval [0.385, 0.391] [0.314, 0.321]

Table 7. Estimates and confidence intervals: 2001.

P̂S ÎS

Male point estimate 0.437 0.364
227,828 obs asymptotic interval [0.435, 0.440] [0.363, 0.366]
median $31,700 bootstrap interval [0.429, 0.440] [0.354, 0.368]

Female point estimate 0.414 0.333
20,2491 obs asymptotic interval [0.411, 0.416] [0.330, 0.335]
median $20,000 bootstrap interval [0.411, 0.416] [0.330, 0.335]

Table 8. Estimates and confidence intervals: 2006.

P̂S ÎS

Male point estimate 0.418 0.302
238,356 obs asymptotic interval [0.416, 0.420] [0.300, 0.304]
median $35,000 bootstrap interval [0.400, 0.420] [0.282, 0.305]

Female point estimate 0.415 0.320
202,491 obs asymptotic interval [0.413, 0.417] [0.318, 0.322]
median $24,000 bootstrap interval [0.413, 0.445] [0.318, 0.355]

Remark 2. In many cases, the asymptotic and bootstrap intervals very nearly coincide. The bootstrap intervals
are a bit wider for 1971. For 2001 and 2006, however, the bootstrap population-share and income-share intervals
for males extend far to the left of the asymptotic ones. For females, the pattern is different. In 2001, the asymptotic
and bootstrap intervals are very close, but, in 2006, the bootstrap intervals extend far to the right of the
asymptotic ones.

The reason for these phenomena with the 2001 and 2006 data emerges from looking at the distributions of
the bootstrap statistics, of which kernel density plots in 2006 for males and for females are shown in Figures 1
and 2 respectively.

One might expect the plots to resemble roughly a plot of the standard normal density. This would be the case
if the long right-hand tail for men, and the long left-hand tail for women, each with a second mode, are neglected.
It is well known that the resampling bootstrap can give highly misleading results with heavy-tailed data; see for
instance Davidson (2012).
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By looking at kernel density plots in Figure 3 of the sample income distributions for men and women in
2006, one can see evidence of the heavy right-hand tails for both sexes.

Figure 1. Kernel density plots of bootstrap statistics: 2006 males.

Figure 2. Kernel density plots of bootstrap statistics: 2006 females.

Figure 3. Kernel density plots of income distributions in 2006.

In addition, for all of the twenty-first century data, there is clear evidence of top-coding, since,
in all cases, there are several observations equal to the largest income in the sample, while the next
highest income is much lower. For instance, in the 2006 male sample, out of the 238,356 observations,
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there are 121 equal to the highest income of $1,202,480, while the next highest income in the sample
is $872,522.

However, there is no reason to think that top-coding would have any effect on the estimated
population shares, since their exact values do not matter. They do, of course, for the income
shares, and so these are overestimated with top-coding. It turns out that the reason for the bimodal
distributions of the bootstrap statistics is quite unrelated to top-coding. A closer look at the data for
2006 shows that a phenomenon that we may call “heaping” occurs in the data. What this means is that,
for each recorded income, there are multiple instances, with comparatively large gaps between the
distinct recorded incomes. While there is some measure of a similar heaping in the twentieth-century
data, the phenomenon is much less marked. As an example, there is only one observation in the 1971
male data equal to the maximum value.

The consequences of this heaping are most salient with the 2006 data. For men, the median
income is $35,000, and there are no fewer than 3228 observations of incomes apparently exactly equal
to $35,000. The upper and lower limits for middle-class incomes that have been used in this study are
$52,500 and $17,500, respectively. There are no observations of incomes equal to either of these limits,
and this follows inevitably from the fact that all incomes no greater than $200,000 are recorded as exact
integer multiples of $1000.

The data for women present a different picture, because the limits of $12,000 and $36,000 are
integer multiples of $1000, and all incomes no greater than $100,000 are recorded as integer multiples
of $1000. The maximum income of $310,136 is assigned to 99 observations; the median of $24,000 to
3316 observations; the lower limit of $12,000 to 4282 observations; and the upper limit of $36,000 to
2694 observations. The second highest recorded income is $306,763.

What this has meant for the bootstrap is that, of the 999 bootstrap repetitions with the data
for men, all but 146 had a median of $35,000, the others having a median of $36,000. For the latter,
the limits for middle-class income were $18,000 and $54,000, and including the 2052 observations of
$54,000 in the numbers of the middle class greatly increases the population and income shares in those
bootstrap samples relative to the shares of the 853 samples with a median of $35,000. At the other
end, increasing the limit from $17,500 to $18,000 made no difference to the numbers, since there are no
observations recorded in the interior of the range of the increase.

A similar analysis can be conducted with the data for women, but the reason for the bimodal
distributions of the bootstrap statistics is clear: it arises on account of the data heaping. With the 2001
data, a bimodal distribution might have been expected, but all but five out of 999 bootstrap samples
had a median equal to that of the original data, and, as expected, the distribution of the bootstrap
statistics is unimodal in that case.

The data for years before 2001 have a much lesser amount of heaping and have unimodal bootstrap
distributions. This no doubt implies that the bootstrap results are credible, although this conclusion is
not of much worth since the bootstrap and asymptotic confidence intervals are nearly coincident.

3.3. Smoothing

An obvious remedy for the heaping in the later datasets is to smooth them. The smoothed sample
distribution may well be a better estimate of the population distribution than the heaped estimate, since
the heaping is manifestly an artefact of the way in which the datasets were constructed. As always
with smoothing, a troublesome question is the choice of bandwidth. Since the heaping occurs at
integer multiples of $1000, the bandwidth h should be of a comparable magnitude in order to avoid an
excessively discrete distribution. For h = 1000, the raw EDFs of the 2006 data for men and women
are plotted in Figure 4 along with the smoothed EDFs, for the range of incomes from half the median
to 1.5 times the median. The heaped nature of the data for both sexes is quite evident in the green,
unsmoothed, plots.
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The (cumulative) kernel used for smoothing was the integrated Epanechnikov kernel.
The smoothed estimate of the distribution is

Fsm(y) =
1
N

N

∑
i=1

K
(
h−1(yi − y)

)
, (20)

where h is the bandwidth, and the cumulative kernel K is defined as

K(z) = I
(|z| ≤ √

5
)( 3

4
√

5
(z − z3/15) +

1
2
)
+ I
(
z >

√
5
)
. (21)

where h is the bandwidth. Other choices of h greater than around 500 give qualitatively similar results.

(a) Males (b) Females

Figure 4. Smoothed (red) and unsmoothed (green) EDFs for 2006 data.

For bootstrapping, resampling from the unsmoothed EDF is replaced by resampling from
the smoothed EDF. Since the heaping phenomenon is banished by the smoothing, we can expect
dramatically different results, in particular, a unimodal distribution of the bootstrap statistics.
The CDF (20) describes a mixture distribution which assigns a weight of 1/N to the each of the
distributions characterised by the terms in the sum. It is easily checked that K in (21) is a valid CDF,
with support [−√

5,
√

5]. The term indexed by i in (20) has support [yi − h
√

5, yi + h
√

5].
To draw from the distribution (21), one starts from a uniform variate p from the U(0,1) distribution,

and the draw is then K−1(p). The analytic form of K−1 is not, I think, well known, and so I give it here
for reference. It is2

K−1(p) = 2
√

5 cos
(1

3
(
2π − cos−1(1 − 2p)

))
.

Thus, to draw from distribution (20), one may first draw the index i from the uniform distribution
on {1, 2, . . . , N}, then draw p from U(0,1), and get the draw

y∗ = yi + hK−1(p).

The effect is to resample from the unsmoothed distribution and then add some smoothing “noise”
from the Epanechnikov distribution.

2 It can be found, in a somewhat different version, in the documentation of the epandist package for R.
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Although the smoothing preserves the mean of the distribution, it does not preserve the median,
nor the population or income shares. If we accept the argument that the smoothed CDF is a better
estimate of the true distribution than the unsmoothed one, then the smoothed median, and the shares
in the smoothed distribution are also better estimators. In addition, the smoothed shares are the “true”
values for the bootstrap DGP, and so the bootstrap statistics should test the hypothesis that they are
true, not the hypothesis that the unsmoothed shares are true.

With the 2006 data for men, the new estimates of the shares are 0.421 for the population and 0.307
for income, slightly higher than the estimates from the raw data. The bootstrap confidence intervals
are, for the population share, [0.419, 0.423] and, for the income share, [0.305, 0.310]. They are of roughly
the same width as the asymptotic intervals.

With the data for women, the new share estimates are 0.393 and 0.298, substantially lower than
the unsmoothed estimates, and the confidence interval for the population share is [0.390, 0.395], and,
for the income share [0.295, 0.301]. Unsurprisingly, the smoothed share estimates are roughly in the
middle of the respective intervals.

In Figures 5 (men) and 6 (women), kernel density plots are shown for the distribution of the
bootstrap statistics. There is no trace of bimodality, and so it seems that smoothing has indeed corrected
the heaping problem.

(a) Population share (b) Income share

Figure 5. Kernel density plots of smoothed bootstrap statistics: 2006 males.

(a) Population share (b) Income share

Figure 6. Kernel density plots of smoothed bootstrap statistics: 2006 females.
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3.4. Hypothesis Tests

In this section, the results of testing various hypotheses are found. All of the test statistics
are asymptotic, as we have seen that when bootstrap inference differs greatly from asymptotic,
the unsmoothed bootstrap, at least, is likely to be unreliable.

First are tests of hypotheses that the population and income shares for each sex did not change
from one census until the next one. For instance, can one reject the hypothesis that the population
share of the male middle class did not change from 1981 to 1991? Next are tests of hypotheses that the
shares of men and women are the same in each census. For instance, can one reject the hypothesis that
the income shares of men and women were the same in 2001?

The test results are expressed as asymptotic t statistics, rather than asymptotic p values, since
in most cases the hypothesis is rejected strongly, and a p value very close to zero does not let one
judge just how strong the rejection is. However, in some cases, the hypotheses are not rejected, and in
some other cases, the sign of the statistic differs from the signs of the other statistics for the same sort
of hypothesis.

For the first group of tests, the results of which are found in Table 9, the sign of the statistic is
positive if the decline in a share from the earlier to the later census is positive. A negative statistic
indicates that the estimated share rose between the two censuses.

Table 9. t statistics for hypothesis of no change in share between consecutive censuses.

Period PS (Men) PS (Women) IS (Men) IS (Women)

1971–1981 8.571726 2.299586 4.740735 6.571228
1981–1991 16.702812 0.311744 26.933620 6.875789
1991–2001 26.128047 −12.835861 53.350095 −7.954860
2001–2006 11.322294 −0.752581 43.943449 7.824492

Remark 3. All but two hypotheses of no change between two censuses are strongly rejected. The two exceptions
concern the female population share, which did not change significantly either between 1981 and 1991 or between
2001 and 2006. There are two significantly positive increases, for the female population and income shares from
1991 to 2001.

In Table 10 are found the statistics for testing the hypothesis that the share of men and women is
the same for a given census. A positive statistic means that the estimated male share is greater than
the female.

Table 10. t statistics for hypothesis of equal shares for men and women.

Census PS IS

1971 32.526094 32.306558
1981 49.137099 60.112426
1991 50.265363 69.768414
2001 12.902812 20.345573
2006 7.824492 −12.143588

4. Conclusions

The main contribution of this paper is probably the theoretical part. The empirical results are
not really surprising, although they do document clearly how the population and income shares of
the male middle class have fallen over the period since 1970. In addition, one sees the results of the
considerable increase in female labour market participation. Although the bootstrap has not shown
itself especially useful for formal inference, the evolution over time of the distribution of the bootstrap
statistics shows very clearly the increasing polarisation of Canadian society, with the growth of a heavy
right-hand tail in the income distributions of both men and women.

123



Econometrics 2018, 6, 14

The main obstacle to inference, whether asymptotic or bootstrap, with the twenty-first century
data has been seen to be the problem of heaping, or excessively rounding, the data. The smoothing
technique proposed here appears to lead to more reliable inference, but truly reliable inference would
need better data.
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Abstract: In this paper, we study the finite sample accuracy of confidence intervals for index
functional built via parametric bootstrap, in the case of inequality indices. To estimate the parameters
of the assumed parametric data generating distribution, we propose a Generalized Method of
Moment estimator that targets the quantity of interest, namely the considered inequality index.
Its primary advantage is that the scale parameter does not need to be estimated to perform parametric
bootstrap, since inequality measures are scale invariant. The very good finite sample coverages that
are found in a simulation study suggest that this feature provides an advantage over the parametric
bootstrap using the maximum likelihood estimator. We also find that overall, a parametric bootstrap
provides more accurate inference than its non or semi-parametric counterparts, especially for heavy
tailed income distributions.
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1. Introduction

In this paper, we consider the problem of inference for an index functional T, i.e., quantities of
interest that can be written as a function of the data generating model. Given a sample xi, i = 1, . . . , n
and an associated distribution F such that one can assume that Xi ∼ F, i = 1, . . . , n, we are interested in
computing confidence intervals or proceeding with hypothesis testing for T(F). For that, there exists
many different approaches that are based on either T(F(n)) or T(Fθ), where F(n) is the empirical
distribution (hence leading to a nonparametric approach) and Fθ , θ ∈ Θ ⊂ �p is a parametric model
for which θ needs to be estimated from the sample (hence leading to a parametric approach).

As a leading example, we consider T to be an inequality index and F an income distribution.
Inequality indices are welfare indices which can be very generally written in the following
quasi-additively decomposable form (see Cowell and Victoria-Feser (2002, 2003) for the original
formal setting)

WQAD(F) =
∫

ϕ (x, μ(F)) dF(x), (1)

where ϕ is piecewise differentiable in �. The generalized entropy family of inequality indices given by

Iξ
GE(F) =

1
ξ2 − ξ

[∫ [ x
μ(F)

]ξ

dF(x)− 1

]
, (2)
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is obviously obtained by setting

ϕ (x, μ(F)) =
1

ξ2 − ξ

[[
x

μ(F)

]ξ

− 1

]
. (3)

For example, the cases ξ = 0 and ξ = 1 are given by

I0
GE(F) = −

∫
log
(

x
μ(F)

)
dF(x),

I1
GE(F) =

∫ x
μ(F)

log
(

x
μ(F)

)
dF(x), (4)

with I0
GE(F) being the Mean Logarithmic Deviation (see Cowell and Flachaire 2015) and I1

GE(F) being
the Theil index. A notable exception to the class in (1) is the Gini coefficient which can be expressed in
several forms, such as

IGini(F) = 1 − 2
∫ 1

0

C(F; q)
μ(F)

dq, (5)

with C(F; q) =
∫ F−1(q) xdF(x), the cumulative income functional. Inference on T(F) can be done in

several manners:

1. The (nonparametric) bootstrap is a distribution-free approach that allows to derive the sample
distribution of T(F(n)) from which quantiles (for confidence intervals) and variance (for testing)
can be estimated; for application to inequality indices, see e.g., Mills and Zandvakili (1997) and
Biewen (2002).

2. Another distribution-free approach consists in deriving the asymptotic variance of the index
using the Influence Function (IF) of Hampel (1974) (see also Hampel et al. 1986) as is done in
Cowell and Victoria-Feser (2003) (for different types of data features such as censoring and
truncating) and estimate it directly from the sample (see also Victoria-Feser 1999; Cowell and
Flachaire 2015).

3. A parametric (and asymptotic) approach, given a chosen parametric model Fθ for the data
generating model, consists in first consistently estimating θ, say θ̂, then considering its asymptotic
properties such as its variance var(θ̂) and derive the corresponding asymptotic variance of T(Fθ̂)

using e.g., the delta method (based on a first order Taylor series expansion).
4. A parametric (finite sample) approach, given a chosen parametric model Fθ for the data generating

model, consists in first consistently estimating θ, say θ̂, then using parametric bootstrap to derive
the sample distribution of T(Fθ̂) from which quantiles (for confidence intervals) and variance
(for testing) can be estimated.

5. Refinements and combinations of these approaches.

While most would agree that the fully parametric and asymptotic approach based on the delta
method cannot provide as accurate inference as the other methods, it is not clear that avoiding the
specification of a parametric model is the way to go. Indeed, for example, Cowell and Flachaire (2015)
notice that nonparametric bootstrap inference on inequality indices is sensitive to the exact nature of
the upper tail of the income distribution, in that bootstrap inference is expected to perform
reasonably well in moderate and large samples, unless the tails are quite heavy. Similar conclusions
are also drawn in Davidson and Flachaire (2007); Cowell and Flachaire (2007); Davidson (2009);
Davidson (2010) and Davidson (2012). This has for example motivated Schluter and van Garderen (2009)
and Schluter (2012), using the results of Hall (1992), to propose normalizing transformations of
inequality measures using Edgeworth expansions, to adjust asymptotic Gaussian approximations.

Alternatively, Davidson and Flachaire (2007) and Cowell and Flachaire (2007) consider a
semi-parametric bootstrap, where bootstrap samples are generated from a distribution which
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combines a parametric estimate of the upper tail, namely the Pareto distribution, with a nonparametric
estimate the other part of the distribution. We note that modelling the upper tail with a parametric
model is common in instances were not only the interest lies in the upper tail itself but also
where the data are sparse. For example, in finance, determination of the value at risk or expected
shortfall is central to portfolio management, and in insurance, it is important to estimate probabilities
associated with given levels of losses. A critical challenge is then to select the threshold from which the
upper tail is modelled parametrically (see for example Danielsson et al. 2001; Guillou and Hall 2001;
Beirlant et al. 2002; Dupuis and Victoria-Feser 2006 and the references therein).

Cowell and Flachaire (2015) propose to use a another type of semi-parametric approach by which a
mixture of lognormal distributions is first considered and then data are generated from the estimated
mixture. A mixture of lognormal distributions to model the data can be thought of as a compromise
between fully parametric and nonparametric estimation. The use of mixtures for income distribution
estimation can be found for example in Flachaire and Nuñez (2007) and the references in Cowell and
Flachaire (2015).

Through a simulation study, Cowell and Flachaire (2015), Table 7, compare the actual coverage
probabilities of 95% confidence intervals for the Theil index, using, as data generating models,
the lognormal distribution and the Singh-Maddala (SM) distribution (Singh and Maddala 1976),
with varying parameters to increase the heaviness of the tail. The different methods cited above are
compared. Cowell and Flachaire (2015) conclude that, in the presence of very heavy-tailed distributions,
even if significant improvements can be obtained on the fully asymptotic and the standard bootstrap
methods, none of the alternative methods provides very good results overall.

Moreover, Cowell and Flachaire (2015) do not consider a parametric bootstrap and this has
motivated the present paper. Namely, we study the behaviour of coverage probabilities associate to
the index functional T(F) using a parametric bootstrap based on samples generated from Fθ̂

(i.e., Approach 4). A parametric model introduces a form of smoothness into the inferential procedure
which can lead to more accurate inference. This is for example a fundamental argument for modelling
the upper tail with a Pareto distribution. Specifying a parametric distribution for the data generating
process can be considered as an additional risk of introducing “error” in the inferential procedure.
With income distributions, common wisdom however suggests that some parametric models are
sufficiently flexible to encompass most of the data generating processes observed with real data.
For example, the four parameters generalized beta distribution of second kind (GB2) proposed by
(McDonald 1984), which encompasses the generalized gamma, the Singh-Maddala and Dagum
distribution (Dagum 1977) (see also McDonald and Xu 1995), can be considered as sufficiently general to
model income data. If this is not the case, then one would wonder if the lack of flexibility of a
general four parameter model is not due to a spurious amount of observations, and hence consider a
robust estimation approach as proposed and motivated in Cowell and Victoria-Feser (1996), see also
(Cowell and Victoria-Feser 2000).

In this paper, as an alternative to the classical Maximum Likelihood Estimator (MLE), we propose a
Target Matching Estimator (TME), a member of the class of Generalized Method of Moments (GMM)
estimators (Hansen 1982), where one of the “moments” is the targeted inequality index T. It has
the advantage that for inference on T, the scale parameter does not need to be estimated (and hence
can be set to an arbitrary value), so that the estimation exercise is simpler in that the optimization
is performed in a smaller dimension. We derive its asymptotic properties and compare them to the
MLE when targeting T(Fθ). As illustrated in a simulation study, it turns out that the finite sample
coverage probabilities obtained from a parametric bootstrap based on this alternative estimator
are far more accurate than the ones computed with other methods, especially with heavy tailed
income distributions.
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2. A Target Matching Estimator

Recall that we are interested in making inference on an inequality index T and we assume that
the sample data are generated from a (sufficiently general) parametric mode Fθ , θ ∈ Θ ⊂ �p. We let
ν = (T, S1, . . . , Sq−1)

′ be a vector of statistics of length q, where the first element is the statistic of
interest and the remaining q − 1 elements are additional statistics. We denote by ν̂ the sample vector of
statistics and by νn(θ) its expectation at the model Fθ , for a fixed sample size n. Assuming that the
mapping θ �→ νn(θ) is bijective, a GMM estimator can be defined as

θ̂ = argmin
θ∈Θ

∥∥ν̂ − νn(θ)
∥∥2

Ω (6)

where Ω is positive definite q × q matrix of weights, possibly estimated from the sample (in that case
one assumes that it converges to a non-stochastic quantity), used to adjust the statistical efficiency of θ̂.
If νn(θ) cannot be obtained in an analytically tractable form, one can use instead ν(θ) = limn→∞ νn(θ),
or alternatively, use Monte Carlo simulations to approximate νn(θ), leading to a Simulated Method of
Moments (SMM) estimator (McFadden 1989) given by

θ̂ = argmin
θ∈Θ

∥∥ν̂ − ν̄n(θ)
∥∥2

Ω (7)

where ν̄n(θ) = 1
B ∑B

b=1 ν̂b and ν̂b = ν̂b(Fθ) is the b-th vector of statistics obtained on pseudo-values
simulated from Fθ . If the number of simulation B is infinite, then the estimators in (6) and (7) are
equivalent, otherwise the latter is (asymptotically) less efficient.

It is computationally advantageous to have an analytic expression for ν(θ) and thus prefer this
approximation over ν̄n(θ). However, in finite samples, the bias on θ̂ using ν(θ) may be more important
than the one resulting from using ν̄n(θ) (see Guerrier et al. 2018). An other approach, considered
for example by Arvanitis and Demos (2015), is to directly approximate νn(θ) with expansions on
analytical functions.

Given that the interest here is to make inference about a functional T, one also needs to consider a
suitable choice for the (additional) statistics in ν. Obviously one needs to choose a number of
statistics at least as large as the number of parameter in the assumed model, i.e., q ≥ p. If these
statistics are sufficient, then q = p. Moreover, T may depend only on qs < p of the elements of θ,
and for this purpose, the whole estimation of θ maybe an unnecessary burden. Let θ = (θs ′, θc ′)′

where θs, of dimension qs ≥ 1 is the vector of parameters that (uniquely) determines T whereas θc,
of dimension qc, is the vector of “nuisance parameters” that do not influence T. Then, instead of
solving (6) or (7), we propose to consider a Target Matching Estimator (TME) defined as

θ̂s = argmin
θs∈Θs⊂�qs

∥∥ν̂s − ν(θs)
∥∥2

Σ . (8)

It is known that in an homogeneous system the asymptotic covariance of θ̂s is not influenced by the
weighting matrix Σ (supposedly independent from θ) as long as Σ is a positive-definite matrix. Since
we consider the case when the dimension of the statistics and the parameters of interest are the same,
i.e., dim(ν) = dim(θs) = qs, taking the identity matrix for Σ, and assuming that the minimum of the
quadratic function is attained in the interior of the parameter space Θs, we then have that (8) can be
equivalently written as

θ̂s = argzero
θs∈Θs⊂�qs

[ν̂s − ν(θs)] .

The generalized entropy family of measures and the Gini index are scale invariant whereas
the models Fθ usually suggested in the literature (Kleiber and Kotz 2003) are parametrised with a
scale component. Indeed, let δ, an element of θ, denote the scale parameter, then with the linear
property of the expectation, Iξ

GE(F) in (2) is invariant to any transformation δX. The same statement is
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true for the Gini coefficient. This is not surprising as scale-invariance is indeed one of the required
property of inequality indices. We hence have (∂/∂δ)T(Fθ) = 0, so that θs is θ without the scale
parameter δ. Note that (∂/∂δ)T(Fθ) = 0 may be useful in situations where the analytical form of T(Fθ)

is not available.
More generally, suppose we are in the situation where T is such that (∂/∂θc)T(Fθ) = 0 and

(∂/∂θs)T(Fθ) 	= 0. Also suppose that the statistics S1, . . . , Sq−1 are chosen such that (∂/∂θc)Sj(Fθ) = 0
and (∂/∂θs)Sj(Fθ) 	= 0, j = 1, . . . , q − 1, q = p, then (8) provides a suitable estimator for inference on T.
For scale invariant inequality measures T, any statistics of the form

Sk(x) =
1
n

n

∑
i=1

(
xi
μ̂

)k
, k ∈ �, μ̂ =

1
n

n

∑
i=1

xi, (9)

is also scale-invariant. This is also true with a logarithmic transformation as

Ul(x) =
1
n

n

∑
i=1

(log(xi)− m̂)l , l ∈ �, m̂ =
1
n

n

∑
i=1

log(xi). (10)

Finally, for the choice of Fθ , one can consider the GB2 (see Section 4) which is sufficiently general to
encompass real data situations with income data (Bandourian et al. 2002). Alternatively, as suggested
for example in Cowell and Flachaire (2015), one can also consider the SM distribution.

In the simulation Section 4 we propose suitable statistics ν that are used in (8). Given these
statistics ν and an assumed data generating model Fθ , inference about T, using the parametric bootstrap,
is obtained using Algorithm 1.

Algorithm 1: TME-percentile confidence interval
Input : A given function νs; its sample version ν̂s; number of iteration B; a confidence level

1 − α.
Output : An interval: [H(n)

T (α/2), H(n)
T (1 − α/2)], where H(n)

T (α) = inf{t : F(n)
T (t) ≥ α}, F(n)

T
is the empirical distribution function of T, with realizations T1, . . . , TB.

Compute θ̂s = argminθs ‖ν̂s − ν(θs)‖2.
Fix θc to an arbitrary value in Θc.
for b ← 1 to B do

Draw a sample X(b) ∼ Fθ=(θ̂s ,θc).

Compute Tb on X(b).
end

Compute the percentiles H(n)
T (α/2), H(n)

T (1 − α/2) on the values T1, . . . , TB.

Note that if ν̄(θs) is used instead of ν(θs) in (8), the last step of the optimization leading to θ̂s

readily delivers (T1, . . . , TB).

3. Asymptotic Properties

We now look at the asymptotic distribution of the TME in (8). Since θc is fixed but θs is estimated
by matching some statistics ν, a crucial question is on whether θ̂s is more efficient than say θ̂s

MLE,
the estimator that we would have obtained by the MLE on the whole vector θ. In order to answer
this question consider a setting in which the regular conditions for the MLE θ̂MLE to be square root-n
consistent are met. In this case, we let I denotes the Fisher information matrix evaluated at the point
θ0 ∈ Θ, we have

n1/2 (θ̂MLE − θ0
)
� N

(
0, I−1

)
.
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This setting is clearly not the weakest possible in theory for our analysis and may be further
relaxed. We do not attempt to pursue the weakest possible conditions to avoid overly technical
treatments in establishing the theoretical result given in this section.

Theorem 1. Let Θs ⊂ �qs be compact. Suppose that the point θs
0 is in the interior of Θs. Suppose that ν(θs

0) is
the expectation of ν̂s when n is large. If n1/2 (ν̂s − ν(θs

0)
)

satisfies a central limit theorem with covariance
matrix Ξ, the mapping θ �→ ν is bijective, continuously once differentiable in an open neighborhood of the point
θs

0 ∈ Θs and the derivative ν̇ is nonsingular at the point θs
0, then

n1/2ν̇(θs
0)
(
θ̂s − θs

0
)
� N (0, Ξ) .

The proof is provided in the Appendix A.
Compared to the MLE, the additional condition that the statistics ν̂s satisfy a central limit

theorem is mild and generally met in practice for sample moments and the inequality indices
considered here. The results on the delta method and the continuous mapping theorem of
Phillips (2012) may be employed to refine Theorem 1 to the case where the known function ν is
replaced by the function evaluated by simulation ν̄n.

The asymptotic covariance matrix of θ̂s, given in Theorem 1 by [ν̇(θs
0)

′]−1Ξν̇(θs
0)

−1,
is proportional to the inverse of the derivative of the expectation of the statistics with respect to θ and
the asymptotic covariance matrix of the statistics. The choice of statistics should then be guided by
their sensitivity to θ and their variability at the model. The same argument is found in Heggland and
Frigessi (2004).

If the statistics ν are sufficient, then the asymptotic covariance matrix of θ̂s is equivalent to the
asymptotic covariance matrix of the MLE conditionally on θ̂c

MLE fixed. From the properties of the
normal distribution, we have asymptotically that

n1/2 (θ̂s
MLE − θs

0
) ∣∣∣ (θ̂c

MLE = θc
0
)
� N (0, Vss) ,

where Vss = I−1
ss − [I−1]scIcc[I−1]cs, Iss denotes the partition of I corresponding to θs, Icc for θc and

[I−1]sc for the covariances between θ̂s
MLE and θ̂c

MLE. Thus, the estimator θ̂s obtained from (8) has a
smaller variance than the unconditional MLE by a factor [I−1]scIcc[I−1]cs ≥ 0. In particular, this gain
could by substantial if θ̂c has a large variance. On the other hand, the gain would be null if θ̂s and θ̂c

are independent as their covariances [I−1]sc = [I−1]′cs = 0.
Choosing “good” statistics ν̂s remains a difficult task: sufficient statistics with appropriate data

reduction and with the property of being independent (asymptotically) from θc may be hard to find.
Heggland and Frigessi (2004) suggest a graphical procedure based on simulation to find statistics
“sensitive enough” to the parameter of interest. In a similar context, Gallant and Tauchen (1996)
propose to use the likelihood score function of a model “close” to the one of interest as statistics.
In the present context, it could be a probability model parametrised by θs only. There are however no
guarantee that such a model exists, and if it does, it might be not unique.

4. Simulation Study

We consider here two parametric distributions, namely the four parameters GB2 and the three
parameters SM distributions. We compare the coverage probabilities provided by the parametric
bootstrap using on the one hand the MLE and on the other hand the TME approach presented in
Section 2 (using Algorithm 1) to the nonparametric bootstrap for the GB2. We also compare the coverage
probabilities assuming a SM data generating process, to a variance stabilizing transform of the index
proposed by Schluter (2012) (Varstab), the semi-parametric approach of Davidson and Flachaire (2007)
and Cowell and Flachaire (2007) (Semip) and when mixtures of lognormal distributions are used to fit
the density as proposed in Cowell and Flachaire (2015).
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The GB2 has density function

fθ(x) =
axap−1

bapB(p, q)(1 + (x/b)a)p+q , x, a, b, p, q > 0, (11)

where B is the beta function, b is the scale parameter, a, p and q are shape parameters. Note that
here we consider a to be positive, yet, the distribution of the inverse may be obtained by allowing a
to be negative (McDonald and Xu 1995). Suppose we are interested in the Theil index defined in (4),
the population index, with θ = (a, b, p, q)′, is given by

T(Fθ) = log(Γ(p)) + log(Γ(q))− log
(

Γ
(

aq − 1
a

))
− log

(
Γ
(

ap + 1
a

))
+

1
a

[
ψ

(
ap + 1

a

)
− ψ

(
aq − 1

a

)]
,

where Γ is the gamma function and ψ is the digamma function. Clearly the Theil index is scale
invariant, so that we set θs = (a, p, q)′ and θc = b.

The population values of the statistics Sk in (9) are given by

Sk(Fθ) =
[Γ(p)Γ(q)]k−1 Γ

(
aq−k

a

)
Γ
(

ap+k
a

)
[
Γ
(

aq−1
a

)
Γ
(

ap+1
a

)]k , k ∈ �,

and the ones for Ul in (10), for l = 2, 3, are given by

U2(Fθ) =
ψ(1)(p) + ψ(1)(q)

a2 ,

U3(Fθ) =
ψ(2)(p)− ψ(2)(q)

a3 ,

where ψ(m) is the polygamma function, i.e., the m-th derivative of the digamma function ψ.
As is done in Cowell and Flachaire (2015), we consider the SM distribution with density

fθ(x) =
aqxa−1

ba(1 + (x/b)a)1+q , x, a, b, q > 0, (12)

and corresponding population statistics T, Sk and Ul , l = 2, 3, given by

T(Fθ) = 1 + log(Γ(q))− log
(

Γ
(

aq − 1
a

))
− log

(
Γ
(

a + 1
a

))
+

1
a

[
ψ

(
1
a

)
− ψ

(
aq − 1

a

)]
,

Sk(Fθ) =
akΓ(q)k−1Γ

(
aq−k

a

)
Γ
(

k+a
a

)
Γ
(

1
a

)
Γ
(

aq−1
a

) , k ∈ �,

U2(Fθ) =
π2 + 6ψ(1)(q)

6a2 ,

U3(Fθ) =
−ψ(2)(q)− 2ζ(3)

a3 ,

where ζ(3) is the Apéry’s constant.
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Under the GB2, for generating the data, we set θs = (a = 3, p = 3.5, q = 0.8)′, θc = (b = 10)
and n = 250, 500, 1000. For the TME, we choose the vector of statistics to be ν = [T(x), U2(x), U3(x)]′

with T(x) the Theil index and Uj(x), j = 2, 3 given in (10). We fix the value of the scale parameter to
the arbitrary value of one (b = 1) in Algorithm 1. We repeat the experiment 104 times and set the
number of bootstrap replicates to B = 103.

To solve for θ̂s in (8) or for the MLE, we use the classical quasi-Newton optimization algorithm
with starting values obtained from the differential evolution heuristic (Storn and Price 1997), in order to
mimic a real situation in which the true parameter’s values are unknown.

In Table 1, we report the performances of the three approaches with respect to a nominal
confidence level of 95% for the three sample sizes. As already shown in the literature (see e.g.,
Cowell and Flachaire 2015), we find poor performance for the nonparametric bootstrap (Boot), far
from the nominal confidence level. The parametric bootstrap using the MLE provides reasonable
finite sample coverage that are nevertheless conservatives. On the other hand, the performance of
parametric bootstrap using the TME is overall satisfactory, with enhanced performance when sample
size increases.

Table 1. Finite sample coverage probability with respect to a nominal confidence level (two-sided) of
95% for the Theil Index. Data are simulated under the GB2 with θs = (a = 3, p = 3.5, q = 0.8)′,
θc = (b = 10). ν = [T(x), U2(x), U3(x)]′ with T(x) the Theil index. In Algorithm 1, b = 1.
The experiment is repeated 104 times and B = 103.

Sample Size Boot MLE TME

n = 250 0.708 0.962 0.927
n = 500 0.753 0.978 0.942
n = 1000 0.790 0.990 0.949

In Table 2, we replicate the simulation study in (Cowell and Flachaire 2015, Table 6.6), and report
the values for Varstab, Semip and Mixture. We have θs = (a = 2.8, q)′, θc = (b = 0.193) and set
ν = [T(x), U2(x)]′ with T(x) the Theil index and U2(x) given in (10). We fix the value of the scale
parameter to the arbitrary value of one (b = 1) in Algorithm 1. We repeat the experiment 104 times and
set the number of bootstrap replicates to B = 103. The results reported in Table 2 are also presented
graphically in Figure 1. Both parametric approaches present finite sample coverage probabilities that
are far more accurate than the other approaches, especially in the heavy tail case. As with the GB2,
the parametric bootstrap based on the MLE tends to provide conservative coverage probabilities.

Table 2. Finite sample coverage probability with respect to a nominal confidence level (two-sided) of
95% for the Theil Index. The values for Varstab, Semip and Mixture are directly reported from (Cowell
and Flachaire 2015, Table 6.6). Data are simulated under the Singh-Madalla with n = 500, θs = (a =

2.8, q), θc = (b = 0.193). The parameter q accounts for the shape of the upper tail of the distribution,
the smaller the heavier the tail. ν = [T(x), U2(x)]′ with T(x) the Theil index. In Algorithm 1, b = 1.
The experiment is repeated 104 times and B = 103.

Singh-Madalla Varstab Semip Mixture Boot MLE TME

q = 1.7 0.933 0.926 0.928 0.912 0.962 0.952
q = 1.2 0.899 0.905 0.912 0.859 0.979 0.957
q = 0.7 0.796 0.871 0.789 0.637 0.994 0.939
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Figure 1. Illustration of the coverage probabilities obtained over 10,000 Monte Carlo experiments for
the GB2 (a) (see Table 1) and the Singh-Madalla (b) (see Table 2). Each color represents a different
method. The shade area around each line is the 99.9% asymptotic confidence interval for proportion.
The black line is the nominal confidence level of 95%.

5. Conclusions

In this paper, we study the finite sample accuracy of confidence intervals built via parametric
bootstrap. We also propose a GMM estimator, the TME, that targets the quantity of interest, namely
the considered inequality index. Its primary advantage is that the scale parameter of the assumed
parametric model does not need to be estimated to perform parametric bootstrap, since inequality
measures are scale invariant. The theoretical result and the simulation study suggest that this feature
provides an advantage over the parametric bootstrap using the MLE and also over other established
simulation-based inferential methods.

As noted by an anonymous referee, an important point that has not been directly assessed is the
specification robustness, i.e., the properties of the proposed method when the assumed general model
is not the exact one. This point deserves more (formal) investigation that we leave for further research.

On the more practical side, although this study is limited to two income distributions and one
inequality index, the methodology presented here can be extended to other settings in a relative
straightforward manner. For example, it is possible to extend the TME to include trimmed inequality
indices since it suffices to use the trimmed version of T in ν. If trimming is done for robustness
purposes as proposed in Cowell and Victoria-Feser (2003), then the other statistics in ν̂ should also be
robust (see also Victoria-Feser 2000). This is the case, for example, with trimmed moments.

Author Contributions: All authors contributed equally to the paper.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Proof of Theorem 1

Proof. Fix θs
0 in the interior of Θs. Since Θs is compact, supθs∈Θs ν(θs) is bounded (see Theorem 4.15 in

Rudin 1976). Since the mapping θ �→ ν is bijective, ν(θs) = 0 only if θs = θs
0. The conditions for

the consistency theorem of a GMM are satisfied (Theorem 2.6 in Newey and McFadden 1994) and θ̂s

converges in probability to θs
0.

Now take an open neighborhood around θs
0, say B. Instead of solving the quadratic form in (8),

it is equivalent to solve its derivative:
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θ̂s = argzero
θs∈B

ν̇(θs)′g(θs), g(θs) = ν̂s − ν(θs).

By the delta method (see Van der Vaart (1998)), we have

g(θ̂s)− g(θs
0) = ν̇(θs

0) ·
(
θ̂s − θs

0
)
+ op

(∥∥θ̂s − θs
0
∥∥) . (A1)

Since θ̂s is consistent, the right-hand side element of (A1) is op(1). Now multiplying (A1) by
ν̇(θ̂s)′ yields

ν̇(θ̂s)′g(θ̂s)− ν̇(θ̂s)′g(θs
0) = ν̇(θ̂s)′ν̇(θs

0) ·
(
θ̂s − θs

0
)
+ ν̇(θ̂s)′op(1).

By construction, ν̇(θ̂s)′g(θ̂s) = 0. By the continuity assumption on the mapping θ �→ ν̇, the
continuous mapping theorem applies (see Van der Vaart (1998)) so ν̇(θ̂s) = ν̇(θs

0) + op(1). Next,
multiplying by square-root n gives

−ν̇(θs
0)

′n1/2g(θs
0) + op(1) = ν̇(θs

0)
′ν̇(θs

0) · n1/2 (θ̂s − θs
0
)
+ op(1).

The proof results from the central limit theorem on n1/2g(θs
0), the invertibility of the derivative

ν̇(θs
0) and the Slutsky’s lemma.
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Abstract: In this study, we provide a Bayesian estimation method for the unconditional quantile
regression model based on the Re-centered Influence Function (RIF). The method makes use of the
dichotomous structure of the RIF and estimates a non-linear probability model by a logistic regression
using a Gibbs within a Metropolis-Hastings sampler. This approach performs better in the presence of
heavy-tailed distributions. Applied to a nationally-representative household survey, the Senegal
Poverty Monitoring Report (2005), the results show that the change in the rate of returns to education
across quantiles is substantially lower at the primary level.

Keywords: hybrid MCMC sampler; quantile regression; influence function; return to education

JEL Classification: C11; C14; C52

1. Introduction

Introduced by Koenker and Bassett (1978), quantile regression models have been increasingly
used in empirical labor market studies1 to parsimoniously describe the entire distribution of
an outcome variable. To overcome some limitations2 of conditional quantile regression models,
Firpo et al. (2009) propose the Re-centered Influence Function (RIF)-regression. This regression
evaluates the impact of changes in the distribution of covariates on the quantiles of the marginal
distribution of the dependent variable. The two-step estimation of the RIF-regression requires
first an estimation of the density of the RIF function. A “classical” approach consists of estimating
independently the RIF and the regression coefficients (see Firpo et al. 2009). This approach does not
take into account the uncertainty related to the first step of estimation. Lubrano and Ndoye (2014)
provide a Bayesian estimation of the RIF-regression where they consider sequentially the two-steps of
estimation by estimating the density function of the outcome variable by a mixture of normal
distributions. While being consistent3 in the presence of heavy tails, their approach makes the
underlying restrictive hypothesis of linearity. However, the estimated RIF function is a binary
dependent variable; the linearity and the normality assumptions are strong and may lead sometimes to
predicted probabilities that are negative or greater than one. In this study, we implement a Bayesian
estimation method for the RIF-regression by considering the dichotomous structure of the RIF
function. The method consists of running a logistic-regression where coefficients are estimated by the
Metropolis-Hastings sampler using Gibbs output in the first step of estimation.

1 (Buchinsky 1994; Chamberlain 1994; Machado and Mata 2001).
2 Unlike conditional means, conditional quantiles do not average up to their unconditional population counterparts.
3 Mixture models provide flexible extensions of parametric models, and the Bayesian approach takes into account the

uncertainty related to the first step of the estimation.
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Since the collective agreement in April 2000 to place education at the heart of the development
priorities for eradicating extreme poverty, the last two decades have seen a large increase in the
enrollment rate of primary education in most developing countries, responding also to the second
priority of the Millennium Development Goals (MDGs), “primary education for all”. While education is
increasingly acknowledged as an important dimension of poverty reduction, there remains some
challenges in measuring its return, for example on a household’s welfare. Studies emphasizing
the role of education on poverty reduction have recently exploded, and regression analysis
relying on both household surveys and cross-country data has been widely used in this literature.
These regressions, using reduced-form equations, generally provide a simple, but partial framework
for examining the marginal effect of education on a household’s income4. Since the distribution of
income is generally skewed to the right, the mean regression models do not provide complete and
meaningful information, and then, the analysis of each point of the distribution is of particular interest
to assess changes at these different points.

The proposed approach is employed in the empirical analysis to measure the return to education
and to address the extent to which the rate of the marginal effect of primary education on a household’s
income changes across quantiles compared with those of higher education.

The investment in primary education devotes the largest budget allocation in developing
countries to fulfill development priorities (Psacharopoulos 1994; Psacharopoulos and Patrinos 2002).
In Senegal, the enrollment rate in primary school has climbed from 54 percent in 1994 to 70 percent in
2001 and 82.5 percent in 2005, accompanied by an increase in the female enrollment rate and the rural
sectors enrollment rate5. However, the IMF 2007’s report reveals that 78.51% of Senegalese youth aged
15–19 dropped out before finishing lower secondary school.

The empirical analysis of this paper uses the data from a nationally-representative survey:
the Senegal Poverty Monitoring Report (ESPS, 2005) conducted by the National Agency of Statistics
and Demography (ANSD)6. This survey is largely used by empirical studies, government monitoring
reports, institutional strategic documents and in poverty reduction strategies papers (PRSPs)
in Senegal7.

This study applies the RIF-regression method in a Mincer8 equation type, to primarily investigate
the changes in the return to education across quantiles.

The empirical results primarily demonstrate evidence from the heterogeneous pattern of changes
in the rate of return to education across quantiles. The rate of change in the return to primary education
does not vary much between the lower and the upper quantiles (0.50, 0.75, 0.90) compared to those to
secondary and tertiary education. This result supports findings showing that in countries that rapidly
expand access to primary education, the returns to primary education fall, while returns to higher
education rise (Psacharopoulos 1994; Psacharopoulos and Patrinos 2002).

The paper is organized as follows: Section 2 presents the RIF-regression and the different estimation
methods employed. It implements a Bayesian RIF-logit estimation by a Gibbs-Metropolis-Hastings
sampler. Section 3 describes the data. Section 4 discusses the empirical results. Section 5 concludes and
discusses some policy implications.

4 The consumption expenditure is considered as an indicator of a household’s income.
5 Source: published reports and papers; see for instance (IMF 2007; Delaunay 2012). These ratios correspond to the number of

students formally registered in primary school.
6 ESPS, “Enquête Suivie de la Pauvreté au Sénégal”, 2005–2006; ANSD, “Agence National de la Statistique et de

la Démographie”.
7 Among the studies using the ESPS datasets, we can cite Boccanfuso et al. (2008); Boccanfuso et al. (2009); Diawara (2012),

among others, and the national and institutional reports: DSRP 2005; IMF 2007; ANSD 2007.
8 The standard (Mincer 1974) earnings equation linearly regresses the log of wage on the year of education and the quadratic

function of labor market experience.
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2. Unconditional Quantile Regression Models

We consider the following quantile regression model:

yi = xiβτ + uiτ , (1)

where (yi, xi), i = 1, 2, . . . , n are independent observations, yi being the single-response variable
and xi = (1, xi1, · · · , xik) being the (k + 1) known covariates. βτ = (βτ0, · · · , βτk)

′
represents

the (k + 1) unknown regression parameters, and uiτ , i = 1, . . . , n are the error terms, which are
supposed to be independent and identically distributed. The τ-th quantile of uiτ is assumed equal to
zero, qτ(uiτ |X) = 0.

2.1. RIF-Regression Models

Firpo et al. (2009) developed an unconditional quantile regression method based on the
Re-centered Influence Function (RIF) to evaluate the marginal impact of changes in the distribution of
the explanatory variables on the quantiles of the marginal distribution of the dependent variable.

The Influence Function (IF) studies how a change in the distribution of covariates affects a
distributional statistic ν(F), where F is a class of distribution functions. It is defined as:

IF(y, ν, F) = limε→0
ν(Fε,Δy)− ν(F)

ε
=

∂ν(Fε,Δy)

∂ε
|ε=0, (2)

where Δy is a perturbation distribution, which puts a mass of one at any point y and Fε,Δy = (1 − ε)F +

εΔy is a mixture model. Firpo et al. (2009) consider the τ-th quantile, qτ as the distributional statistics
ν(F), and show that the IFcan be expressed as:

IF(yi, qτ) =
τ − 1I(yi ≤ qτ)

fY(qτ)
,

where fY(.) is the density of the variable of interest, Y. A convenient property of IF is that
EY(IF(Y, ν, F)) = 0. Firpo et al. (2009) define the Re-centered Influence Function (RIF) as
RIF(yi, ν, F) = IF(yi, ν, F) + ν(F). For quantiles, the RIF can be expressed in the following
convenient way:

RIF(yi, qτ) = qτ + IF(yi, qτ)

= qτ +
1I(yi>qτ)

fY(qτ)
− 1−τ

fY(qτ)

= c1,τ1I(yi > qτ) + c2,τ ,

(3)

where c1τ = 1/ fY(qτ) and c2τ = qτ − (1 − τ)c1τ .
The RIF-regression model consists of regressing the function RIF given in (3) on a set of

covariates X.

2.2. Bayesian Estimation of the RIF-Regression

Running the two-step estimation of the RIF-regression remains a challenging problem.
The “classical” approach consists of estimating independently the influence function by kernel
estimation and the regression coefficients (see Firpo et al. 2009). However, the kernel density estimation
in the first step may lead to unreliable inference in the presence of heavy-tailed distributions as
theoretically shown by Bahadur and Savage (1956) and empirically evidenced by Davidson (2012).
The Bayesian estimation method of the RIF consists of choosing a mixture representation for the density
function by solving a data augmentation problem by a Gibbs sampler and then estimating the regression
coefficients. A first MCMC algorithm, which combines the two steps of estimation in a sequential
process in linear RIF-regression, was suggested by Lubrano and Ndoye (2014). However, the estimated
RIF function is a binary dependent variable; the linearity and the normality assumptions are strong
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and may lead sometimes to predicted probabilities that are negative or greater than one. Following the
dichotomous structure of the RIF in (3), a non-linear model can be estimated using a logistic (probit)
regression. We take the opportunity of this requirement to introduce a hybrid MCMC method, which is
called a Gibbs within a Metropolis-Hastings algorithm.

The conditional expectation of the RIF is expressed as:

E [RIF (Y, qτ) |X = x] = c1,τE [1I(Y > qτ)|X = x] + c2,τ

= c1,τ Pr[Y > qτ |X = x] + c2,τ .
(4)

Since E [RIF(Y, qτ)|X = x] in (4) is linear on Pr[1I(y > qτ)|X = x], the average marginal effect of
covariates is given by:

βτ = ĉ1τ
∂Pr[Y > qτ |X = x]

∂x
,

where ĉ1τ = 1/ f̂ (qτ |θ) with θ are the mixture parameters estimated by the Gibbs sampler. The average
marginal effect γτ = ∂Pr[Y>qτ |X=x]

∂x can be consistently estimated by a logit regression considering
the dummy variable yiτ = 1I(yi > qτ) that is regressed on xi to derive the RIF-regression coefficients, γτ .
A Bayesian estimation of a logit regression can be done by a Metropolis-Hastings sampler where
the starting values are derived from the estimation of the regression coefficients in a linear
probability model.

The average marginal effect from a logit model will be consistent only if:

Pr (y > qτ |X = x) = Λ(xiγτ)
1−yiτ (1 − Λ(xiγτ))

yiτ , (5)

where Λ(.) is the cumulative distribution function of a logistic distribution.
The likelihood of the sample is then given by:

L(γτ |y, x) ∝
n

∏
i=1

Λ(xiγτ)
1−yiτ (1 − Λ(xiγτ))

yiτ .

For a given prior π(γτ), the posterior distribution π(γτ |y, x) is:

π(γτ |y, x) ∝ π(γτ)×
n

∏
i=1

Λ (xiγτ)
1−yi (1 − Λ(xiγτ))

yi . (6)

The Gibbs sampler is difficult to implement since conjugate priors do not exist because the
logistic likelihood function does not belong to the exponential family. Therefore, we consider a
Metropolis-Hastings sampler, which can be tuned only with the likelihood function under a flat prior
on γτ .

The proposed approach for the RIF-logit developed is a Gibbs within a Metropolis-Hastings
sampler algorithm, as it first requires the use of the Gibbs sampler to estimate the mixture of lognormal
densities9 for ĉ1τ = 1/ ̂f (qτ |θ).

Gibbs within a Metropolis-Hastings sampler algorithm.

• Estimate the density function of y by Gibbs sampling to obtain ĉ1τ = 1/ ̂f (qτ |θ)
• Initialization: run a linear probability model to set γ

(0)
τ , and compute Σ̂.

• Iteration: for t = 1, · · · , m

1. Generate γ̃τ ∼ N(γ
(t−1)
τ , Σ̂)

9 The Gibbs sampler for the mixture of lognormal densities was developed in Lubrano and Ndoye (2016); see also
Marin and Robert (2007) for the mixture of normal distributions.
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2. Compute the acceptance probability ρ(γ
(t−1)
τ , γ̃τ) = min

(
1, π(γ̃τ |y)

π(γ(t−1) |y)
)

3. With probability ρ(γ
(t−1)
τ , γ̃τ), set γ

(t)
τ = γ̃τ otherwise γ

(t)
τ = γ

(t−1)
τ

4. Compute β̂
(t)
τ = ĉ1τ ∗ γ

(t)
τ

• Average β̂
(t)
τ to obtain the estimates of the RIF-regression coefficient, β̂τ .

Without any prior information, the flat prior on γτ can be considered, π (γτ) ∝ 1. For comparison
purposes, we will consider Zellner’s non-informative G-prior:

π(βτ) ∝ det
(
(x

′
x)1/2

)
Γ [(2k − 1)/4]

(
β
′
(x

′
x)β
)−(2k−1)/4

π−k/2.

We can notice that the RIF-logit estimation approach makes assumptions about the functional
forms of the P(Y > qτ |X = x) in (4). Firpo et al. (2009) suggest the nonparametric-RIF (NP-RIF)
regression method based on polynomial series approximations and show that RIF-logit regression
yields estimates very close to the fully-nonparametric estimator. However, the choice of the
nonparametric estimator is not crucial in large samples as discussed by Newey (1994); if the domain is
unbounded, the polynomial series would also poorly approximate the tails.

3. Empirical Analysis

3.1. Data and Descriptive Statistics

The Senegal Poverty Monitoring Report (ESPS, 2005) is a nationally-representative survey
conducted by the National Agency of Statistics and Demography. The survey is constructed to
provide information related to the evaluation of poverty and to the assessment of the impact of public
policies. The ESPS sample covers 13,500 of households of all social classes and from all geographical
areas of residence.

Table 1 reports descriptive statistics concerning the characteristics of households and information
on the head of the household. It shows that two-thirds of household-heads are illiterate, around
13 percent have reached primary education, 9 percent a secondary education level and less than
5 percent a tertiary level and equivalent. Senegalese families are often extended, nine persons
per household on average, and more than half are between 40 and 65 years old. About 80 percent of
household-heads are employed (self-employed or salaried). More details on the descriptive statistics of
these data are given in the summary reports of the two surveys published by the National Agency of
Demography (ANSD 2007).

The estimation of a given equivalence scale relies on a particular consumption model, which is
rather restrictive and therefore may lead to identification problems. The usual practice consists of
using the per capita income, dividing the household income by the household size. That is what we
use in this study referring to Deaton and Muellbauer (1980) and Deaton (1997) and empirical work by
the World Bank with Ravallion (2001).
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Table 1. Characteristics of heads of households.

Education Level of the Head Age

Illiterate 71.22 Mean 50.62
Primary 12.63 less 40 21.97
Secondary 11.58 40–65 57.92
Tertiary 4.57 65 and plus 30.11

Gender Occupation of the head

Female 22.55 Employed 70.6

Marital status of the head Size of the household

Monogamy 57.03 Mean 9.01
Polygamy 25.39 1–4 20.13
Single 3.40 5–9 49.25
Widower 11.71 10–14 18.33
Divorced 2.39 15, + 12.29

Computations are based on ESPS 2005–2006 after dropping households without any
information on educational attainment of the head or on the total consumption expenditures.

3.2. Real Consumption Expenditure Per Capita Distribution

We consider the annual real consumption expenditure as an indicator of permanent income.
The consumption expenditures are expressed in CFA francs.10 The WAEMU11 Harmonized Consumer
Prices Index (HCPI) was respectively 10.94 in 2001 and 11.3 in 2005, revealing a small inflation rate
of 0.036 points. The total consumption expenditures in the survey are already deflated by sectors
using the national Consumer Prices Index (CPI). The differences in weight in CPI between urban and
rural sectors nicely reflect the consumption expenditure structure. In fact, foods are typically less
expensive in the rural sectors, and urban households are more likely to consume higher quality goods,
which increases their consumption expenditures. The total consumption expenditure in the sample is
the sum of food and non-food expenditures, with self-consumption added.

Table 2 presents the distribution of the real annual consumption expenditure per capita.

Table 2. Real annual consumption expenditure per capita.

q0.10 8.89
q0.25 13.54
Median 20.71
Mean 27.11
q0.75 32.40
q0.90 50.07

N 13,326
Gini 0.388

The sample reveals that the largest part of the Senegalese household’s consumption expenditure
is on food (45.6%) and housing (20%); the remainder of the budget is mostly used to cover the clothing
expenditure, health and items expenditure.

Since the distribution of the consumption expenditure is often skewed to the left, we impose a
restriction on the form of the distribution. We estimate the density function by a mixture of normals

10 CFA (Communauté Financière Africaine (African Financial Community)). CFA franc had a fixed exchange rate with the
Euro (1 euro = 656 CFA) in 2013.

11 West African Economic and Monetary Union.
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using a Gibbs sampler. Figure 1 presents the estimation of the real consumption expenditure per capita
10−6 by a mixture of two lognormal distributions.o lognormal distributions.

0.0 0.5 1.0 1.5

0.0
0.5

1.0
1.5

2.0
2.5

3.0
3.5

Kernel
Mixture

Figure 1. Mixture of two lognormal densities.

4. Empirical Application

In the RIF-regression models, we consider a Mincer type model where the logarithm of the
consumption expenditure per capita is the dependent variable. We estimate returns to education
at different levels by converting the continuous years of the schooling variable into three dummy
variables referring to the completion of the main schooling cycles12. This return to education refers to
the marginal effect of the level of education on the household’s consumption expenditure per capita.

We consider the following set of covariates: primary, secondary and tertiary as dummies,
which refer to the level of education of the head of household; age and its square13 refer to the
age of the heads of household; the dummy female refers to a female headed-household; the dummy
married refers to a married household’s head; the dummy rural is the rural geographical area of
residence. We restrict the estimations to five quantiles (0.10, 0.25, 0.50, 0.75, 0.90).

In this case, the RIF-regression allows us to evaluate the marginal effect of the changes in the
distribution of covariates on the quantiles of the marginal distribution of the total consumption
expenditure per capita.

Tables 3 and 4 report the RIF-regression estimates. They show the marginal effects of different
covariates on the household’s expenditure consumption per capita and their changes across the five
quantiles. The regression coefficients are estimated by the hybrid MCMC RIF-estimation methods
developed in this paper. The density function of the dependent variable (log of the expenditure
consumption per capita) is estimated by a mixture of normal distributions.

12 Primary education corresponds to 6 years or less, secondary between 7 and 13 years and tertiary more than 13 years.
13 We consider the quadratic function of age to capture the fact that on-the-job training investments decline over time in a

standard life-cycle human capital model. This quadratic form of age is implied by a model in which investments decline
linearly over time.
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Table 3. Bayesian RIF estimates on the log-income without using prior β. RIF, Re-centered
Influence Function.

Lowest Lower Middle Median Upper Middle Highest
0.10 0.25 0.50 0.75 0.90

RIF-Logit Regression Using Flat Prior

Intercept 18.321
(1.669)

6.497
(0.571)

2.992
(0.378)

1.250
(0.521)

−4.175
(1.421)

primary 0.482
(0.449)

0.465
(0.145)

0.541
(0.093)

0.829
(0.133)

2.175
(0.405)

secondary 1.421
(0.555)

1.564
(0.182)

1.391
(0.103)

2.322
(0.129)

6.060
(0.346)

tertiary 5.905
(1.651)

4.145
(0.554)

3.653
(0.271)

4.712
(0.238)

11.332
(0.490)

age −0.697
(0.290)

−0.412
(0.099)

−0.308
(0.067)

−0.256
(0.095)

0.089
(0.273)

age2 0.030
(0.012)

0.017
(0.004)

0.014
(0.003)

0.013
(0.004)

0.001
(0.012)

size −0.222
(0.020)

−0.148
(0.008)

−0.167
(0.007)

−0.376
(0.013)

−1.468
(0.053)

female 1.460
(0.469)

0.927
(0.152)

0.609
(0.093)

0.735
(0.126)

1.641
(0.347)

rural −8.137
(0.318)

−3.251
(0.098)

−2.412
(0.071)

−3.128
(0.130)

−6.341
(0.473)

married 1.222
(0.503)

0.688
(0.165)

0.465
(0.103)

0.504
(0.139)

2.183
(0.378)

The age variable was divided by 100. age2 represents the square of age. Standard errors are indicated in
parentheses. Bold figures correspond to posterior means for which 0 is contained in a 95% HPDinterval.

Table 4. Bayesian RIF estimates on the log-income.

Lowest Lower Middle Median Upper Middle Highest
0.10 0.25 0.50 0.75 0.90

RIF-Logit Regression Using Zellner’s Non-Informative Prior

Intercept 18.272
(1.669)

6.492
(0.571)

3.001
(0.378)

1.204
(0.521)

−4.075
(1.421)

primary 0.487
(0.449)

0.470
(0.145)

0.534
(0.093)

0.842
(0.133)

2.117
(0.405)

secondary 1.391
(0.555)

1.558
(0.182)

1.392
(0.103)

2.317
(0.129)

6.013
(0.346)

tertiary 5.984
(1.651)

4.065
(0.554)

3.621
(0.271)

4.686
(0.238)

11.266
(0.490)

age −0.701
(0.290)

−0.414
(0.099)

−0.309
(0.067)

−0.251
(0.095)

0.066
(0.273)

age2 0.030
(0.012)

0.017
(0.004)

0.014
(0.003)

0.013
(0.004)

0.002
(0.012)

size −0.220
(0.020)

−0.148
(0.008)

−0.167
(0.007)

−0.372
(0.013)

−1.455
(0.053)

female 1.444
(0.469)

0.915
(0.152)

0.613
(0.093)

0.735
(0.126)

1.606
(0.347)

rural −8.127
(0.318)

−3.245
(0.098)

−2.409
(0.071)

−3.104
(0.130)

−6.341
(0.473)

married 1.239
(0.503)

0.680
(0.165)

0.476
(0.103)

0.494
(0.139)

2.174
(0.378)

The age variable was divided by 100. age2 represents the square of age. Standard errors are indicated in
parentheses. Bold figures correspond to posterior means for which 0 is contained in a 95% HPD interval.

Returns to education: For both estimations, the marginal effect of education monotonically increases
with the level of education and with quantiles. The rate of change in the returns to education across
quantiles provides evidence of significant differences between the bottom and the top of the distribution.
For all educational attainment levels, the marginal effects and their rate of change are significantly
larger for upper quantiles (0.5, 0.75, 0.90), especially the secondary and the tertiary levels. The marginal
effects of the secondary and tertiary education largely dominate the upper part of the distribution.
The primary education is significant for all quantiles except the lowest 10 percent; its return increases
from the first quartile to the third quartile and then slightly decreases for the highest quantiles. The rate
of change in the return to primary education is small and much lower than those to secondary and
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tertiary educations (see also Table A1 in Appendix A). This result is in line with findings showing
that in countries that rapidly expand access to primary education, the returns to primary education
fall, while returns to higher education rise (see for instance Psacharopoulos 1994; Psacharopoulos and
Patrinos 2002). In contrast, “primary education continues to be the number one investment priority in
developing countries” (Psacharopoulos and Patrinos 2002).

Including age-square, the results show an overall negative effect of age on the household
consumption expenditure. Its marginal effect monotonically increases across the first four quantiles
and is not significant for the 90th quantile. On average, an additional year of age decreases the
household consumption expenditure (in log) by approximately (0.667 0.395 0.294 0.243), respectively.
For each of the quantiles (0.10, 0.25, 0.5, 0.75), these marginal effects also increase with age14.

The marginal effects of the household’s size monotonically decrease, and their rates of change
across quantiles are higher for upper quantiles. Living in rural areas has a negative and significant
effect on the consumption expenditures for all quantiles. Senegal’s rural economy is largely agricultural,
which is seasonal. The marginal effects of living in rural ares are comparatively higher than the other
effects of covariates for poor households. Indeed, the urban labor force is more skilled and earns
higher wages than the rural labor force.

5. Conclusions and Policy Implications

In this study, we provide a Bayesian estimation method for the unconditional quantile regression
model based on the Re-centered Influence Function (RIF). The method makes use of the dichotomous
structure of the RIF and estimates a non-linear probability model by a logistic regression using a Gibbs
within a Metropolis-Hastings sampler. This approach performs better in the presence of heavy-tailed
distributions. Applied to a nationally-representative household survey, the Senegal Poverty Monitoring
Report (2005), the empirical results primarily show evidence from the heterogeneous pattern of
changes in the rate of returns to education across quantiles and across the different levels of education.
The marginal effects of education monotonically increase and are comparatively higher for upper
quantiles (0.50, 0.75, 0.90). The return to primary education does not vary much across quantiles
compared with those to secondary and tertiary education.

In most developing countries, promoting education is not only for development policy and for
eradicating poverty, but it is also an argument to attract institutional financing and other forms of
aid from donors. Senegal witnessed one of the largest increases in the achievement of the second
priority of the MDGs. The rate of primary education in Senegal climbed from 54 percent in 1994 to
over 82 percent in 2005. In Senegal, as well as in most developing countries, the quality of education
in public schools has deteriorated following the increase of enrollment rates. The growing number
of primary schools has partially contributed to the literacy and encouraged the education of girls.
In contrast, the growing number of public primary schools disadvantages children from low-income
families due to the lack of educational resources.
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14 Considering the three age values (30, 50, 65)/100, the following marginal effects for the four quantiles are (−0.679 −0.402
−0.300 −0.2482); (−0.667 −0.395 −0.294 −0.243) and (−0.658 −0.390 −0.290 −0.239), respectively.
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Appendix A. Comparison with Conditional Quantile Regression Model

Table A1 presents the estimation results of the conditional quantile regression using Gibbs
sampling15. The results are in line with those provided by the RIF-regression. The rate of change
in the return to primary education does not vary much between the lower and the upper quantiles
compared with those to secondary and tertiary education.

Table A1. Bayesian conditional quantile regression using Gibbs sampling.

Lowest Lower Middle Median Upper Middle Highest
0.10 0.25 0.50 0.75 0.90

Intercept 12.046
(0.180)

12.447
(0.137)

12.898
(0.113)

13.368
(0.141)

13.749
(0.187)

primary 0.071
(0.049)

0.095
(0.036)

0.101
(0.029)

0.111
(0.035)

0.130
(0.047)

secondary 0.234
(0.049)

0.275
(0.036)

0.341
(0.033)

0.377
(0.035)

0.454
(0.053)

tertiary 0.648
(0.079)

0.736
(0.060)

0.749
(0.055)

0.845
(0.062)

0.970
(0.094)

age −0.034
(0.031)

−0.046
(0.024)

−0.063
(0.020)

−0.082
(0.025)

−0.097
(0.034)

age2 0.001
(0.001)

0.002
(0.001)

0.003
(0.001)

0.004
(0.001)

0.004
(0.001)

size −0.029
(0.004)

−0.032
(0.002)

−0.035
(0.002)

−0.035
(0.002)

−0.031
(0.002)

female 0.097
(0.050)

0.100
(0.034)

0.122
(0.028)

0.090
(0.031)

0.093
(0.044)

rural −0.603
(0.038)

−0.512
(0.025)

−0.473
(0.022)

−0.446
(0.025)

−0.415
(0.034)

married 0.117
(0.055)

0.102
(0.037)

0.076
(0.031)

0.030
(0.035)

0.006
(0.051)

The age variable was divided by 100. age2 represents the square of age. Standard errors are indicated in
parentheses. Bold figures correspond to posterior means for which 0 is contained in a 95% HPD interval.
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Abstract: To use the generalized beta distribution of the second kind (GB2) for the analysis of income
and other positively skewed distributions, knowledge of estimation methods and the ability to
compute quantities of interest from the estimated parameters are required. We review estimation
methodology that has appeared in the literature, and summarize expressions for inequality, poverty,
and pro-poor growth that can be used to compute these measures from GB2 parameter estimates.
An application to data from China and Indonesia is provided.
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1. Introduction

Specification and estimation of parametric income distributions has a long history in
economics. Much of the literature on alternative distributions can be accessed through the book by
Kleiber and Kotz (2003), and the papers in Chotikapanich (2008). A series of papers by McDonald and
his coauthors (McDonald 1984; McDonald and Xu 1995; Bordley et al. 1997; McDonald and Ransom 2008;
McDonald et al. 2011) carry details of many of the distributions and the relationships between
them. Our focus in this paper is on the generalized beta distribution of the second kind (GB2).
It is a four-parameter distribution defined over the support (0, ∞), and obtained by transforming
a standard beta random variable defined on (0, 1). As described by McDonald and Xu (1995), it
nests many popular three-parameter specifications of income distributions including the generalized
gamma, beta2, Singh-Maddala and Dagum distributions. Two-parameter special cases of these
distributions include the lognormal, gamma, Weibull, Lomax and Fisk distributions.1 Parker (1999)
describes a model of firm optimizing behavior that leads to a GB2 distribution for earnings.
Applications have appeared in Butler and McDonald (1986), Cummins et al. (1990), Feng et al. (2006),
Jenkins (2009), Graf and Nedyalkova (2014), and Jones et al. (2014). Biewen and Jenkins (2005) analyze
poverty differences using Singh-Maddala and Dagum distributions, with parameters as functions of
personal household characteristics, and with their choice between the Singh-Maddala and Dagum
distributions based on preliminary estimates of GB2 distributions. Quintano and D’Agostino (2006)

1 McDonald and Xu (1995) and McDonald and Ransom (2008) also consider a five-parameter generalized beta distribution
which nests the GB2 and a GB1 distribution.
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use the Dagum distribution and the Biewen-Jenkins methodology to examine the dependence of
inequality and poverty on personal characteristics. In an extensive study examining global inequality,
Chotikapanich et al. (2012) estimate special case beta2 distributions for 91 countries in 1993 and
2000. In an application involving 10 regions, Hajargasht and Griffiths (2013) find that the GB2
distribution compares favorably with the four-parameter double Pareto-lognormal distribution in
terms of goodness-of-fit.

Estimation of a good-fitting parametric income distribution such as the GB2 facilitates further
analysis. Once important quantities such as mean income, the Gini coefficient, the Lorenz curve, and
the headcount ratio have been expressed in terms of the parameters of the distribution, they can be
readily estimated from those parameters. If interest centers on a region which comprises a collection
of countries or areas, a GB2 distribution can be estimated for each country/area; inequality, poverty
and pro-poor growth for the region can be analyzed by computing estimates of indicators expressed
in terms of the parameters of a regional distribution which will be a population-weighted mixture of
the GB2 distributions. If only grouped data are available, then estimating a distribution such as the
GB2 provides a means for accommodating within-group variation, an important consideration for
assessing inequality and poverty.

The purpose of this paper is to collect results on measures for inequality, poverty, and pro-poor
growth, expressed as functions of the parameters of the GB2 distribution and its mixtures, and to
summarize various methods of estimation that have appeared in the literature for estimating GB2
parameters from single observations or from grouped data. Expressions for the inequality, poverty,
and pro-poor growth measures are given in Section 2. Section 3 contains a description of the various
estimation techniques. The results from an application to 4 years of data for China and Indonesia are
presented in Section 4. Some concluding remarks are offered in Section 5.

2. Inequality and Poverty Measures from the GB2 Distribution

Throughout we assume that income Y for a given country or area, can be represented by a GB2
distribution whose probability density function (pdf) is given by

f (y|a, b, p, q) =
ayap−1

bapB(p, q)
(

1 +
( y

b
)a
)p+q y > 0 (1)

where a > 0, b > 0, p > 0 and q > 0 are its parameters and B(p, q) =
∫ 1

0 tp−1(1 − t)q−1dt is the beta
function. The cumulative distribution function (cdf) corresponding to (1) is given by

F(y|a, b, p, q) =
1

B(p, q)

w∫
0

tp−1(1 − t)q−1dt = B(w|p, q) (2)

where w = (y/b)a/
[
1 + (y/b)a]. The function B(w|p, q) is the cdf for the normalized beta distribution,

defined on the (0, 1) interval, with parameters p and q, and evaluated at w. It is a convenient
representation because both it, and its inverse, are commonly included as readily-computed functions
in statistical software. Properties of the GB2 distribution and its special cases have been considered
extensively by McDonald (1984) and Kleiber and Kotz (2003). Three-parameter special cases, which
have been popular in the literature, are the Singh-Maddala distribution2 where p = 1, the Dagum
distribution where q = 1, and the beta2 distribution where a = 1. Extension to a 5-parameter GB
distribution has been considered by McDonald and Xu (1995) and McDonald and Ransom (2008).
Some further properties of the GB2 distribution are described by Graf and Nedyalkova (2014). In this

2 The Singh-Maddala distribution is also commonly known as the Burr distribution, and has been described using a variety of
other names. See (Kleiber and Kotz 2003, p. 198).
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section, we summarize the main results from the GB2 distribution that are relevant for computing
measures of inequality, poverty and pro-poor growth.

We envisage a scenario where GB2 distributions have been estimated for a number of countries,
or for specific areas within a country such as urban and rural, and the objective is to evaluate inequality
and poverty measures using the estimated parameters of the GB2 distributions. As well as evaluation
of the measures from single GB2 distributions, we are interested in evaluating them for mixtures that
arise when urban and rural GB2 distributions are combined to obtain a distribution for a country,
or when country GB2 distributions are combined to obtain the distribution for a region. In most
instances, we can express measures in terms of quantities such as beta and gamma functions that are
readily computed by available software. Measures whose exact computation proves to be difficult
can usually be written in terms of expectations which can be estimated by averaging values of the
function over simulated draws from one or more of the GB2 distributions. Key quantities that are
used for calculation of many measures, and for estimation of GB2 distributions, are the GB2 moments
and moment distribution functions. We begin by giving expressions for them, as well as indicating
how the GB2 Lorenz curve can be obtained. We then consider measures for inequality, poverty and
pro-poor growth.

The k-th moment of the GB2 exists for −ap < k < aq and is given by

μ(k) = E
(

Yk
)

= bkB(p+k/a,q−k/a)
B(p,q)

= bkΓ(p+k/a)Γ(q−k/a)
Γ(p)Γ(q)

(3)

where Γ(·) is the gamma function. The k-th moment distribution function for the GB2 is given by3

Fk(y|a, b, p, q) = 1
μ(k)

y∫
0

tk f (t)dt

= F(y|a, b, p + k/a, q − k/a)

This result—that the GB2’s moment distribution functions can be written in terms of its cdf
evaluated at different parameter values—is particularly useful for deriving the Lorenz curve and
for setting up and computing GMM estimates from grouped data. The Lorenz curve, relating the
cumulative proportion of income η to the cumulative proportion of population u is given by

η(u) = F1
[
F−1(u|a, b, p, q)

∣∣a, b, p, q
]

= F
[
F−1(u|a, b, p, q)

∣∣a, b, p + 1/a, q − 1/a
]

= B
[
B−1(u|p, q)

∣∣p + 1/a, q − 1/a
]

0 < u < 1

where the function B(·|·, ·) is defined in Equation (2).

2.1. Inequality Measures

2.1.1. Gini Coefficient

The most widely used inequality measure is the Gini coefficient. McDonald (1984) and
McDonald and Ransom (2008) use hypergeometric functions to express the Gini coefficient in terms of
the GB2 parameters. An algorithm for computing these functions has been proposed by Graf (2009).
It has been our experience that it is easier computationally to compute the Gini coefficient via numerical
integration than to numerically evaluate the hypergeometric functions. Another alternative is to

3 See, for example, (Butler and McDonald 1989).
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estimate the Gini coefficient by simulating from the GB2 distribution. Specifically, noting that the Gini
coefficient is given by

G = −1 + 2
μ

∞∫
0

yF(y|φ) f (y|φ)dy

= −1 + 2
μE[yF(y|φ)]

where μ = μ(1) = E(y) = b[Γ(p + 1/a)Γ(q − 1/a)]/[Γ(p)Γ(q)] and φ′ = (a, b, p, q), we can draw
observations (y1, y2, . . . , yM) from f (y|φ) and estimate G from

Ĝ = −1 +
2
μ

1
M

M

∑
m=1

ymF(ym|φ)

The number of draws M can be made as large as necessary to achieve the derived level of accuracy.
To draw observations from f (y|φ), we first draw observations (w1, w2, . . . , wM) from a standard
beta (p, q) distribution, defined on the (0, 1) interval, and then compute ym = b[wm/(1 − wm)]

1/a.
If interest centers on one of the special case distributions where p = 1, q = 1 or a = 1, then closed form
expressions in terms of gamma or beta functions are available for the Gini coefficient. They are

Beta2 a = 1 G = 2B(2p,2q−1)
2B2(p,q)

Singh–Maddala p = 1 G = 1 − Γ(q)Γ(2q−1/a)
Γ(q−1/a)Γ(2q)

Dagum q = 1 G = Γ(p)Γ(2p+1/a)
Γ(2p)Γ(p+1/a) − 1

Suppose now we have estimated GB2 income distributions for a number of different areas, such as
countries within a region or urban and rural areas within a country, and we are interested in estimating
the Gini coefficient for the combined area. The combined income distribution can be written as a
population-weighted mixture of the individual GB2 distributions. That is,

f (y|Φ) =
J

∑
j=1

λj f
(

y
∣∣∣φj

)
(4)

where Φ =
(
φ1,φ2, . . . ,φJ

)
, λj is the proportion of the combined population in area j, and

φ′
j =
(
aj, bj, pj, qj

)
is the vector of parameters of the distribution for area j. As noted by

Chotikapanich et al. (2007), in this case the Gini coefficient for a combination of J areas can be
estimated from

G = −1 +
2
μC

J

∑
j=1

J

∑
�=1

λjλ�τj�

where

τj� =
1
M

M

∑
m=1

yj,mF
(
yj,m
∣∣φ�

)
μC = ∑J

j=1 λjμj is the mean of the combined areas, μj is the mean for area j, and yj,m is the m-th draw

from pdf f
(

y
∣∣∣φj

)
. For the empirical work in this paper we estimated separate distributions for rural

and urban areas in China and Indonesia, then combined them.
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2.1.2. Generalized Entropy Measures

Next we consider the generalized entropy (GE) class of inequality measures, whose expressions
in terms of the parameters of the GB2 distribution were provided by Jenkins (2009). The GE index is
given by

I(α) = 1
α(α−1)

[
μ(α)

μα − 1
]

for α 	= 0, 1 (5)

where, for the GB2 distribution, μ(α) =
∫ ∞

0 yα f (y|φ)dy is given in (3), and μα =
[
μ(1)
]α

. For large
positive α, the index I(α) is sensitive to large differences at the top of the distribution; for large negative
α, it is sensitive to differences at the bottom end of the distribution. Theoretically, α can range from
−∞ to ∞, but values between −1 and 2 are usually considered in applications. Two popular special
cases are obtained by taking limits as α → 0 and α → 1 . The case where α → 0 is known as the mean
logarithmic deviation or Theil(0) (Theil 1967, p. 127). Its general expression, and the result for the GB2
distribution, are4

I(0) =
∞∫
0

log
(
μ
y

)
f (y|φ)dy

= log(μ)− E[log(y)]
= ln(μ/b)−ψ(p)/a +ψ(q)/a

where ψ(c) = d log Γ(c)/dc is the digamma function, computable by most software. The index
obtained as α → 1 is known as Theil(1) (Theil 1967, p. 96). Its general expression, and result for the
GB2 distribution, are

I(1) =
∞∫
0

y
μ log

(
y
μ

)
f (y|φ)dy

= [E(y log(y))]/μ− logμ

= [ψ(p + 1/a)−ψ(q − 1/a)]/a + log(b/μ)

In the event that software is not available to compute the digamma function, draws (y1, y2, . . . , yM)

from f (y|φ) can be used to calculate ∑M
m=1 log(ym)/M and ∑M

m=1 ym log(ym)/M as estimators for
E[log(y)] and E[y log(y)], respectively.

The GE index for a mixture of income distributions and its decomposition into within and between
group inequality has been considered by Sarabia et al. (2017). To obtain the GE index for a region
whose income distribution is a mixture of GB2 distributions, the quantities μ(α) and μα, defined
in (5) for the GB2 distribution f (y|φ), are replaced by the corresponding moments for the mixture
distribution f (y|Φ) = ∑J

j=1 λj f
(

y
∣∣∣φj

)
given in (4). For α 	= 0, 1, the resulting index is

IC(α) = 1
α(α−1)

[
∞∫
0

(
y
μC

)α J
∑

j=1
λj f
(

y
∣∣∣φj

)
dy − 1

]

= 1
α(α−1)

[
1
μα

C

J
∑

j=1
λjEj(yα)− 1

]

= 1
α(α−1)

[
∑J

j=1 λjμ
(α)
j(

∑J
j=1 λjμj

)α − 1

] (6)

4 See McDonald and Ransom (2008) or Jenkins (2009) for derivations. Equation (4) in Jenkins (2009) should read
I(1)v1/μ− logμ. Sarabia et al. (2017) give details of the Theil indices for a wide range of distributions including the GB2.
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where μ
(α)
j = Ej(yα) is the α-moment with respect to f

(
y
∣∣∣φj

)
, the distribution of the j-th component.

For the case where α = 0, we have

IC(0) =
∞∫
0

log
(
μC
y

) J
∑

j=1
λj f
(

y
∣∣∣φj

)
dy

= logμC −
J

∑
j=1

λjEj(log y)

where, for the GB2 distribution, Ej(log y) =
[
ψ
(

pj
)−ψ

(
qj
)]

/aj + log
(
bj
)
. For the case where α = 1,

IC(1) =
∞∫
0

y
μC

log
(

y
μC

) J
∑

j=1
λj f
(

y
∣∣∣φj

)
dy

= 1
μC

J
∑

j=1
λjEj(y log y)− logμC

with
Ej(y log y) =

(
μj/aj

)[
ψ
(

pj + 1/aj
)−ψ

(
qj − 1/aj

)]
+ μj log bj.

An attractive feature of the GE index from a mixture is that it decomposes into a GE measure of
inequality within the components of the mixture and a GE measure of inequality between components.
To establish this decomposition, we write the index for the j-th area as

Ij(α) =
1

α(α− 1)

⎡⎣μ(α)
j

μα
j

− 1

⎤⎦
and note that

μ
(α)
j

μα
j

= α(α− 1)Ij(α) + 1

Substituting this expression into (6) yields

IC(α) = 1
α(α−1)

{
J

∑
j=1

λj

(
μj
μC

)α[
α(α− 1)Ij(α) + 1

] − 1

}

=
J

∑
j=1

λj

(
μj
μC

)α
Ij(α) +

1
α(α−1)

{
J

∑
j=1

λj

(
μj
μC

)α
− 1

}
= Iwith

C (α) + Ibetw
C (α)

where Iwith
C (α) = ∑J

j=1 λj

(
μj/μC

)α
Ij(α) is a weighted average of the inequalities for each area with

weights given by λj

(
μj/μC

)α
, and Ibetw

C (α) = [α(α− 1)]−1
{

∑J
j=1 λj

(
μj/μC

)α − 1
}

is a discrete
version of the GE index for the J areas, measuring between inequality. Note that, unless α = 0 or 1,
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the weights do not sum to 1. When α = 0, the weights are the population shares λj; when α = 1,

the weights are the income shares λjμj/∑J
j=1 λjμj. The components for these two cases are

Iwith
C (0) =

J
∑

j=1
λj Ij(0)

=
J

∑
j=1

λj log
(
μj

)
−

J
∑

j=1
λjEj(log y)

Ibetw
C (0) =

J
∑

j=1
λj log

(
μC
μj

)
= logμC −

J
∑

j=1
λj logμj

Iwith
C (1) =

J
∑

j=1
λj

μj
μC

Ij(1)

= 1
μC

J
∑

j=1
λjEj(y log y)−

J
∑

j=1
λj

μj
μC

log
(
μj

)

Ibetw
C (1) =

J
∑

j=1
λj

μj
μC

log
(

μj
μC

)
=

J
∑

j=1
λj

μj
μC

log
(
μj

)
− logμC

2.1.3. Atkinson Index

The Atkinson index is an inequality index that can be viewed as an ordinal special case of a GE
index. It is given by

A(ε) = 1 − 1
μ

[
μ(1−ε)

]1/(1−ε)
for 0 < ε 	= 1

A(1) = 1 − exp{E(log(y))}
μ

The parameter ε reflects the degree of aversion to inequality in a social welfare function. As ε → 0, there
is no aversion to inequality, and A(ε) → 0 . As ε → ∞, social welfare is increased by redistributing
income towards complete equality; A(ε) → 1 . To compute A from the parameters of the GB2
distribution, we note that μ(1−ε) is given in Equation (3) and E[log(y)] = [ψ(p)−ψ(q)]/a − log(b).
Alternatively, and for computing AC(ε), the Atkinson index for a mixture of GB2 distributions, the
relationship between A(ε) and the GE index I(α) can be exploited. With α = 1 − ε, and ε > 0, it is
given by

A(ε) = 1 − [α(α− 1)I(α) + 1]1/α for 0 	= α < 1

A(0) = 1 − exp{−I(0)}

2.1.4. Pietra Index

In contrast to the Gini coefficient, which is equal to twice the area between the Lorenz curve and
the line of perfect equality, the Pietra index is equal to the maximum distance between the Lorenz curve
and the perfect equality line (Kleiber and Kotz 2003), as well as twice the area of the largest triangle
within the area between the Lorenz curve and line of perfect equality (Butler and McDonald 1989).
Details of these results and an extensive analysis of the Pietra index, generally, and in terms of several
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distributions and their mixtures, can be found in Sarabia and Jordá (2014). For a single GB2 distribution,
we have

P = 1
2μ

∞∫
0
|y − μ| f (y|φ)dy

= F(μ|φ)− F1(μ|φ)

= F(μ|a, b, p, q )− F(μ|a, b, p + 1/a, q − 1/a )

For a mixture of distributions, it is given by

PC =
J

∑
j=1

λjF
(
μC|φj

)
− 1

μC

J

∑
j=1

λjμjF1

(
μC|φj

)
2.1.5. Quintile Share Ratio

Inequality is often also expressed in terms of the ratio of the income share of the richest to the
income share of the poorest in the population. Graf and Nedyalkova (2014) consider the quintile share
ratio (QSR), which is the ratio of the income share of the richest 20% relative to the income share of the
poorest 20%. For the GB2 distribution, it is given by

QSR =
1 − B

[
B−1(0.8|p, q)

∣∣p + 1/a, q − 1/a
]

B[B−1(0.2|p, q)|p + 1/a, q − 1/a]

Noting that,

F1(y|Φ) = 1
μC

y∫
0

t
J

∑
j=1

λj f
(

t
∣∣∣φj

)
dt

= 1
μC

J
∑

j=1
λjμjF1

(
y
∣∣∣φj

)
the QSR for a mixture of GB2 distributions can be computed from

QSRC =

1 −
J

∑
j=1

λjμjB
(
wj,0.8

∣∣pj + 1/aj, qj − 1/aj
)

J
∑

j=1
λjμjB

(
wj,0.2

∣∣pj + 1/aj, qj − 1/aj
)

where wj,0.8 =
(
y0.8/bj

)aj /
[
1 +
(
y0.8/bj

)aj
]

and wj,0.2 =
(
y0.2/bj

)aj /
[
1 +
(
y0.2/bj

)aj
]
, with y0.2 and

y0.8 being the 20th and 80th percentiles from the mixture distribution. To obtain y0.2 and y0.8,
the mixture distribution function needs to be inverted to obtain its corresponding quantile function,
something that is not possible in closed form. As alternatives, one can (1) attempt to solve the required
equation numerically, or (2) generate a large number of observations from each component, combine
and sort these components, choosing the 20th and 80th empirical percentiles as estimates.

2.2. Poverty Measures

Expressions for several poverty measures in terms of the parameters of the GB2 distribution have
been provided by Chotikapanich et al. (2013). The first is the headcount ratio which is simply the
proportion of the population with income less than or equal to a poverty line z

H(z) = F( z|φ) = B(v|p, q) (7)
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where v = (z/b)a/
[
1 + (z/b)a]. Setting the poverty line at 0.6 times the median gives what Graf and

Nedyalkova (2014) term the at-risk-poverty rate (ARPR). It can be calculated from (7) after setting the
poverty line at

z = 0.6b
(

B−1(0.5|p, q)
1 − B−1(0.5|p, q)

)1/a

(8)

A second poverty measure used extensively in the literature is the FGT(α) class of measures
(Foster et al. 1984) given by

FGT(α) =
z∫

0

(
z−y

z

)α
f (y|φ)dy for α ≥ 1

For integer values of α, this expression can be written in terms of incomplete moments of the GB2
distribution as well as in terms of the income gap ratio, defined as the average amount of money that
must be given to each of the poor to bring them up to the poverty line, expressed relative to the poverty
line. Working in this direction, we define the k-th incomplete moment for the GB2 distribution, relative
to poverty line z, as

μ
(k)
z = E

(
yk
∣∣∣y < z

)
= 1

F( z|φ)

z∫
0

yk f (y|φ)dy

= μ(k)B(v|p+k/a,q−k/a)
B(v|p,q)

Defining the income gap ratio as g(z) = (z − μz)/z where μz = μ
(1)
z is mean income of the poor, we

can write
FGT(1) = B(v|p, q)− (μ/z)B(v|p + 1/a, q − 1/a)

= H(z)g(z)

and
FGT(2) = B(v|p, q)− (2μ/z)B(v|p + 1/a, q − 1/a)

+
(
μ(2)/z2

)
B(v|p + 2/a, q − 2/a)

= H(z)
[
[g(z)]2 + [1 − g(z)]2 σ2

z
μ2

z

]
where σ2

z = μ
(2)
z − μ2

z is the variance of the income of the poor. For noninteger values of α, we can
simulate values y1, y2, . . . yM from the GB2 distribution and use the estimator

FGT(α) =
1
M

M

∑
m=1

(
z − ym

z

)α

I(ym ≤ z)

where I(·) is an indicator function equal to 1 if its argument is true and zero otherwise.
As an alternative to the income gap ratio g(z) = (z − μz)/z, Graf and Nedyalkova (2014) use a

concept known as the relative median poverty gap (RMPG). It is defined as the relative gap between a
poverty line, which is 0.6 times the median income of the population, and the median income of the
poor. Specifically, with z defined as in (8),

RMPG =
z − mpoor

z

where the median of the poor is defined as

mpoor = b
(

B−1(A/2|p, q)
1 − B−1(A/2|p, q)

)1/a

with A being the at-risk-poverty rate (the headcount ratio using the poverty line in (8)).
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Considering the income shortfall in log format leads to the Watts index (Watts 1968), defined as

W =
∞∫
0
(ln z − ln y) f (y|φ)dy

= ln
( z

b
)

B(v|p, q)−
1
a
{

DpB(v|p, q)− DqB(v|p, q) + B(v|p, q)[ψ(p)−ψ(q)]
} (9)

where DpB(v|p, q) and DqB(v|p, q) are the derivatives of the beta cdf B(v|p, q) with respect to p and
q, respectively. These derivatives are available in some software (e.g., EViews), otherwise (9) can be
estimated via simulation.

The last poverty measure that we describe is the Sen index (Sen 1976) where the poverty gap is
weighted by a person’s rank in the ordering of the poor. This index is given by

S = 2
z∫

0

(
z−y

z

)(
H(z)−F(y|φ)

H(z)

)
f (y|φ)dy

= H(z)(g(z) + (1 − g(z))G(z))
(10)

where G(z) is the Gini coefficient for the poor given by

G(z) = −1 +
2

μz H2(z)

z∫
0

yF(y|φ) f (y|φ)dy

The last line in (10) shows how the index can be written in terms of the headcount ratio, the aggregate
income gap ratio and the inequality of the poor measured using G(z). Expressing S in terms of the
parameters of the GB2 distribution is more difficult than it was for the other indices. In (10) we can use
H(z) = B(v|p, q) and g(z) = 1 − μz/z, but evaluation of G(z) is more troublesome. If we follow the
simulation approach and draw M observations ym, m = 1, 2, . . . , M from f (y|φ), it can be estimated
using

G(z) = −1 +
2

μzH2(z)
1
M

M

∑
m=1

[ymB(wm|p, q)I(ym ≤ z)]

where wm = (ym/b)a/
[
1 + (ym/b)a].

For aggregating poverty over a number of areas each of which has a GB2 distribution, the
headcount ratio, FGT, and Watts indexes are simply population-weighted averages of the indexes for
each area. That is, using obvious notation,

HC(z) =
J

∑
j=1

λjF
(

z
∣∣∣φj

)
=

J

∑
j=1

λjB
(
vj
∣∣pj, qj

)

FGTC(α) =
M
∑

j=1
λjFGTj(α)

WC =
M
∑

j=1
λjWj

This result does not hold for the at-risk-poverty rate and the relative median poverty gap where
the poverty line is endogenous, nor does it hold for the Sen index, which contains the cdf. For ARPR
and RMPG, the median of the mixture is required and RMPG also needs the median of the poor
from the mixture distribution. These values can be estimated by simulating observations from the
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component distributions and ordering them as was suggested for the QSR. For the Sen index for the
mixture, we have

SC = 2

[
FGTC(1)−

J
∑

j=1

J
∑
�=1

λjλ�

z∫
0

(
z−y

z

)
F(y|φ�) f

(
y
∣∣∣φj

)
dy

]

= 2

[
FGTC(1)−

J
∑

j=1

J
∑
�=1

λjλ�γj�

]

The term γj� =
∫ z

0 [(z − y)/z]F(y|φ�) f
(

y
∣∣∣φj

)
dy can be estimated from

γ̂j� =
1
M

M

∑
m=1

(
z − ym

z

)
F
(
yj,m
∣∣φ�

)
I
(
yj,m ≤ z

)
where the yj,m are draws from f (y

∣∣∣φj) .

2.3. Measures of Pro-Poor Growth

In addition to examining changes in poverty incidence over time using measures such as the
headcount ratio or refinements of it that take into account the severity of the poverty, it is useful to
examine whether growth has favored the poor relative to others placed at more favorable points in the
income distribution. Following Duclos and Verdier-Chouchane (2010), we consider three such pro-poor
measures, namely, measures attributable to Ravallion and Chen (2003), Kakwani and Pernia (2000),
and a “poverty equivalent growth rate” (PEGR) suggested by Kakwani et al. (2004).

The first step towards the Ravallion-Chen measure is the construction of a “growth incidence
curve” (GIC), which describes the growth-rate of income at each percentile u of the distribution.
Specifically, if FA(y) is the income distribution function at time A, and FB(y) is the distribution function
for the new income distribution at a later point B, then

GIC(u) =
F−1

B (u)− F−1
A (u)

F−1
A (u)

For computing values of GIC(u) from the GB2 distribution, note that

F−1(u|φ) = b
(

B−1(u|p, q)
1 − B−1(u|p, q)

)1/a

where B−1(u|p, q) is the quantile function of the standardized beta distribution evaluated at u. When
we have a regional distribution or a country distribution, which is a mixture of rural and urban GB2
distributions, it is no longer straightforward to compute the quantile function. In this case, we require
F−1(u|Φ) which is the inverse function of F(y|Φ) = ∑J

j=1 λjF
(

y
∣∣∣φj

)
. One needs to either solve

the resulting nonlinear equation numerically or estimate F−1(u|Φ) using an empirical distribution
function obtained by generating observations from the relevant GB2 distributions in the mixture.
We followed the latter approach in our applications.

The GIC can be used in a number of ways. If GIC(u) > 0 for all u, then the distribution at time B
first-order stochastically dominates the distribution at time A. If GIC(u) > 0 for all u up to the initial
headcount ratio HA, then growth has been absolutely pro-poor. If GIC(u) > (μB − μA)/μA for all u
up to the initial headcount ratio HA, that is, the growth rate of income of the poor is greater than the
growth rate of mean income (μ), then growth has been relatively pro-poor.
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For a single measure of pro-poor growth Ravallion and Chen suggest using the average growth
rate of the income of the poor. It can be expressed as

RC =
1

HA

HA∫
0

GIC(u)du

For a GB2 distribution (not a mixture), this integral can be evaluated numerically. Alternatively, we
can generate observations from a GB2 distribution or a mixture and compute

R̂C =
1

N1

N1

∑
i=1

GIC(i/N)

where N is the total number of observations generated, and N1 = HAN.
The Kakwani-Pernia measure compares the change in a poverty index such as the change in

the headcount ratio, HA − HB, with the change that would have occurred with the same growth
rate, but with distribution neutrality, HA − HB̃. Here, B̃ denotes an income distribution that would
be obtained if all incomes changed in the same proportion as the change in mean income that
occurred when moving from distribution A to distribution B. To obtain B̃ in the context of single
GB2 distributions, we can simply change the scale parameter b and leave the parameters a, p and q
unchanged. The Lorenz curve and inequality measures obtained from a GB2 distribution depend on a,
p and q, but do not depend on b. Thus, we have

aB̃ = aA pB̃ = pA qB̃ = qA bB̃ =
(

μB
μA

)
bA

Finding B̃ for a mixture of GB2 distributions—a situation that occurs when we combine rural
and urban distributions to find a country distribution—is less straightforward. In this case, the scale
parameters in all components of the mixture change and the other parameters are left unchanged.
For example, using the superscripts r and u to denote rural and urban, respectively, and

(
λr

A, λu
A
)

and
(
λr

B, λu
B
)

to denote the respective population proportions at times A and B, we first compute the
combined means at times A and B as

μA = λr
Aμ

r
A + λu

Aμ
u
A μB = λr

Bμ
r
B + λu

Bμ
u
B

Then, we obtain the distribution function for B̃ as follows

aj
B̃
= aj

A pj
B̃
= pj

A qj
B̃
= qj

A bj
B̃
=
(

μB
μA

)
bj

A j = u, r

F
(

y
∣∣∣φr

B̃,φu
B̃

)
= λr

AF
(

y
∣∣∣φr

B̃

)
+ λu

AF
(

y
∣∣∣φu

B̃

)
Thus, to obtain B̃ we assume that all incomes in the rural and urban sectors increase in the same
proportion as their respective mean incomes, and the distributions of income and the population
proportions in each of the sectors remain the same.

The Kakwani-Pernia measure is
KP =

HA − HB
HA − HB̃

Assuming the growth in mean income has been positive, a value KP > 0 implies the change in the
distribution has been absolutely pro-poor, and a value KP > 1 implies the change in distribution has
been relatively pro-poor.

The third measure of pro-poor growth is the poverty-equivalent growth rate (PEGR) suggested by
Kakwani et al. (2004). In the context of our description of the Kakwani-Pernia measure, it is the growth
rate used to construct distribution B̃ such that HB = HB̃. In other words, it is the growth rate necessary
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to achieve the observed change in the headcount ratio when distribution neutrality is maintained.
In terms of the GB2 distribution, it is the value g∗ that solves the following equation

HB = B(u|pB, qB) = B(u∗|pA, qA)

where u = (z/bB)
aB
[
1 + (z/bB)

aB
]

and

u∗ = [z/(g∗ + 1)bA]
aA

1 + [z/(g∗ + 1)bA]
aA

Thus, to find g∗ we have u∗ = B−1(HB|pA, qA) and

g∗ = z
bA

(
1 − u∗

u∗

)1/aA

− 1

As was the case with previous calculations, for a mixture of GB2 distributions, this procedure is less
straightforward. As an alternative, to find an approximate g∗ for a combined rural–urban distribution,
we computed separate growth rates and g∗u for the two sectors and found a weighted average of them
using weights from period B.

g∗ = λr
Bg∗r + λu

Bg∗u

If g∗ < g = (μB/μA − 1), then, under distribution neutrality, the growth rate required to achieve the
same outcome for the headcount ratio is less than realized growth rate, implying that the change in
the distribution has not favored the poor. Conversely, when g∗ > g, a higher growth rate is required
under distributional neutrality to equate the two headcount ratios. In this case, the distributional effect
must have favored the poor.

3. Estimation

All the required quantities—the means of the distributions, the density and distribution functions,
the Gini coefficients, the poverty measures, and the pro-poor growth measures—depend on the
unknown parameters φj of the GB2 distributions. Potential methods of estimation of these parameters
depend on whether the available data are in the form of single observations or are grouped, and, if they
are grouped, whether information on group means, as well as the number of observations in each
group, is available.

3.1. Estimation with Single Observations

For single observations, say a sample of observations (y1, y2, . . . , yT), maximum likelihood
estimation can be used with the log-likelihood given by

L(φ) =
T

∑
t=1

log f (yt|φ)

For samples where sampling weights are available, a pseudo log-likelihood can be maximized to
provide consistent parameter estimates, and their precision can be assessed with a sandwich covariance
matrix estimator. Details of this estimation procedure are described by Graf and Nedyalkova (2014).
With income equivalized over all household members, and sampling weights wi attached to each
household, their pseudo log-likelihood is given by

L(φ) =
h

∑
i=1

wini log f (yi|φ)

where h is the number of households and ni is the number of persons in household i.

160



Econometrics 2018, 6, 21

A further estimation method has been suggested by Graf and Nedyalkova (2014). This method
minimizes a weighted sum of squared distance between sample quantities for (ARPR, RMPG,
QSR, Gini), and these quantities are expressed in terms of GB2 parameters. This method has some
similarities to the grouped data methods of estimation we describe in the next subsection, where a
weighted squared distance between empirical and theoretical quantiles and group means is minimized.
One difference is that, for using quantiles and group means, an optimal weight matrix can be derived.
Deriving an optimal weight matrix for the Graf-Nedyalkova proposal would appear to be a more
difficult problem.

3.2. Estimation with Grouped Data

Suppose now that the observations (y1, y2, . . . , yT ,) have been grouped into N income classes
(x0, x1), (x1, x2), · · · , (xN−1, xN) with x0 = 0 and xN = ∞. Let ci be the proportion of observations in
the i-th group, let yi be mean income for the i-th group, and let y be overall mean income. In some
instances, where income share data for each group (s1, s2, . . . sN) are available, the group means may
need to be calculated from yi = siy/ci. Choice of an estimation method depends on how much of
the information just described is available. If the ci and xi are available, but the yi are not, then the
multinomial likelihood is a natural choice. In this case the log-likelihood is given by

L(φ) ∝
N

∑
i=1

ci log[F( xi|φ)− F( xi−1|φ)]

Another possibility is the minimum chi-squared estimator described in McDonald and Ransom (2008).
For the scenario where one also has data for the group means yi, and when the group bounds

xi may or may not be available, estimators based on moment conditions have been suggested by
Chotikapanich et al. (2007), Hajargasht et al. (2012) and Griffiths and Hajargasht (2015). To describe
the objective functions that are minimized to obtain these estimators, we need the moments of each
group up to order 2, expressed in terms of φ and x′ = (x1, x2, . . . , xN−1). Working in this direction,
we define

ki = F( xi|φ)− F( xi−1|φ)

μi = μ[F1( xi|φ)− F1( xi−1|φ)]

μ
(2)
i = μ(2)[F2( xi|φ)− F2( xi−1|φ)]

where F1( xi|φ) and F2( xi|φ) are the moment distribution functions defined in Section 2. Further,
we define vi = kiμ

(2)
i − μ2

i . Then, Hajargasht et al. (2012) show that the GMM estimator that uses
moments for ci and ỹi = ciy, and the optimal weight matrix, can be written as

GMM1(x,φ) =
N

∑
i=1

w1i(ci − ki)
2 +

N

∑
i=1

w2i(ỹi − μi)
2 − 2

N

∑
i=1

w3i(ci − ki)(ỹi − μi) (11)

where w1i = μ
(2)
i /vi, w2i = ki/vi and w3i = μi/vi. GMM1(x,φ) can be minimized with respect to

both x and φ, or, if observations on x are available, with respect to φ only. Because the weights depend
on (x,φ), a variety of estimators can be used, depending on whether GMM1(x,φ) is minimized
directly or a two-step or iterative procedure is employed. In a two-step procedure, initial estimates
with weights that are not dependent on the parameters are obtained, and then estimates that minimize
GMM1(x,φ), with weights computed from the initial estimates, are computed. Iterating this process
leads to an iterative estimator.

An estimator that uses weights that do not depend on (x,φ), and which is useful for
obtaining starting values for a two-step or iterative estimator from (11), is that proposed by
Chotikapanich et al. (2007). In contrast to (11), they considered moment conditions for ci and yi
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instead of ci and ỹi = ciyi. Although they focused on the special case beta 2 distribution, their results
also hold for the more general GB2 distribution. The function that they minimized is

GMM2(x,φ) =
N

∑
i=1

(
ci − ki

ci

)2
+

N

∑
i=1

(
yi − μi/ki

yi

)2
(12)

The weights used for this estimator
(

c−2
i and y−2

i

)
are not optimal, but they have the intuitive appeal

of minimizing the sum of squares of percentage errors. Also, computation of the second moment μ(2)
i

is not required.
A third GMM estimator is that described by Griffiths and Hajargasht (2015). Like (12), this

estimator considers the moment conditions for ci and yi, but uses the optimal weight matrix.5 It is
given by

GMM3(x,φ) = k−1
i

N

∑
i=1

(ci − ki)
2 + k3

i v−1
i

N

∑
i=1

(yi − μi/ki)
2 (13)

Relative to the other optimal weight formulation in (11), this objective function avoids the term with
the cross product of the moment conditions.

4. Applications

A major source of data for the cross-country study of income distributions, inequality and poverty
is from the World Bank PovcalNet website. We used data from China and Indonesia, two Asian
countries with relatively large populations. The years considered were 1999, 2005, 2010 and 2013 for
China and 1999, 2005, 2010 and 2016 for Indonesia6. The data available are in grouped form comprising
population shares and corresponding expenditure shares for a number of classes, together with mean
monthly expenditure that has been reported from surveys, and then converted to purchasing power
parity (PPP) using the World Bank’s 2011 PPP exchange rates for the consumption aggregate for
national accounts. Also available are the data on population size. Throughout the paper we use the
generic term income distributions, although our example distributions are for expenditure. For both
countries, separate data were available for rural and urban populations and so distributions were
estimated for each of these components. Data for China were in the form of 20 groups, with the
exception of China-rural 1999 (19 groups) and 2005 (17 groups), while those for Indonesia were
available in 100 groups. To make the data for both countries relatively consistent for estimation, we
aggregated the Indonesian data into 20 groups. The distributions were estimated by minimizing
the objective function GMM3(x,φ) given in (13). Initial estimates were obtained by minimizing
GMM2(x,φ), those initial estimates were used to compute the weights for GMM3(x,φ), the estimates
from were then used to compute a new set of weights, and the process was continued for 10 iterations.
Parameterizing the objective function in terms of (a,μ, p, q) instead of (a, b, p, q) facilitated convergence.

Parameter estimates for each of the distributions are presented in Table 1, along with
corresponding estimates for mean income and the populations for each region. The density functions
for China and Indonesia, obtained as mixtures of the urban and rural densities, are plotted in Figures 1
and 2, respectively. A striking feature of the parameter estimates is the very large estimates for p (and
correspondingly small estimates for b) for Indonesia-urban in 2010 and 2016. As p → ∞, the GB2
distribution approaches the 3-parameter inverse generalized gamma distribution,7 and so the results

5 It may be better to describe the estimators that minimize GMM2(x,φ) and GMM3(x,φ) as minimum distance estimators
rather than GMM estimators because the “moment condition” for yi is plim yi = μi/ki not E(yi) = μi/ki . The asymptotic
distribution is the same, however. See, for example, (Greene 2012, chp. 13).

6 The version of the data that was used was downloaded on 9 March 2018 at http://iresearch.worldbank.org/PovcalNet/
povOnDemand.aspx.

7 See (McDonald and Xu 1995, p. 139).
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suggest this special-case distribution would be adequate for these two cases. Its density function is
given by

f (y|a, q,β) =
aβaq

Γ(q)
y−aq−1 exp

(
−β

y

)a

The figures show that, for both countries, there is an improvement over time in the sense that the
distribution shifts to the right, and mean income increases, with the most dramatic improvements
being from 1999 to 2005, and after 2010.

Table 1. Parameter estimates, mean income and population.

Country/Year a b p q μ
Population
(Millions)

China rural
2013 1.5806 101.3579 3.8613 2.1609 190.23 635.69
2010 1.2063 21.4069 11.6780 2.2025 131.52 697.21
2005 1.3443 32.0352 7.0416 2.3558 100.07 749.35
1999 2.0243 30.1693 3.3733 1.3113 67.78 815.97

China urban
2013 1.6455 261.4467 2.3392 1.9792 373.92 721.69
2010 1.8842 187.8696 2.3745 1.5884 306.81 658.50
2005 1.8294 144.7708 2.4059 1.7919 217.11 554.37
1999 1.6302 95.0994 3.2433 2.5261 134.70 436.77

Indonesia rural
2016 2.0275 55.8739 3.8536 1.3660 129.11 118.90
2010 2.1389 36.6977 4.4602 1.2132 96.63 121.45
2005 2.7720 52.1883 2.5501 1.1926 85.84 122.57
1999 3.0994 49.6466 2.0371 1.2727 67.62 123.52

Indonesia urban
2016 0.7417 0.0010 25,914.0 4.0699 208.00 142.22
2010 0.9107 0.0094 15,488.0 3.2802 156.25 121.08
2005 2.0275 55.8746 3.8535 1.3660 129.11 104.15
1999 2.0737 35.6598 4.7873 1.2719 96.37 85.10

Figure 1. Income distributions for China.

163



Econometrics 2018, 6, 21

Figure 2. Income distributions for Indonesia.

Inequality measures for the rural and urban areas and their combined distributions are presented
in Table 2. We computed the Gini coefficient, the Pietra index, QSR, I(0) and I(1). The within and
between urban and rural components for IC(0) and IC(1) are reported in Table 3. Tables 4 and 5
contain poverty measures and pro-poor growth measures, respectively. For poverty measures, the
headcount, FGT(1), FGT(2) and Sen indices were computed using a poverty line of $57.8 per month,
equivalent to $1.9 per day. Pro-poor growth measures, RC, KP and PEGR were computed for the
combined distributions; the GIC’s for each time interval are depictured in Figures 3–8. From the tables
and figures, we can make the following observations about China.

1. All inequality measures indicate that inequality increased from 1999 to 2010, and then declined
from 2010 to 2013. The recent decline is attributable to a decline in rural inequality; there was
an increase in urban inequality in the same period. Also, there is no clear conclusion about how
rural inequality changed from 1999 to 2005; the Gini and I(1) suggest a slight decrease, whereas
QSR, I(0) and Pietra suggest a slight increase.

2. Inequality is much greater in the combined distribution than in its components, reflecting the
large discrepancy in mean incomes between the rural and urban areas. Within inequality remains
greater than between inequality, however.

3. The changes in inequality have been accompanied by large increases in mean income and large
decreases in poverty. The decline in poverty was particularly dramatic for rural China where the
headcount ratio declined from 57% in 1999 to 3.7% in 2013. Poverty in rural China is uniformly
greater than that in urban China.

4. The GIC curves show that, from 1999 to 2010, growth has favored the rich more than the poor, but
from 2010 to 2013, growth has strongly favored the poor relative to the rich, a result consistent
with the decline in inequality over this period. The scalar measures of pro-poor growth are also
consistent with this observation. Growth has favured the poor in an absolute sense from 1999 to
2010 (0 < RC < g, 0 < KP < 1, PEGR < g), and in a relative sense after 2010 (RC > g, KP > 1,
PEGR > g).
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Examining the results for Indonesia, we find:

1. Urban inequality changed very little from 1999 to 2005, increased dramatically from 2005 to 2010,
and then increased more moderately from 2010 to 2016. Rural inequality increased from 1999
to 2010, but declined thereafter. The combined results reflect these changes, with increasing
inequality overall, but with Gini coefficients approximately the same in 2010 and 2016.

2. Poverty declined from 1999 to 2005, remained roughly constant from 2005 to 2010, when there
were large increases in inequality, and then declined again from 2010 to 2016. From 2005 to 2010 a
decline in urban poverty was offset by an increase in rural poverty.

3. The GIC curves show that growth has favored the rich relative to the poor in all time intervals.
From 2005 to 2010 the poor faired very badly; the growth rate for the bottom 15% of the population
was negative. This period was also one where the growth in mean incomes was low relative
to that in the other two periods. The scalar pro-poor growth measures are in line with the
conclusions from the GIC curves. Growth was absolutely but not relatively pro-poor in the first
and third time intervals; in the second interval it was not absolutely pro-poor according to the
RC measure, and only slightly absolutely pro-poor using the KP measure.

Table 2. Inequality measures.

Country/Year Gini QSR I(0) I(1) Pietra

China rural
2013 0.3349 5.4526 0.1903 0.2086 0.2424
2010 0.3959 7.1456 0.2664 0.3189 0.2901
2005 0.3519 5.8464 0.2097 0.2375 0.2563
1999 0.3638 5.6579 0.2083 0.2495 0.2545

China urban
2013 0.3735 6.5286 0.2291 0.2454 0.2628
2010 0.3540 5.9757 0.2126 0.2370 0.2545
2005 0.3436 5.7017 0.1992 0.2163 0.2460
1999 0.3185 4.9247 0.1649 0.1731 0.2246

China combined
2013 0.4010 8.1998 0.2659 0.2864 0.2874
2010 0.4323 9.5593 0.3274 0.3451 0.3155
2005 0.4052 6.4547 0.2796 0.2979 0.2959
1999 0.3941 4.5101 0.2495 0.2683 0.2825

Indonesia rural
2016 0.3343 5.2640 0.1912 0.2270 0.2442
2010 0.3502 5.2808 0.1962 0.2412 0.2480
2005 0.2756 3.9165 0.1275 0.1448 0.1980
1999 0.2352 3.3989 0.1002 0.1087 0.1746

Indonesia urban
2016 0.4154 7.9453 0.2920 0.3409 0.3044
2010 0.4070 6.7226 0.2493 0.2930 0.2818
2005 0.3444 5.2640 0.1912 0.2270 0.2442
1999 0.3368 5.2471 0.1939 0.2370 0.2467

Indonesia combined
2016 0.4027 7.6873 0.2737 0.3286 0.2963
2010 0.4042 6.5792 0.2513 0.3013 0.2842
2005 0.3297 4.6841 0.1776 0.2117 0.2357
1999 0.2959 4.0104 0.1539 0.1879 0.2169
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Table 3. Between and within inequality.

Country/Year IC(0) Iwith
C (0) Ibetw

C (0) IC(1) Iwith
C (1) Ibetw

C (1)

China combined
2013 0.2659 0.2109 0.0550 0.2864 0.2340 0.0523
2010 0.3274 0.2399 0.0875 0.3451 0.2622 0.0829
2005 0.2796 0.2053 0.0743 0.2979 0.2244 0.0735
1999 0.2495 0.1932 0.0563 0.2683 0.2101 0.0582

Indonesia combined
2016 0.2737 0.2461 0.0276 0.3286 0.3019 0.0267
2010 0.2513 0.2227 0.0286 0.3013 0.2732 0.0281
2005 0.1776 0.1568 0.0208 0.2117 0.1910 0.0207
1999 0.1539 0.1385 0.0154 0.1879 0.1723 0.0156

Table 4. Poverty measures.

Country/Year HC FGT(1) FGT(2) SEN

China rural
2013 0.0374 0.0070 0.0021 0.0099
2010 0.2042 0.0489 0.0171 0.0713
2005 0.2998 0.0786 0.0296 0.1057
1999 0.5702 0.1907 0.0844 0.2568

China urban
2013 0.0077 0.0017 0.0006 0.0020
2010 0.0085 0.0017 0.0005 0.0023
2005 0.0294 0.0062 0.0021 0.0088
1999 0.1064 0.0233 0.0080 0.0324

China combined
2013 0.0216 0.0042 0.0013 0.0083
2010 0.1079 0.0256 0.0089 0.0496
2005 0.1848 0.0478 0.0179 0.0901
1999 0.4084 0.1324 0.0577 0.2289

Indonesia rural
2016 0.1267 0.0243 0.0073 0.0348
2010 0.3033 0.0700 0.0234 0.0995
2005 0.2917 0.0613 0.0193 0.0883
1999 0.4647 0.1117 0.0385 0.1526

Indonesia urban
2016 0.0649 0.0122 0.0035 0.0174
2010 0.1142 0.0221 0.0065 0.0313
2005 0.1267 0.0243 0.0073 0.0353
1999 0.3031 0.0700 0.0234 0.0941

Indonesia combined
2016 0.0931 0.0177 0.0052 0.0345
2010 0.2089 0.0461 0.0150 0.0863
2005 0.2159 0.0443 0.0138 0.0828
1999 0.3988 0.0947 0.0324 0.1659
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Table 5. Pro-poor growth measures.

Country/Year Growth Rate Growth Rate for the Poor (RC) KP PEGR

China
2010–2013 0.3218 0.6245 1.4251 0.3245
2005–2010 0.4536 0.2331 0.6503 0.2839
1999–2005 0.6446 0.5281 0.8702 0.4504

Indonesia
2010–2016 0.3614 0.2836 0.8622 0.2414
2005–2010 0.1956 –0.0107 0.0709 0.0079
1999–2005 0.3323 0.2449 0.8049 0.2575

Figure 3. Growth incidence curve, China 1999–2005.

Figure 4. Growth Incidence Curve, China 2005–2010.
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Figure 5. Growth Incidence Curve, China 2010–2013.

Figure 6. Growth Incidence Curve, Indonesia 1999–2005.

Figure 7. Growth Incidence Curve, Indonesia 2005–2010.
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Figure 8. Growth Incidence Curve, Indonesia 2010–2016.

5. Concluding Remarks

Studying income distributions can provide valuable information about important aspects of a
society’s welfare such as the degree of inequality, the incidence of poverty, and whether there have
been improvements in welfare over time. The GB2 is a popular and versatile distribution well suited
to this purpose. We have reviewed some of the common indexes for measuring inequality, poverty
and pro-poor growth, and described how values for these indexes can be computed from estimates of
the parameters of the GB2 distribution. Optimal techniques for estimating the parameters using either
single observations or grouped data are also reviewed. It is our hope that the bringing together of all
these results into a single source will facilitate and promote use of the GB2 distribution.
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Abstract: In economics, rank-size regressions provide popular estimators of tail exponents of
heavy-tailed distributions. We discuss the properties of this approach when the tail of the distribution
is regularly varying rather than strictly Pareto. The estimator then over-estimates the true value in the
leading parametric income models (so the upper income tail is less heavy than estimated), which leads
to test size distortions and undermines inference. For practical work, we propose a sensitivity analysis
based on regression diagnostics in order to assess the likely impact of the distortion. The methods are
illustrated using data on top incomes in the UK.
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1. Introduction

Income distributions exhibit, like many other size distributions in economics and the natural
science, upper tails that decay like power functions (see e.g., Schluter and Trede 2017). The recent and
rapidly growing literature on top incomes focuses on this upper tail, and its presence has important
consequences for the measurement of inequality.1 However, estimating the heaviness of the upper
tail is challenging, since real world size distributions usually are Pareto-like (i.e., tails are regularly
varying) rather than strictly Pareto.

To be precise, let X1, . . . , Xn be a sequence of positive independent and identically distributed
random variables (e.g., incomes) with distribution function F that is regularly varying, so for large x

1 − F(x) = x−
1
γ l(x), γ ∈ (0, ∞), (1)

where l is slowly varying at infinity, i.e., l(tx)/l(x) = 1 as x → ∞. The parameter γ, usually referred
to as extreme value index (and 1/γ as the tail exponent), is unknown and needs to be estimated.
Many estimators have been proposed in the statistical literature (see e.g., the textbook treatments in
Embrechts et al. 1997 or Beirlant et al. 2004).

An estimator popular among economists is based on a simple ordinary least squares (OLS)
regression of log sizes on log ranks (e.g., Jenkins 2017 and Atkinson 2017, and references therein,
in the income distribution and top incomes literature, this regression is ubiquitous in the city size
literature). The enduring popularity of the OLS estimator is partly due to its simplicity, and partly due

1 See e.g., Schluter and Trede (2002) in the contexts of Lorenz curves, Davidson and Flachaire (2007) who propose a semi-parametric
bootstrap, Cowell and Flachaire (2007) who advocate semi-parametric methods, or Burkhauser et al. (2012) who seek to reconcile
survey and tax return data. Also observe that the pth moment of the income distribution is finite only if p < 1/γ, so very heavy
tails can directly affect the validity of some standard inequality measurement tools. For instance, statistical inference for the
Generalised Entropy index with parameter 2 requires the existence of the fourth moment (Cowell 1989).
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to a powerful intuition based on a Pareto quantile-quantile (QQ)-plot, the regression estimating its
slope coefficient. However, if the tail of the distribution varies regularly, the Pareto QQ-plot will become
linear only eventually. In particular, (1) can be expressed equivalently, using the tail quantile function
U(x) = inf{t : Pr(X > t) = 1/x} where x > 1, as U(x) = xγ l̃(x) where l̃(x) is a slowly varying
function. Hence, as x → ∞, log U(x) ∼ γ log(x) since then log l̃(x) → 0. Replacing these population
quantities with their empirical counterparts gives the Pareto QQ-plot, and γ is its ultimate slope.
This qualification (usually ignored by practitioners in economics) has important consequences for the
behaviour of the estimator: Since the OLS estimator estimates the slope parameter of this QQ-plot,
deviations from the strict Pareto model -captured by the nuisance function l- will induce distortions.

The empirical importance of this is illustrated in Figure 1, which depicts the Pareto QQ-plot for our
administrative income data for the UK (the subject of our empirical application developed in Section 4
below), using the 1000 largest incomes. The plot exhibits a pronounced kink, and approximate linearity
of the QQ-plot only holds for the very highest upper order statistics. Panel (b) shows the consequences
for the OLS estimates: As we move in the QQ-plot from the right to the left, the departures from
linearity become progressively more severe, and the OLS estimates progressively fall. Based on this
first diagnostic QQ-plot, once the lower upper order statistics have been discarded as a source of
downward bias, the subsequent analysis can then more clearly focus on the approximate linear part,
the remaining distortions, and the choice of the number of order statistics. Figure 2 provides a further
illustration for three Burr (Singh-Maddala) distributions (examined in detail in Section 3 below, being
the leading parametric income distribution model) possessing the same γ. Here, the speed of decay
of the nuisance function l is parametrised by the absolute value of the parameter ρ. The smaller the
magnitude of ρ, the greater the initial curvature and steepness of the Pareto QQ-plot, and the larger
the induced positive distortions of the OLS estimator of the slope coefficient.uced positive distortions of the OLS estimato
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Figure 1. Pareto quantile-quantile (QQ)-Plot: Top incomes in the UK. Based on administrative income
tax return for the UK in 2009/10. The Survey of Personal Incomes (SPI) is described in Section 4.
Panel (a): The Pareto QQ-plot (see Section 1.1) is based on the largest 1000 incomes. Panel (b): Estimates
of γ for the k upper order statistics using the OLS regression (solid lines), and pointwise 95% symmetric
confidence intervals (dashed lines). The distributional theory is stated in Equation (8).
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Figure 2. Pareto QQ-Plots: The Burr distribution. Based on the Burr distribution given by
F(γ,ρ)(x) = 1 − (1 + x−ρ/γ)1/ρ with γ = 2/3, and ρ ∈ {−2,−0.5,−0.25}. Panel (a): Pareto QQ-plots
for 3 random samples drawn from the Burr distribution. Sample size is 1000. To aid comparison across
cases, the points of each QQ-plot have been connected and rendered as lines. Panel (b): Mean of
estimates γ̂ across 1000 Monte Carlo simulations for given ρ, drawing samples of size 1000 in each
iteration. The faint horizontal line is the population value γ = 2/3.

In this paper, we examine the asymptotic distortions of the OLS estimator that arise in these
circumstances, caused by the slow decay of the nuisance function l and modeled here as higher
order regular variation. The theory is presented in Section 2 (proofs are collected in Appendix A),
and numerical illustrations and quantifications of the distortions are provided in Section 3, as well as
of the stark consequence for inference. More specifically, we show formally that the OLS estimator
over-estimates the true value in the leading heavy-tailed model (i.e., the Hall class, which includes
the Burr (Singh-Maddala) distribution, as well as the student, Fréchet, and Cauchy distributions).
An empirical illustration in the context of top incomes in the UK using data on tax returns is the subject
of Section 4.

1.1. The Log-Log Rank-Size Regression

We briefly review the rank size regression. Let X1,n ≤ · · · ≤ Xn,n denote the order statistics
of X1, · · · , Xn, and consider the k upper order statistics. Let ranks be shifted by a constant η < 1.
The regression of sizes on ranks leads to the minimisation of the least squares criterion

k

∑
j=1

(
log

Xn−j+1,n

Xn−k,n
− g log

k + 1
j − η

)2

(2)

with respect to g, where η < 1 and 1 ≤ j ≤ k < n. The classic case is η = 0. However, since the
OLS estimator of the slope coefficient is not invariant to shifts in the data, it is conceivable that a
purposefully chosen shift could yield an asymptotic refinement (Gabaix and Ibragimov 2011 consider
this in the strict Pareto model 1 − F(x) = cx−1/γ). The analysis below allows for this possibility.

The justification of considering regression (2) is based on a Pareto QQ-plot (Beirlant et al. 1996):
For a sufficiently high threshold Xn−k,n where k < n, the Pareto quantile plot in model (1) with
coordinates (− log(j/(n + 1)), log Xn−j+1,n)j=1,··· ,k becomes ultimately linear. The line through point
− log((k + 1)/(n + 1)), log Xn−k,n) with slope g is thus given by y = log Xn−k,n + g[x + log((k +
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1)/(n + 1))] and the data points are (x, y) = (− log(j/(n + 1)), log Xn−j+1,n)j=1,··· ,k. The regression
estimator estimates this slope parameter. In particular, the OLS estimator of the slope coefficient g is

γ̂ =

1
k ∑k

j=1 log
(

k+1
j−η

) [
log Xn−j+1,n − log Xn−k,n

]
1
k ∑k

j=1

[
log k+1

j−η

]2 ≡ Nn,k

Dk
, η < 1. (3)

Note that the denominator Dk is a Riemann approximation to
∫ 1

0 log2 xdx = 2. An asymptotic
expansion of the denominator reveals that

Dk = 2 + O

(
log2 k

k

)
(4)

From Kratz and Resnick (1996, proof of their Equation 2.4, p. 704) we know that the numerator
Nn,k converges in probability to 2γ, hence the estimator is weakly consistent: γ̂ →P γ as k → ∞ and
k/n → 0. We proceed in the next Section to refine this result by obtaining higher order expansions of
the estimator in (3).

The literature contains several variants of regression (2). Rather regressing log sizes on log ranks,
one could regress log ranks on log sizes, thus obtaining the ‘dual’ regression. In view of (3), our
asymptotic analysis of the numerator carries immediately over to this dual regression. Another variant
of (2) includes the additional estimation of a regression constant: log Xn−j+1,n is regressed on a constant
and log j. Kratz and Resnick (1996) obtain the distributional theory for this alternative estimator and
show that its asymptotic variance is 2γ2/k, which exceeds, as will be shown below, the asymptotic
variance of γ̂ given by (3). Hence this regression variant is less efficient. Schultze and Steinebach (1996)
also prove weak consistency of the estimator in this setting.

2. Asymptotic Expansions and Distributional Theory

2.1. Preliminaries: Higher Order Regular Variation

In order to obtain our asymptotic expansions, we use an equivalent representation of model (1)
based on regular variation and extreme value theory. First we recall the definition of first-order regular
variation, and then proceed to model the slowly varying nuisance function l in (1) by a refinement to
second-order regular variation. We then show that most heavy-tailed distributions of interest (in the
income, finance and urban literature) satisfy this condition.

It is well known that model (1) has the equivalent (first-order regular variation) representation
(e.g., Dekkers et al. 1989)

lim
t→∞

log U(tx)− log U(t)
a(t)/U(t)

= log x, (5)

for all x > 0 where a is a positive norming function with the property a(t)/U(t) → γ. The problem
for estimating the extreme value index γ is the behaviour of the slowly varying function l in (1). It is,
therefore, common practice in the extreme value literature to model such second-order behaviour, thus
strengthening model (1), by strengthening the first-order regular representation (5) to second-order
regular variation. Following De Haan and Stadtmüller (1996), we assume that the following refinement
of (5) holds

lim
t→∞

log U(tx)−log U(t)
a(t)/U(t) − log x

A(t)
= Hγ,ρ(x) (6)

for all x > 0, where Hγ>0,ρ<0(x) = 1
ρ (

xρ−1
ρ − log x) with ρ < 0. This parameter ρ is the so-called

second-order parameter of regular variation, and A(t) is a rate function that is regularly varying with
index ρ, with A(t) → 0 as t → ∞. As ρ falls in magnitude, the nuisance part of l in (1) decays more
slowly. Our numerical illustrations will thus consider small magnitudes for ρ.
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Examples. Most heavy-tailed distributions of interest satisfy representation (6). Consider the
Hall class of distributions (Hall 1982), given by, for large x,

F(x) = 1 − ax−1/γ[1 + bxβ + o(xβ)]

with γ, a > 0, b ∈ R, β < 0. In this class, the nuisance function l in model (1) converges to a
constant at a polynomial rate. The Hall class nests, for instance, the Burr (Singh-Maddala), Student,
Fréchet, and Cauchy distributions.2 The tail quantile function is U(x) = cxγ[1 + dxρ + o(xρ)] where
c = aγ, d = bγaγβ. This Hall class satisfies the second order representation (6) with ρ = γβ < 0, and
rate function

A(t) =
ρ2

γ
dtρ.

Figure 2 illustrates the role of ρ for the Burr distribution (examined in greater detail in Section 3) in terms
of the Pareto QQ-plot, and the implications for the estimator γ̂ of its slope parameter. For ρ = −2 the
plot is close to linear, and the estimates close to the population value. However, as ρ falls in magnitude,
the initial curvature increases, and the slope estimates consequently becomes more positively distorted
as the number of upper order statistics k entering the estimator increases.

2.2. The Main Results

We first state the higher order asymptotic expansion of the numerator Nn,k. We then obtain the
distributional theory for our estimator γ̂, before returning to the distortions induced by deviations
from the strict Pareto model (captured by second order regular variation).

Asymptotic expansion. In theAppendix A we prove the following higher order expansion of
the numerator Nn,k under the assumption of second-order regular variation (6). Throughout, we will
consider an intermediate sequence k = kn of positive integers such that kn → ∞ and kn/n → 0 as
n → ∞. It is then true that, for γ > 0 and ρ < 0,

Nn,k/γ = 2 −
(

1
2
− η

)
log(k − η)

k
−
(

1
2
− η

)
log2 k

2k

+ Op

(
1

k1/2

)
+ O

(
1
k

)
+ Op

(
log k
k1/2

)
(7)

+ A
(n

k

) 1
ρ

[
2 − ρ

(1 − ρ)2

]
+ Op

(
log k

k

)
+ op(A(n/k))

A few comments are in order. The first two lines of this expression characterise the first-order
behaviour of the numerator. It can be seen that setting the regression shift factor η to 1/2 eliminates the
second and third term. However, the term Op

(
log k/k1/2

)
is still present. The asymptotic refinement

due to second-order regular variation is given by the terms of line 3. Although A(t) → 0 as t → ∞,
this decay might be slow: A(t) is regularly varying with index ρ, and as ρ falls in magnitude the
nuisance part of l in (1) decays more slowly. A slow decay then introduces a noticeable distortion in
finite samples. We examine these distortions after stating the distributional theory for the estimator.

2 The Burr distribution F(γ,ρ)(x) = 1 − (1 + x−ρ/γ)1/ρ is a member of the Hall class with parameters γ and ρ < 0, c = 1
and d = γ/ρ, as is the Student tδ distribution with δ degrees of freedom where γ = 1/δ, ρ = −2/δ, d = γBC−2γ,
B = −0.5δ2(δ + 1)/(δ + 2), and C = Γ((δ + 1)/2)δ(δ−1)/2/(δπ)1/2Γ(δ/2) (valid for δ > 2); so is the Fréchet distribution
Fγ(x) = exp(−x−1/γ) with ρ = −1, c = 1, and d = −.5γ, and the Cauchy distribution with γ = 1, ρ = −2, c = 1/π, and
d = −0.5π2.
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Distributional theory. Beirlant et al. (1996) observe that our slope estimator γ̂, given by (3),
is (to first order) a member of the class of kernel estimators discussed in Csorgo et al. (1985) with kernel
K(t) = 1 − log t. Since

∫ 1
0 K(t)dt = 2 and not unity, a scale correction is required. Since

∫ 1
0 K2(t)dt = 5,

the following result obtains as k → ∞ and k/n → 0, and if
√

kA(n/k) → 0

√
k(γ̂ − γ) →d N

(
0,

5
4

γ2
)

(8)

Higher order distortions. Asymptotically, the estimator is thus unbiased if
√

kA(n/k) → 0. If this
decay is slow, however, the estimator will suffer from a higher order distortion in finite samples. By (7),
this distortion equals, for γ > 0 and ρ < 0,

bk,n ≡ 1
2

γ

ρ

2 − ρ

(1 − ρ)2 A(n/k) (9)

In particular, in the Hall model, A(t) = (ρ2/γ)dtρ. The sign of the higher order distortion of Nn,k
and hence γ̂ is, since ρ < 0, then given by -sgn(d). For the Burr (Singh-Maddala), student, Fréchet,
and Cauchy distributions it can be shown that d < 0, leading to a positive higher order distortion.
We conclude that the higher order distortion induced by higher order regular variation is positive for
many popular distribution -i.e., for which the nuisance function l in model (1) converges to a constant
at a polynomial rate- leading to an overestimation of γ.3

Simulation evidence for these theoretical results is presented next. We also quantify the higher
order distortions and the consequences for statistical inference about γ.

3. Numerical Illustrations

We illustrate numerically several of our results in a Monte Carlo study. First, we verify the
distributional theory, then show that most of the empirical distortion is captured by the bias function
bk,n. At the same time, we show that the distortions can be sizeable, leading to substantial test size
distortions, while a bias correction using bk,n would reconcile nominal and actual test sizes.

Our Monte Carlo study is based on the Burr distribution, a member of the Hall class, parametrised
here as F(γ,ρ)(x) = 1 − (1 + x−ρ/γ)1/ρ with parameters γ and ρ < 0. In the income distribution
and inequality literature, this distribution is also know as the Singh-Maddala distribution, and used
frequently in parametric income models. Specifically, we set γ = 2/3, and ρ = −1/2 to begin
with. Qualitatively similar results are obtained for the student, Fréchet, and Cauchy distributions,
all of which are members of the Hall class, and therefore not reported here. Since 1 < 1/γ < 2 we
consider a situation of fairly heavy tails (as second moments of the distribution do not exist). However,
the qualitative insights depend little on the actual choice of γ. We have chosen ρ = −1/2 as our
leading example since we are interested in the consequences of deviating from a strict Pareto model.
As ρ falls in magnitude the nuisance part of l in (1) decays more slowly. This is illustrated in Figure 2,
where we depict three Pareto QQ-plots for different ρ. For ρ = −2, the plot is almost linear throughout.
The deviations from the strict Pareto model become increasingly more pronounced in the left part of
the plot as ρ falls in magnitude.

For the simulation study, we draw R = 1000 samples of size n = 10, 000 at first (then n = 1000), and
consider the upper k order statistics. In order to choose a particular k, we follow standard practice and

3 De Haan and Ferreira (2006) consider the merit of shifting the tail for tail quantile functions U(t) = c0 + c1tγ + c2tγ+τ +
o(tγ+τ) where c0 and c2 are not zero, c1 > 0, and γ > 0 and τ < 0. It can then be shown that if τ < −γ, the second order
parameter satisfies ρ = −γ. A data shift that eliminates c0 then results in ρ = τ, so the post shift second order parameter
has increased in magnitude, leading to a decrease in the induced distortion. However, the reverse reasoning also applies.
In particular, the Hall model is U(x) = cxγ[1 + dxρ + o(xρ)]. A data shift by c0 yields U(x) + c0 = cxγ[1 + (c0/c)x−γ +
dxρ + o(xρ)], and increases the distortion if γ ≤ |ρ|.
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minimise the theoretical asymptotic Mean Squared Error (AMSE) (e.g., Hall 1982, or Beirlant et al. 1996),
given by b2

k,n + (1/k)(5/4)γ2, trading off distortion and dispersion. The theoretical higher order bias in
γ̂ induced by higher order regular variation in this Burr case is

bk,n =
1
2

γ
2 − ρ

(1 − ρ)2

(n
k

)ρ

which is, of course, increasing in k. The theoretical AMSE is minimised around k∗ = 200, which also
corresponds to the minimiser of the empirical AMSE based on the R samples. The mean of γ̂ at this k∗

is 0.739, and exceeds, as predicted by the theory, the population value γ = 2/3.
Figure 3 depicts the results. In panel (a) we illustrate the distributional theory, given by (8), for k∗,

by plotting a kernel density estimate of
√

k∗γ̂ (solid line), as well as a normal density with variance
(5/4)γ2, centered on the empirical mean of the simulated data. The two are in close agreement.
The figure also implies that any inferential problems are due to location shifts. In panel (b) we contrast
the empirical distortions (solid line) with bk,n (dashed line). γ̂ overestimates γ, and the distortion
increases in k. It is evident that most of the distortion is captured by bk,n. In panel (c) we illustrate the
consequences of the distortions for statistical inference, by plotting the empirical coverage error rates
of the usual 95% symmetric confidence intervals. The higher order distortions lead to undermining
inference because of the considerable size distortions. For instance, at k∗, the empirical coverage error
rate is 30% for a nominal 5% rate. Shifting the estimate by bk∗ ,n reduces the coverage error rate to 7%.
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Figure 3. Bias and Inference: Burr. Monte Carlo study for the Burr distribution with parameters
γ = 2/3 and ρ = −0.5. Based on samples of size n=10,000 and R=1000 repetitions. k∗ = 200 minimises
the asymptotic Mean Squared Error (AMSE), and is depicted by the vertical lines in panels b and c.
Panel (a): Density plot of

√
k∗γ̂ (solid line) and shifted normal density with variance (5/4)γ2 (dashed

line). Panel (b): empirical bias (solid line) and higher order bias function bk,n (dashed line). Panel (c):
Coverage error rate of the usual 95% symmetric confidence intervals for nominal rate of 5%, with no
bias correction (solid line) and correction by the theoretical bk,n (dashed line).

Next, we consider the role of the sample size n. Reducing the sample sizes in the Monte Carlo to
n = 1000 yields results that are in line with the above theory, and therefore not depicted. The bias of γ̂

increases by a factor predicted by the theory, namely bk,1000/bk,10,000 = 101/2 = 3.16. The optimal k∗

shrinks by a factor of 4, as now k∗ = 50. The density of
√

k∗γ̂ is in good agreement with the theory, and
empirical coverage error rates at this k∗ are 32% for the uncorrected and 11% for the corrected estimator.
The empirical coverage error rate for the uncorrected estimator rises steeply after k∗, reaching 64% at
k = 100. Reducing the sample sizes further to 100 results in k∗ = 20, and an empirical coverage error
rate for the uncorrected estimator of 46% at this k∗. Biases are increased by a factor bk,100/bk,10,000 = 10.

Finally, we illustrate the importance of the speed of decay in the nuisance function l of model (1).
As ρ falls in magnitude, the nuisance function l decays more slowly. For the Burr case with γ = 2/3,
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we depict in Figure 4 bk,n as ρ falls in magnitude for n = 1, 000 and selected k. While for ρ = −2 the
distortions are negligible (in line with Figure 2, it is evident that for small magnitudes of ρ the higher
order distortions cannot be ignored).g
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Figure 4. Relative distortions in the Burr model. Burr model with γ = 2/3 and n = 1000. Depicted is
100 ∗ bk,n/γ as ρ varies.

As the purpose of our simulation study is the provision of numerical evidence for our theory,
we have used the theoretical bias function bk,n in the Burr case. When no such external knowledge is
available, estimating the bias function requires non-parametric estimates of the second order parameter
ρ and the function A(·). However, existing methods perform poorly, yielding excessively volatile
estimates. The theory then informs a sensitivity analysis which is described in Section 4.1 in the context
of our empirical application.

4. Empirical Illustration: Top incomes in the UK

Our empirical application uses administrative income tax return data are from the public-release
files of the Survey of Personal Incomes (SPI) for the year 2009/10 (see e.g., Jenkins 2017 for a detailed
description, and an analysis that includes rank size regressions). The SPI data underlie the UK top
income share estimates in the World Top Incomes Database (WTID), and is a stratified sample of the
universe of tax returns. The unit of taxation is the individual, and we use total taxable income as the
income variable. The file contains 674,715 individuals, and we consider the n largest incomes.

In Figure 1 panel (a), we have depicted the Pareto QQ-plot for the 1000 largest incomes. It is
evident that the data clearly reject a strict Pareto model: The plot exhibits a pronounced kink,
and approximate linearity of the QQ plot only holds for the very highest upper order statistics.
The function l in (1) captures this significant departure from the strict Pareto model. The Pareto
QQ-plot thus conveys crucial information that is usually ignored by practitioners in economics,
making it a key diagnostic device. For instance, a common mechanical approach is to set k by choosing
‘blindly’ (i.e., without reference to the Pareto QQ-plot) e.g., the top 1% or the top 1000 observations.
Since the approximate linearity only obtains for about the 70 largest observations, the estimate of the
slope parameter of the Pareto QQ-plot, i.e., the OLS estimator (3), will be severely biased if k is set
to 1000 or higher. This is illustrated in panel (b) of the figure: The estimates fall for higher values
of k, since the estimation procedure then attributes increasing weights to the left of the kink in the
Pareto QQ-plot.

In the light of these observations, we restrict our subsequent analysis to the range of k in which
the Pareto QQ-plot is approximately linear. We confirm this in Figure 5 panel (a), having restricted
the plot to the n = 70 highest incomes. The plot now appears fairly linear. In panel (b), we depict the
regression estimates γ̂ and the 95% symmetric pointwise confidence intervals. One first visual way of
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choosing an estimate is to consider an area of the plot where the estimate is fairly stable (as is done by
inspecting Hill or so-called alternative Hill plots) and picking the largest such k since the variance of
the estimate falls in k. Such subjective choice would be around k = 60 with an estimate of γ̂ = 1.070
(indicated by the horizontal faint line in the figure).4 Overall, the visual method would suggest an
estimate of γ between 0.9 and 1, implying very heavy tails. Taking into consideration the variability of
the estimate, one cannot reject the hypothesis that the tail index be unity, i.e., Zipf’s law. Returning to
panel (a) we have also plotted the line with slope 1. This line does well in describing the data. We turn
to a method that permits an objective choice of a particular k, and examine the remaining distortions
in the estimate of γ.

4.1. Sensitivity Analysis, and the Choice of k

The preceding analysis has shown that γ̂ is likely to suffer from positive higher order distortions,
captured by bk,n. Estimating this bias function requires non-parametric estimates of the second order
parameter ρ and the function A(·), but existing methods perform poorly, yielding excessively volatile
estimates. Hence we limit ourselves to a sensitivity analysis, taking ρ as a sensitivity parameter, whose
objective is to gauge plausible values of the potential distortions based on diagnostics of the rank size
regression. This approach is sketched next.

Following Beirlant et al. (1996), we observe that the mean weighted theoretical squared deviation

1
k

k

∑
j=1

wj,kE
(

log
(Xn−j+1,n

Xn−k,n

)
− γ log

(
k + 1

j

))2

equals, to first order,
ckVar(γ̂) + dk(ρ)b2

k,n (10)

for some coefficients ck depending only on k, and dk(ρ) depending on k and ρ (these are stated explicitly
in the Appendix A). Set wj,k ≡ 1. An estimate of the mean theoretical deviation is the mean of the
squared residuals k−1SSRk of the rank size regression. In view of the usual bias-variance trade-off
for our estimator γ̂ for fixed n, we ascribe all the measured deviation k−1SSRk to the bias, thereby
defining a very conservative bound, and let

b̃k,n(ρ) = [k−1SSRk/dk(ρ)]
1/2

This conservative sensitivity analysis then consists of examining γ̂ − b̃k,n(ρ) for a range of values
of ρ.

Figure 5 panel (c) reports the results of such a sensitivity analysis for k being restricted to the
n = 70 highest incomes. Since under this restriction the Pareto QQ-plot is approximately linear,
we expect that the remaining distortions are fairly modest. This is borne out in the sensitivity plot,
as the precise value of ρ now plays only a minor role.

Should a researcher wish to choose a particular k by minimising an approximation to the AMSE,
Equation (10) is the basis of the procedure proposed in Beirlant et al. (1996): Apply two weighting
schemes w(i)

j,k (i = 1, 2), estimate the corresponding two mean weighted theoretical deviations using the

residuals, and compute a linear combination thereof such that Var(γ̂) + b2
k,n obtains. We have carried

out this programme (see Appendix A for further details) for weights w(1)
j,k ≡ 1 and w(2)

j,k = j/(k + 1) for
given ρ, and Figure 5 panel (d) depicts the results. Minimising this approximation to the AMSE yields
k∗(ρ), which, for ρ ∈ {−2,−1,−0.5}, resulted in k∗ = 58 across the selected ρ, for which γ̂k∗ = 1.089
obtains. In view of the results depicted in panel (c) it is not surprising that changing ρ has only a small

4 Alternative estimators lead to similar conclusions. For instance, using the classic Hill estimator, at k = 60 an estimate of γ of
1.017 is obtained. The plot (not displayed here) is fairly stable around this value for k ∈ [20, 60].
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effect. This estimate of γ is very close to the subjective visual choice of γ̂ of 1.075, reported above,
based on Figure 5b.on Figure 5b.
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Figure 5. Estimates of γ. Based on Survey of Personal IncomeS (SPI) data for 2009/10. Panel (a) Pareto
QQ plot for the largest 70 incomes. The dashed line has slope 1. Panel (b): Estimates of γ̂ (solid line)
and the 95% symmetric pointwise confidence interval (dashed line). The faint horizontal line at 1.075 is
subjectively chosen. Panel (c): Sensitivity analysis. Plot of γ̂ (solid line) and γ̂ − b̃k,n(ρ) for a different
values of ρ. Panel (d): Approximation to the AMSE for different values of ρ. Minimising AMSE yields
k∗ = 58 (vertical line) across the selected ρ, for which γ̂k∗ = 1.089 obtains.

5. Conclusions

The OLS estimator of the slope coefficient in the rank size regression (shifted or unshifted) can
suffer significant higher order distortions that arise from the slow decay of the nuisance function l in

the model 1 − F(x) = x−
1
γ l(x) for γ > 0. Modeling the tail as second order regular variation, we have

shown that the estimator over-estimates the true value in models in which l converges to a constant
at a polynomial rate (i.e., in the leading heavy-tailed distributions). Our numerical illustrations have
shown that these distortions can be dramatic, leading to test size distortions in which actual error
rates are multiples of nominal error rates. The empirical illustration based on the Pareto QQ-plot has
revealed a further distortion, namely the presence of a pronounced kink. Figure 1 has revealed that
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using the common rule to choose 1% of the observation for tail estimation would lead to a severe
under-estimation of how heavy the tail is.

The higher order distortions are functions of A(·) and the second order regular variation
parameter ρ. Since existing methods usually result in poor estimates of these, reliable bias corrections
are not feasible. In view of this we have proposed a sensitivity analysis based on diagnostics from the
rank size regression. When applied to our data on top incomes, we still cannot reject the hypothesis γ

be unity, a situation often described in several fields as Zipf’s law (e.g., Schluter and Trede 2017).
The simplicity of the regression estimator is undoubtedly the principal reason for its popularity

among practitioners in economics. This paper has shown that in many situations the naive (i.e., ‘blind’)
use of this estimator should be considered with care: Pareto QQ-plot, the sensitivity plot and the
AMSE plot convey jointly important information about the behaviour of the estimator.

Acknowledgments: I thank the referees for their constructive comments that have helped to improve the paper.
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Appendix A. Proofs

Before proving the main result given by (7), we consider first the behaviour of the numerator Nn,k
under first-order regular variation (5). We then refine the asymptotic expansion by assuming that the
second-order regular variation (6) holds.

First-order asymptotic expansion of the numerator Nn,k. Assume that (5) holds, and consider
an intermediate sequence k = kn of positive integers such that kn → ∞ and kn/n → 0 as n → ∞.
It will be shown that

Nn,k/γ = 2 −
(

1
2
− η

)
log(k − η)

k
−
(

1
2
− η

)
log2 k

2k
(A1)

+ Op

(
1

k1/2

)
+ O

(
1
k

)
+ Op

(
log k
k1/2

)

Remark: The term Op

(
log k
k1/2

)
dominates (log k)/k, and is not eliminated by setting the shift factor η to

1/2.
In the proof of (A1) we will make use of the following Euler Maclaurin formulae (e.g., Gabaix and

Ibragimov 2011, Equations A.4 and A.5)

1
k

k

∑
i=1

log2(i − η) = 2 +
k − η

k
log2(k − η)− 2

k − η

k
log(k − η) +

log2(k − η)

2k
+ O

(
1
k

)

= 2 + log(k − η)(log(k − η)− 2) + O

(
log2 k

k

)
(A2)

and

1
k

k

∑
i=1

log(i − η) = −1 + log(k − η) +

(
1
2
− η

)
log(k − η)

k
+ O

(
1
k

)
(A3)

Proof of (A1). We adapt the proofs of Kratz and Resnick (1996) (KR henceforth) of their Equations 2.4
and 2.8. The key is the use of Renyi’s representation of exponential order statistics, which implies (e.g.,
KR, p. 705)

En−k+i,n − En−k,n =d
k

∑
j=k−i+1

Ej

j
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where Ej (j = 1, · · · , n) denote iid unit exponential random variables, and En−k,n denotes the (n− k)-th
order statistic. We obtain an asymptotic refinement by using, instead of KR’s Lemmas 2.2 and 2.3,
the above Euler Maclaurin formulae, and Lyapunov’s central limit theorem (CLT). Our numerator
is denoted there by An, and the indices are mapped by setting i = k + 1 − j. From KR (pp. 704-707),
we have

Nn,k/γ =d 1
k

k

∑
i=1

− log(
i − η

k + 1
)

k

∑
j=i

Ej

j
+ op(1/k)

= log(k + 1)Ēk − 1
k

k

∑
j=1

Ej

[
1
j

j

∑
i=1

log(i − η)

]
+ op(1/k) (A4)

where Ēk = (1/k)∑k
j Ej.

We first show that KR’s result (A4) can also be derived from the first order regular variation
condition under the stated assumptions. Let Y denote a standard Pareto random variable, and denote
the (n − k)-th order statistic by Yn−k,n. Consider the scaled log excesses

log Xn−i+1,n − log Xn−k,n

a(Yn−k,n)/U(Yn−k,n)

where a(.) and U(.) are defined in representation (5). Then, noting that Xi,n =d U(Yi,n), and using (5)
with t = Yn−k,n and x = Yn−i+1,n/Yn−k,n, the scaled log excesses satisfy as n → ∞ and n/k → ∞

log Xn−i+1,n − log Xn−k,n

a(Yn−k,n)/U(Yn−k,n)
=d log U(Yn−i+1,n)− log U(Yn−k,n)

a(Yn−k,n)/U(Yn−k,n)

= log
(

Yn−i+1,n

Yn−k,n

)
+ op(1)

By Renyi’s representation of exponential order statistics, we have Yn−i+1,n/Yn−k,n =d Yk−i+1,k, so

log
(

Yn−i+1,n

Yn−k,n

)
=d log (Yk−i+1,k) =

d Ek−i+1,k =
d

k

∑
i=j

Ei
i

since, using Renyi’s representation again, Ek−j+1,k =
d E1,k + ∑k−1

i=j
Ei
i = ∑k

i=j
Ei
i . From Wellner (1978),

we know that k
n Yn−k,n →p 1, so a(Yn−k,n)/U(Yn−k,n) → γ. Using the definition of Nn,k, on combining

the results we thus obtain

Nn,k/γ =d

[
1
k

k

∑
j=1

(−1) log
(

j − η

k + 1

) k

∑
i=j

Ei
i

]
+ op(1/k).

as claimed.
We proceed to examine (A4). Using (A3) yields

Nn,k/γ = log(k + 1)Ēk + Ēk − 1
k

k

∑
j=1

Ej log(j − η)

−
(

1
2
− η

)
1
k

k

∑
j=1

Ej
log(j − η)

j
− 1

k

k

∑
j=1

EjO
(

1
j

)
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By Lyapunov’s CLT,

k1/2

log k

[
1
k

k

∑
j=1

(Ei − 1) log(j − η)

]
→d N(0, 1)

so (1/k)∑k
j=1 Ei log(j − η) = Op

(
log k
k1/2

)
+ (1/k)∑k

j=1 log(j − η). Using again (A3) and substituting
the result, we obtain

Nn,k/γ = Ēk + 1 + log(k + 1)Ēk − log(k − η)

−
(

1
2
− η

)
log(k − η)

k
+ O

(
1
k

)
+ Op

(
log k
k1/2

)
−

(
1
2
− η

)
1
k

k

∑
j=1

log(j − η)

j
− 1

k

k

∑
j=1

O
(

1
j

)

−
(

1
2
− η

)
1
k

k

∑
j=1

(Ej − 1)
log(j − η)

j
− 1

k

k

∑
j=1

(Ej − 1)O
(

1
j

)

Note that Ēk + 1 = 2 + Op(k−1/2) and log(k + 1)(Ēk − 1) = Op

(
log k
k1/2

)
. (1/k)∑k

j=1
log(j−η)

j is

a Riemann approximation to the integral k−1
∫ k

1 (log x − η)/xdx = (log2 k)/2k, and (1/k)∑k
j=1

1
j

is a Riemann approximation to the integral k−1
∫ k

1 (1/x)dx = (log k)/k. By Lyapunov’s CLT,

(k/
√

2)[(1/k)∑k
j=1(Ej − 1) log(j−η)

j ] →d N(0, 1), so (1/k)(Ej − 1) log(j−η)
j = Op(1/k). Similarly, the

last term is Op(1/k2). Hence

Nn,k/γ = 2 −
(

1
2
− η

)
log(k − η)

k
−
(

1
2
− η

)
log2 k

2k

+ Op

(
1

k1/2

)
+ O

(
1
k

)
+ Op

(
log k
k1/2

)
,

which is Equation (A1), as claimed.
Before refining the asymptotic expansion, we briefly consider:

Proof of (4). Dk = 2 + O
(

log2 k
k

)
. Expanding the quadratic in the definition of Dk

Dk = log2(k + 1)− 2(log k + 1)
1
k

k

∑
i=1

log(i − η) +
1
k

k

∑
i=1

log2(i − η)

and using the Euler Maclaurin formulae yields the stated result.
We are now in a position to examine the behaviour of the numerator Nn,k under second order

regular variation.

Proof of the higher order expansion (7). Consider the scaled log excesses again, this time
using representation (6) instead of (5). Set again t = Yn−k,n and x = Yn−i+1,n/Yn−k,n, and recall
Yn−i+1,n/Yn−k,n =d Yk−i+1,k. Hence we obtain the higher order expression

log Xn−i+1,n − log Xn−k,n

a(Yn−k,n)/U(Yn−k,n)
=d

k

∑
i=j

Ei
i

+ A(Yn−k,n)Hγ,ρ (Yk−i+1,k) + op(1). (A5)
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The role of the first term on the right for Nn,k has already been described above. In what follows,
we consider the higher order term. Since Hγ>0,ρ<0(x) = 1

ρ (
xρ−1

ρ − log x), the higher order expansion
of Nn,k requires the analysis of

1
k

k

∑
i=1

(−1) log
(

i − η

k + 1

)[Yρ
k−i+1,k − 1

ρ

]
= log(k + 1)Ȳρ − 1

k

k

∑
i=1

(log i − η)

[
Yρ

k−i+1,k − 1

ρ

]

where Ȳρ = (1/k)∑k
i=1

Yρ
i −1
ρ . Ȳρ has expectation (1 − ρ)−1, so by the CLT Ȳρ = (1 − ρ)−1 + Op(k−1/2).

To handle the last sum, note that Yk−j+1,k =d exp(Ek−j+1,k) =
d (Vj,k)

−1 where V denotes a standard
uniform random variable, and we replace the order statistic Vj,k by its expectation, Vj,k = j/(k + 1) +
Op(k−1/2). A Taylor series expansion then gives (V−1

j,k )ρ = (k + 1/j)ρ + Op(k−1/2). Then

1
k

k

∑
i=1

(−1) log
(

i − η

k + 1

)[Yρ
k−i+1,k − 1

ρ

]
=

log(k + 1)
1 − ρ

− 1
ρ

(k + 1)ρ

k

k

∑
i=1

(log i − η)j−ρ

+
1
ρ

1
k

k

∑
i=1

log(i − η) + Op

(
log k
k1/2

)
For the third term on the rhs, we use the Euler Maclaurin (A3), for the second term on the rhs we

have the following Euler Maclaurin

1
k

k

∑
j=1

j−ρ log(j − η) =
1

1 − ρ
k−ρ log(k − η)−

(
1

1 − ρ

)2
k−ρ + o(k−ρ)

Combing these two Euler Maclaurin formulae, we can simplify to get

1
ρ

(k + 1)ρ

k

k

∑
i=1

(log i − η)j−ρ − 1
ρ

1
k

k

∑
i=1

log(i − η) =
log k − η

1 − ρ
− 1

ρ

1
(1 − ρ)2 +

1
ρ
+ O

(
log k

k

)
=

log k − η

1 − ρ
− 2 − ρ

(1 − ρ)2 + O
(

log k
k

)
Therefore5

1
k

k

∑
i=1

(−1) log
(

i − η

k + 1

)[Yρ
k−i+1,k − 1

ρ

]
=

2 − ρ

(1 − ρ)2 + Op

(
log k

k

)
(A6)

We are now in a position to combine the results. In order to simplify notation, denote the first order
expansion of the numerator Nn,k/γ by N1,n,k/γ, given by the rhs of (A1). Then substituting the higher
order expression for the scaled excesses (A5) into the formula for Nn,k, recalling that k

n Yn−k,n →p 1
(Wellner 1978), and using (A6) yields

Nn,k/γ = N1,n,k/γ + A
(n

k

) 1
ρ

[
2 − ρ

(1 − ρ)2

]
+ Op

(
log k

k

)
+ op(A(n/k)).

Proof of (8). The class of kernel estimator considered in Csorgo et al. (1985) is of the form

γ̂kernel =
∑k

j=1(j/k)K(j/k)[log Xn−j+1 − log Xn−j]∫ 1
0 K(t)dt

5 To support this key expression, numerical evidence from a Monte Carlo with k = 1000, 1000 samples, and η = 0 yielded for
the lhs of (15) v. (2 − ρ)/(1 − ρ)2 the following: ρ = −1/2: 1.105 v. 1.111, ρ = −1: .746 v. 0.75, ρ = −2: 0.443 v. 0.444.
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Their Theorem 2 (or Theorem 1.1 in Beirlant et al. 1996) states the following. Under general
conditions on kernel K and distribution function F so that there exists a nonrandom sequence Cn such
that Cn(â − γ) converges weakly to a limiting N(0, 1) distribution for some sequence k = kn → ∞
with kn/n → 0, it is necessary and sufficient that

lim
n→∞

√
k
∫ 1

0
b(kw/n)K(w)dw = 0

where b is a function such that b(1/x) → 0 as x → ∞, and that for the tail quantile function
U(x) = xγ l̃(x) with

l̃(x) = c(x) exp
(∫ 1

1/x

b(u)
u

du
)

where c(x) → c as x → ∞. If this condition is satisfied, then as k = kn → ∞ and kn/n → 0

√
k
(∫ 1

0
K2(v)dv

)−1/2

(γ̂kernel − γ) →d N(0, γ2).

Beirlant et al. (1996) observe that our slope estimator γ̂, given by (3), is (to first order) a member of the
class of kernel estimators γ̂kernel with kernel K(t) = 1− log t, and that the above condition holds under
the regular variation hypothesis. Turning to the specific kernel K(t) = 1 − log t, since

∫ 1
0 K(t)dt = 2

and not unity, a scale correction is required. As
∫ 1

0 K2(t)dt = 5, the stated result (8) follows.

Proof of (10). Consider the mean weighted theoretical squared deviation

1
k

k

∑
j=1

wj,kE
(

log
(Xn−j+1,n

Xn−k,n

)
− γ log

(
k + 1

j

))2

for some weights wj,n. Using (A5) this equals, to first order,

γ2

k

k

∑
j=1

E

((
k

∑
i=j

Ei
i
− log

(
k + 1

j

))
+ A(Yn−k,n)Hγ,ρ(Yk−i+1,k)

)2

Then, recalling that Yk−j+1,k =d (Vj,k)
−1 and proceeding as in Beirlant et al. (1996, Section 4),

which involves approximating expectations E( f (Vj,k)) by the leading term f (j/(k + 1)) when applying
the delta method yields, to first order,

γ2

k
c̃k + dk(ρ)b2

k,n

with

c̃k =
k

∑
j=1

wj,k

⎛⎝k−j+1

∑
l=1

(
1

k − l + 1

)2
+

(
k−j+1

∑
l=1

1
k − l + 1

− log
(

k + 1
j

))2⎞⎠
and dk(ρ) = ( 1

2
2−ρ

(1−ρ)2 )
−2d̃k(ρ) with

d̃k(ρ) =
1
k

k

∑
j=1

wj,k

(
(j/(k + 1))−ρ − 1

ρ

)2

Finally, we set ck = (4/5)c̃k and wj,k ≡ 1 to arrive at (10).

Remark: In order to obtain an estimate of the AMSE, Beirlant et al. (1996) use two weighting schemes,
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namely wj,k ≡ 1 leading to coefficients, say, c1
k and d1

k and mean weighted squared residuals k−1SSR1
k ,

and wj,k = j/(k + 1) leading to c2
k , d2

k , and k−1SSR2
k . Then a linear combination of two approximate

MSE expressions (with coefficients, say, x and y) is sought that yields Var(γ̂) + b2
k,n, which is achieved

by solving simultaneously the equations

xc1
k + yc2

k = 1

xd1
k + yd2

k = 1.
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Abstract: It is sometimes observed and frequently assumed that top incomes in household surveys
worldwide are poorly measured and that this problem biases the measurement of income inequality.
This paper tests this assumption and compares the performance of reweighting and replacing methods
designed to correct inequality measures for top-income biases generated by data issues such as unit
or item non-response. Results for the European Union’s Statistics on Income and Living Conditions
survey indicate that survey response probabilities are negatively associated with income and bias the
measurement of inequality downward. Correcting for this bias with reweighting, the Gini coefficient
for Europe is revised upwards by 3.7 percentage points. Similar results are reached with replacing of
top incomes using values from the Pareto distribution when the cut point for the analysis is below the
95th percentile. For higher cut points, results with replacing are inconsistent suggesting that popular
parametric distributions do not mimic real data well at the very top of the income distribution.
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1. Introduction

Thanks to the wide public attention that top incomes have received in the aftermath of the
global financial crisis, it is now acknowledged that top incomes have grown disproportionally faster
than other incomes in industrialized countries over the past several decades. The fact that these top
incomes are difficult to capture in household surveys potentially leads to biases in the estimation of
income inequality related to the representation and precision of reported top incomes, even though the
direction of the bias is not a priori clear (Deaton 2005, p. 11). These range from issues related to sampling,
to issues related to data collection, data preparation or data analysis. The European Union Survey of
Income and Living Conditions, for example, suffers from data issues such as under-representation of
the highest incomes (Bartels and Metzing 2017; Törmälehto 2017). Most countries in Europe suffer
from very high non-response rates reaching up to 50 percent of the sample. Income measurement
issues including surveying, interview methods and post-survey treatment also explain differences in
inequality measurements across data sources (Frick and Krell 2010).

Two types of in-survey methods have been proposed to address the question of correcting
inequality in the presence of top-income biases while relying on survey microdata only. The first
method, which we call reweighting, attempts to correct the sampling weights of existing observations
using information on unit or item non-response rates across demographic cells such as geographical
areas (Mistiaen and Ravallion 2003; Korinek et al. 2006, 2007). The approach exploits the relationship

Econometrics 2018, 6, 30; doi:10.3390/econometrics6020030 www.mdpi.com/journal/econometrics188



Econometrics 2018, 6, 30

between response rates and shapes of income distributions across national regions to estimate the
gradient of households’ response probability by income level. It then uses the estimated response
probabilities to reweight the observed incomes by the mass of nonresponding households in order
to correct the measure of inequality. The second method, which we call replacing attempts to
replace top-income observations with observations generated from known theoretical distributions.
This method can be used to correct for issues such as top coding, trimming or censoring but can also
mitigate the problem of unit or item non-responses if these non-responses are concentrated among top
incomes (Cowell and Victoria-Feser 2007; Jenkins et al. 2011). Several distributions have been suggested
as candidates, including Pareto type I or type II, or generalized beta.1 Hlasny and Verme (2018) have
combined the reweighting and replacing methods, and studied the contribution of each method to the
composite correction of an inequality index.

It is evident that both the reweighting and replacing methods have their advantages and
disadvantages, as the information available within surveys has its limits even if used creatively
to correct for top-income problems. Proper reweighting and replacing depend on the appropriateness
of parametric assumptions imposed on a particular national distribution of incomes at hand. Using
alternative methods based on out of survey information such as tax records or national accounts data
to inform the measurement of top incomes has its own measurement problems. Good tax or macro
data are only available in a few countries and data may not be comparable across countries, whereas
household survey data of reasonable quality are now available in most countries worldwide.

This paper compares the reweighting and replacing methods using the European Union’s Statistics
on Income and Living Conditions (SILC) survey data, taking into account heterogeneity of income
distributions, differences in sampling designs and definitions of non-response rates across EU member
states. We find survey non-response probabilities to be negatively and significantly associated with
income indicating that measures of inequality are downward biased. Correcting for this bias with
reweighting, the Gini coefficient for Europe is revised upwards by 3.7 percentage points. Similar
results are reached with replacing of top incomes using values from the Pareto distribution when the
cut point for replacing is set below the 95th percentile. For higher cut points, results with replacing are
inconsistent suggesting that popular parametric distributions do not mimic well real data at the very
top of the income distribution.

The paper is organized as follows. The next section discusses measurement issues related to
top incomes. The following section outlines the main methods used to correct for top-income biases
related to unit non-response. Section 3 describes the data. Section 4 presents main results and
Section 5 concludes.

2. Materials and Methods

Problems related to top-income data may be due to sample design, data collection, data preparation
or data analysis. We introduce these four typologies of errors in turn clarifying the type of error we
address in this paper.

Sample design issues emerge when the sampling is designed in such a way that top incomes
cannot be captured by design. This can occur, for example, when the sampling is done poorly or when
the population census is old or the master sample has not been updated to capture newly constructed
wealthy areas. If detected, some of these issues can be corrected post-survey by reweighting the
sample, but either detecting or correcting these problems post-survey is not simple. It is important to
note here that we should not expect exceptionally high incomes to be captured in household sample

1 Similar methods include Lakner and Milanovic (2013) who combined corrections for unit non-response with corrections
for measurement errors among top incomes, and calibrated the estimated Pareto distribution among top incomes using
aggregate income information from national accounts data. Bartels and Metzing (2017) replaced the top one percent of
incomes in the EU Statistics on Income and Living Conditions (SILC) surveys with Pareto estimates obtained using World
Wealth and Income Database information.
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surveys. Billionaires are a very rare characteristic in any population. There are less than 3000 people
worldwide with this characteristic and most countries have only one or two billionaires at the most.
If one wishes to study billionaires, sample surveys are not the right instrument. It would also be
unwise to add billionaires in survey income statistics partly because they are billionaires in wealth,
not income, and partly because most of their wealth is generated globally rather than in a particular
country. Including billionaires in income statistics would simply bias survey population statistics.
Therefore, when we consider the very top income earners in this paper we are considering millionaires
in wealth whose income is counted in the hundreds of thousands of euros annually. This is the class of
people we want properly represented in household sample surveys at the top of the distribution.

Data collection issues mostly arise from respondents’ or interviewers’ non-compliance to survey
instructions and may result in unit non-response, item non-response, item underreporting or generic
measurement errors:

Unit non-response. Unit non-response refers to households that were selected into the sample but
did not participate in the survey. The reasons for non-participation can be many such as a change of
address or non-interest on the part of the household. Interviewers generally have lists of addresses
that can be used to replace the missing household but this practice is not always sufficient to complete
the survey with the full expected sample. Most of the available household survey data suffer from
unit non-response.2 In some surveys, the reason for non-response is recorded but in others it is not.
Unit non-response bias results if non-response is not random but systematically driven by specific
factors. This paper will address unit non-response issues using reweighting.

Item non-response. Item non-response occurs when households participating in the survey do not
reply to an item of interest (income or expenditure in our case). Item non-response biases results if it is
non-random and related to specific factors. Non-response may be related to households’ characteristics
such as wealth or education, and this may bias statistics constructed with income or expenditure
variables. As compared to unit non-response, it is possible to correct for item non-response using
information on the reasons for non-response (when available) or by means of imputation using
household and individual socio-economic characteristics to predict income. The reweighting method
proposed in this paper also corrects for item non-response.

Item underreporting. Consistent underreporting of variables on the part of respondents can lead
to poor estimates of inequality. For example, if the degree of underreporting rises with income,
the measurement of inequality could be affected. Even if underreporting applies equally across
respondents, the measurement of inequality may change if the income inequality measure used is not
scale invariant. Over-reporting is also possible although extremely rare with income and expenditure
data, particularly at the top end of the distribution. The replacing method used in this paper helps to
correct for item underreporting.

Generic measurement errors. Any variable including income or expenditure can be subject to
measurement error. This error is typically expected to be random, distributed normally and with
zero mean. For example, extreme observations in an income distribution can result from data input
errors, but if they are very large they bias sample statistics significantly. Statistical agencies are
usually quite thorough on this issue and clear data of errors before providing the data to researchers.
This issue will not be treated in this paper explicitly but these errors are implicitly treated when
replacing observations.

Data preparation issues are mostly a consequence of statistical agencies’ compliance with rules
and regulations governing data confidentiality and data use, and may result in top coding, sample
trimming, or the provision of limited subsamples to researchers.

Topcoding. Top coding is the practice adopted by some statistical agencies such as the US Census
Bureau to modify intentionally the values of some variables to prevent identification of households or

2 Notable exception is that of income surveys based on national tax registers (Burricand 2013; Jäntti et al. 2013).
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individuals. It can take various forms, from replacing values above a certain threshold with means
or medians of top cells to swapping incomes across top observations. In some cases and for research
purposes, statistical agencies provide restricted access to the original values. However, in most cases
researchers are left with the problem of having to correct sample statistics for top coding. In this
paper, we use EU-SILC data which are not subject to top coding on the part of Eurostat, although it
is possible that some countries apply some form of topcoding to their data before transmitting these
data to Eurostat. Replacing corrects for topcoding but only for the segment of data replaced whereas
reweighting is unlikely to correct for topcoding.

Trimming. Trimming is the practice of cutting off some observations from the sample. This may
be done for confidentiality reasons or for observations that appear unreliable. Researchers may not
be informed whether statistical agencies have trimmed data, why trimming was performed, or both.
A related issue is that of trimming through sampling weights. Statistical agencies sometimes trim
sampling weights to bring them within a narrow range of values or to limit their influence if their
variable values may have been mismeasured. The overarching objective is to control the influence
of units that are rare in the sampling frame. Trimming observations or weights biases statistical
measurement and should be corrected for. Trimming is similar to unit or item non-response in that
we are missing income observations. Reweighting can help to address this issue if trimmed income
observations come from within the support in the observed sample.

Provision of subsamples. Some statistical agencies cannot provide the entire data sets to researchers
for confidentiality or national-security reasons or simply to prevent others from replicating official
statistics. In many countries, statistical agencies provide 20% to 50% of their samples to researchers.
These subsamples are usually extracted randomly so that statistics produced from these subsamples may
be reasonably accurate. As we know from sampling theory, random extraction is the best option for
extracting a subsample in the absence of any information on the underlying population. However, only
one subsample is typically extracted from the full sample and given to researchers and this implies that a
particularly “unlucky” random extraction can potentially provide skewed estimates of the statistics of
interest. Hlasny and Verme (2018) have tested the margins of error in inequality measurement that can
arise from the provision of subsamples instead of full samples and found significant margins of error.
This issue is not treated in this paper because EU-SILC data are provided in full.

Data analysis issues may arise from an inadvertently wrong choice of statistical estimators on the
part of researchers. Some estimators are more sensitive than others to the issues listed above so that one
choice of estimator may lead to greater errors than others. For example, Cowell and Victoria-Feser (1996)
have found that the Gini index is more robust to contamination of extreme values than two members
of the generalized entropy family, a finding later confirmed by Cowell and Flachaire (2007). Based on
these findings, we will focus on the Gini index and leave the discussion of alternative inequality estimators
aside. Also important to note is that many researchers routinely trim outliers or problematic observations
or apply top coding with little consideration of the implications for the measurement of inequality.

2.1. Reweighting

Unlike the case of item non-response, unit non-response cannot be dealt with by inferring
households’ unreported income from their other reported characteristics, because we do not
observe any information for the non-responding households. In an effort to address this problem,
Atkinson and Micklewright (1983) used information on non-response rates across regions to uniformly
‘gross up’ the mass of respondents in a region by the regional non-response rate. This is the
approach taken by several national statistical agencies in adjusting sampling weights for regional
unit non-response. This approach is inadequate, as it accounts only for inter-regional differences in
non-response rates, and not for systematic differences in response probability across units within
individual regions.

Mistiaen and Ravallion (2003), and Korinek et al. (2006, 2007) proposed a probabilistic model that
uses information on non-response rates across geographic regions as well as information about the
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distribution within regions. They estimated the response probability of each household, and used the
inverse of this estimate to adjust each household’s weight. Each household’s weight is thus ‘grossed
up’ non-uniformly to match the mass of all respondents to the size of the underlying population.

The central tenet of the method is that the probability of a household i in a region j to respond
to the survey, Pij, is a deterministic function of its arguments. Logistic functional form is used for its
simplicity and its robustness properties:

Pij

(
xij, θ

)
=

eg(xij ,θ)

1 + eg(xij ,θ)
, (1)

Here g(xij,θ) is a stable function of xij, the observable demographic characteristics of responding
households that are used in estimations, and of θ, the corresponding vector of parameters.
Variable-specific subscripts are omitted for conciseness. g(xij,θ) is assumed to be twice continuously
differentiable. Equation (1) thus imposes several restrictions on the modeled behavioral relationship
between households’ characteristics xij and their response probability: the relationship is deterministic
and dictated by the logistic functional form and the functional form of g(xij,θ), differentiable at all levels
of xij, and identical across all households and regions. These restrictions are strong, but several facts
help to justify them. One, the logistic function is well-accepted as a robust form to model probabilistic
relations. Two, Korinek et al. (2006, 2007), and Hlasny and Verme (2018) have evaluated alternative
forms of g(xij,θ) including non-monotonic functions on US and Egyptian data, and have concluded that
some of the most parsimonious functions provide very good fit, compared to both uncorrected income
distributions and compared to external information on the true degree of inequality in those countries.
Three, nonlinear forms of P(xij,θ) and g(xij,θ) allow for response differences between poorer and richer
households in a realistic way. Four, a comparative study of US, EU and Egyptian data led to similar
estimation results across countries, suggesting that the behavioral tendencies exhibit a high degree of
consistency across regions (Hlasny and Verme 2015). Five, supplementing g(xij,θ) with indicators for
subsets of regions helps to attenuate any systematic behavioral differences across parts of the country.

The number of households in each region (m̂j) is imputed as the sum of inverted estimated
response probabilities of responding households in the region (P̂ij) where the summation is over all Nj
responding households.

m̂j =
Nj

∑
i=1

P̂−1
ij

(
xij, θ̂

)
. (2)

The parameters θ can be estimated by fitting the estimated and actual number of households in each
region using the generalized method of moments estimator:

θ̂ = argmin
θ

∑
j

[(
m̂j − mj

)
w−1

j

(
m̂j − mj

)]
(3)

where mj is the number of households in region j according to sample design, and wj is a region-specific
analytical weight proportional to mj.3 The asymptotic variance of θ̂ can be estimated as the ratio of the
model objective value (the weighted sum of squared region-level residuals), and the squared partial
derivative of this objective value with respect to θ̂ (equal to −∑

j
w−1

j ∑
i

(
xij/exij θ̂

)
under the assumed

3 An illustration is in order. Suppose there are two income groups residing in two national regions. Region 1 has a higher
share of the richer income group, and correspondingly a higher unit non-response rate, as the richer households are less
likely to participate. As a result, mean income and income inequality index may or may not differ across the two regions.
To correct the mean incomes and inequality indexes in each region as well as nationally, we wish to give more weight to
each richer household until the sum of weights equals the underlying regional population, because behind each responding
rich household there are more non-responding rich households. Equation (2) ‘blows up’ the weight of each responding
household systematically, under the household-level behavioral rules specified in Equation (1), to fit the joint weighted
mass of the responding households to the underlying regional population (Equation (3)). In one region the weighted
mass of the responding households may exceed the underlying population, while in the other region it may fall short
(because of the restrictions imposed in Equation (1)), but the nationwide sum of the weighted masses equals the underlying
national population.
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logistic functional form), both weighted by region-specific analytical weights wj (Equations (11)–(14)
in Korinek et al. 2007).

Under the assumptions of random sampling within and across regions, representativeness of
the sample for the underlying population in each region, and stable functional form of g(xij,θ) for
all households and all regions, the estimator θ̂ is consistent for the true θ. Estimated values of θ̂

that are significantly different from zero would serve as an indication of a systematic relationship
between household demographics and household response probability, and of a non-response bias in
the observed distribution of the demographic variable. In that case, we could reweight observations
using the inverted estimated household response probabilities to correct for the bias.

Applying the model in Equations (1)–(3) involves making several decisions regarding the
delineation of regions, and choosing parametric forms for the functions P(xij,θ) and g(xij,θ). The choice
of regional delineation involves a trade-off between the number of j data points for the model
loss function (Equation (3)), and the number and distribution of within-j observations vis-à-vis the
underlying population to achieve consistency for the underlying distribution of incomes. The sample
in each region should encompass the entire range of values of relevant characteristics of the underlying
population, calling for a higher geographic level at which sample stratification was performed.

Properties of the data at hand thus call for different degrees of data aggregation, but there is presently
little guidance for arbitrary national surveys. For the United States CPS, Korinek et al. (2006, 2007) used
state-level aggregation, because geographic identifiers are consistently reported only at that level
whereas county or metropolitan statistical area identifiers are missing for some responding as well
as non-responding households. Hlasny and Verme (2017) considered various degrees of geographic
aggregation, from the level of 185 metropolitan statistical areas (MSAs) to that of 7 census divisions.
They concluded that an intermediate level of aggregation, at the level of states or groups of 1–2 MSAs,
performed more consistently than extreme aggregation or disaggregation. Using the Egyptian
Household Income, Expenditure and Consumption Survey (HIECS), Hlasny and Verme (2018)
assessed the degrees of regional aggregation from a high administrative level (governorate by
urban–rural areas, 50 areas with 939.7 observations on average) down to the level of primary sampling
units (PSUs, 2526 areas with 18.6 observations on average). These alternative approaches yielded
different corrections for unit non-response, but the more detailed level of disaggregation was deemed
conceptually more appropriate. It gave rise to a higher number of data points used in optimization
(Equation (3)). Moreover, the observed range of household characteristics in each Egyptian PSU likely
comprised the values of non-responding households, while higher levels of geographic aggregation
would make behavioral responses less stable across households within areas j.

For the set of national surveys in the SILC, this paper uses regional aggregation to the highest
level of nomenclature of territorial units for statistics (NUTS-1) level. With the exception of a handful
of countries, non-response rates are not available at more detailed levels of disaggregation. At the same
time, heterogeneity of non-response rates reported by national statistical agencies puts aggregation to
the level of EU member states into question. In a similar vein, to satisfy the assumption of stability of
g(xij,θ) across all regions, functional form and covariates xij are selected to make households across all
regions behaviorally similar, in the sense that households with similar values of demographic variables
should have similar response probabilities across all regions. To effectively neutralize the cross-country
heterogeneity in households’ response probabilities, logarithmic specification of g(xij,θ), and country
indicators are used in g(xij,θ). On the margins, we will report how the addition of regional indicators
affects the correction for the unit non-response bias.4

For the covariates in xij, Korinek et al. (2006, 2007) evaluated several variables affecting households’
response probability, including income, gender, race, age, education, employment status, household

4 Exclusion of influential regions and EU member states was also tried, but is not discussed here, as it prevents the estimation
of inequality for EU member states and EU at large. (These results are available on request.)
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size and an urban–rural indicator. Hlasny and Verme (2018) compared income and expenditures,
and indicators for survey rounds. These studies concluded that univariate models controlling for
expenditures or income are the most efficient. Because this paper focuses on equivalized disposable
income as the welfare aggregate, and because arbitrary household surveys worldwide may not
consistently report any additional household characteristics, equivalized disposable income is used as
the only explanatory variable.5

Finally worth noting, SILC surveys already provide a limited correction for unit non-response
through sampling weights. This method accounts for differences in response rates across regions
but not for systematic differences across demographic groups within regions. Unfortunately, these
sampling weights cannot be decomposed into weights for unit non-response and weights for other
issues with unit representativeness. We could either double-correct for unit non-response by using the
available sampling weights, or ignore other sample representativeness issues by not using the weights.
In the United States CPS (Korinek et al. 2006, 2007; Hlasny and Verme 2017) and the Egyptian HIECS
(Hlasny and Verme 2018), the correction for non-response (through P̂−1

i ) affected inequality estimates
substantially more than the corrections for other sample representativeness issues (through sampling
weights), and so the non-response correction weights should be used with or without the survey
sampling weights. These findings may not apply to surveys with less prevalent or less systematic
non-responses, and with graver sampling design issues. In the case of the SILC, the great heterogeneity
in sample representativeness across EU member states, and the modest role of non-response correction
in the available sampling weights are thought to favor the usage of the non-response correction weights
(P̂−1

i ) in tandem with the sampling weights. To accommodate all these options, alternative estimates
of inequality are produced: on uncorrected data, data corrected with non-response-bias weights, data
corrected with statistical agency weights, and data corrected with both sets of weights simultaneously.
Estimates obtained without sampling weights are reported on the margins.

2.2. Replacing

An alternative approach to correct for poorly reported top incomes is to remove the top end of
the distribution and replace it with synthetic values under some parametric assumptions. Cowell and
Victoria-Feser (1996), Cowell and Flachaire (2007) and a large body of following studies combined
estimates from a Pareto distribution (Pareto 1896) for the top of the income distribution with
non-parametric statistics for the rest of the distribution. Atkinson et al. (2011) summarize this literature,
and model the historic distribution of top incomes in several countries. Testing this method on US
CPS data, Hlasny and Verme (2017) find that replacing actual top incomes with Pareto parametric
estimates has a small positive effect on the computed Gini, implying that the reported top incomes
are distributed more narrowly than the predicted values. However, the effect is smaller than a
correction for unit non-response alone using the reweighting method, suggesting that top-income
biases operating in opposite directions may be at play. Burkhauser et al. (2010) compared four
alternative parametric estimators for replacing of topcoded incomes and combined the estimates with
those from non-topcoded incomes. Alvaredo and Piketty (2014) have recently proposed to use synthetic
data for the entire income distribution, and estimate inequality using a mix of Pareto distributions for
top incomes and log-normal distributions for the rest of incomes. Alvaredo et al. (2017) improve on
this methodology by collecting survey micro-data from several countries, and replacing top incomes
with values from the Pareto distribution benchmarked using administrative income tax data from
a highly unequal paragon country, Lebanon. Using uncharacteristically high parametric values for
the distributions in the Middle East countries, these approaches yielded higher inequality measures

5 This decision also can be viewed as upholding the anonymity axiom that inequality measures be based only on the welfare
aggregate itself, and independent of other household characteristics (Litchfield 1999).
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than those using raw survey data or using the Pareto replacement of top incomes alone (estimated by
Hlasny and Intini 2015; Hlasny and Verme 2018).

Beside the Pareto distribution, other parametric forms have been suggested in recent literature as
providing superior fit to income distributions in particular countries. A generalized beta distribution
of the second kind (GB2), also known as the Feller-Pareto distribution, is a suitable functional form
representing well a large extent of the income distribution (McDonald 1984). The upper tail of the
distribution can be modeled as heavy and decaying similar to a power function, while the lower end
of the distribution can be short-tailed. The lognormal, Fisk, Singh-Maddala (Singh and Maddala 1976)
and Dagum (1980) distributions have also been suggested as candidates for modeling income
distributions, being themselves limiting cases of the GB2 distribution with some parameters held fixed
(McDonald 1984). However, their fit was not consistent or universally good across various waves of
European and US income surveys (Butler and McDonald 1989; Brachmann et al. 1996; Jenkins 2007;
Jenkins 2009a; Brzezinski 2013), and so the more flexible GB2 distribution may be preferred.

This study uses the parametric properties of the Pareto and GB2 distributions to evaluate
how representative are the top-income observations in our sample to the corresponding expected
income distribution, and which parametric form provides the best fit for SILC data. Following
Cowell and Flachaire (2007) and Davidson and Flachaire (2007) we correct the Gini coefficient by
replacing highest-income observations with values drawn from a parametric distribution and
combining the corresponding parametric inequality measure for these incomes with a non-parametric
measure for lower incomes. The following sections discuss the mechanics of fitting the alternative
parametric forms to the data at hand.

2.2.1. Pareto Distribution

For the past century, the Pareto distribution has been applied to various socio-economic
phenomena and is thought to be suitable to model the distribution of upper incomes. The Pareto
distribution can be described by the following cumulative density function:

F(x) = 1 −
(

L
x

)α

, L ≤ x ≤ ∞, (4)

where α is a fixed parameter called the Pareto coefficient and x is the variable of interest (income in
our case) and L is the lowest value allowed for x in the case of left censoring. The corresponding
probability density function, allowing for right-censoring at H (separating potentially contaminated
top-income observations, H ≤ x ≤ ∞, from reliable bottom observations, 0 ≤ x ≤ H), is

f (x) =
αLα

xα+1

/(
1 −
(

L
H

)α)
, L ≤ x < H (5)

This density function is decreasing, tending to zero as x tends to infinity and has a mode equal to
the minimum value, L. As income becomes larger, the number of observations declines following a
law dictated by the constant parameter α. Clearly, this distribution function does not suit perfectly all
incomes under all income distributions, but it should be thought of as one alternative in modeling the
right-hand tail of a general income distribution.

Parameter α in Equations (4) and (5) can be estimated using maximum likelihood from a right-truncated
Pareto distribution, which also provides robust standard errors (Jenkins and Van Kerm 2015).

The Gini among the top k households can be derived from the expression of the corresponding
Lorenz curve as follows

Gini = 1 − 2
∫ 1

0
1 − [1 − F(x)]1−

1
α dF(x) =

1
2α − 1

(6)

with a standard error composed of a sampling error in the estimation of the Pareto distribution,
and an error in the estimation of the Gini coefficient. The sampling standard error under the Pareto
distribution is equal to 4α(α − 1)/

[
η(α − 2)(2α − 1)2(3α − 2)

]
(Modarres and Gastwirth 2006), where

η is the estimation sample size (L ≤ x < H). The estimation error due to the potentially imprecise
estimates of α is equal to ε/

(
2α2 − 2α − 2αε + ε + 0.5

)
, where ε is the standard error of α̂.
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2.2.2. Generalized Beta Type 2 Distribution

Because the Pareto distribution is not representative of incomes in the middle or bottom of the
income distribution, and because even among top incomes in some countries it may not follow the
dispersion of incomes accurately, more flexible parametric distributions have been considered in recent
literature. The four-parameter Generalized Beta distribution type 2 (GB2) has been suggested as
providing better and more consistent fit for the distribution in various EU and US income surveys
(Jenkins et al. 2011). It has the cumulative distribution function

F(x) = I
(

p, q,
(x/b)a

1 + (x/b)a

)
(7)

In this equation, I(p,q,y) is the regularized incomplete beta function, in which the last argument, y,
is income normalized to be in the unit interval. Parameters a, b, p, and q are parameters estimable
with their standard errors by maximum likelihood. Because the right tail may be contaminated by
top-income issues, right-truncation may be applied in the calculation of the GB2 density and model
likelihood functions.

Moreover, as with the Pareto distribution, the GB2 distribution itself may not approximate well
the bottom-most incomes, even though it tends to perform well in the middle and the top of the
distribution. Jenkins et al. (2011, p. 69) propose left-truncating the distribution at the 30th percentile,
a suggestion that this paper follows.6 Finally worth noting, the Gini under the estimated left- and
right-truncated GB2 distribution could be computed by evaluating the corresponding generalized
hypergeometric function 3F2

(
â, b̂, p̂, q̂

)
(McDonald 1984; Jenkins 2009b).

2.3. Corrected Gini for EU States and EU-Wide

Replacing of observed top incomes with fixed Pareto or GB2 fitted values has the problem that it
does not account for parameter-estimation error and sampling error in the available sample. The resulting
Gini carries an artificially low standard error. An and Little (2007), and Jenkins et al. (2011) account for
sampling error by drawing random values from the estimated distribution for all top incomes.

In the case of the EU SILC, we derive a corrected Gini coefficient across all EU member states as
follows. The cumulative parametric distributions in Equations (4) and (7) are estimated at the level of
each member state, and top incomes observed in each member state are replaced with random draws
from the corresponding state-specific parametric distribution, as proposed by An and Little (2007),
and Jenkins et al. (2011). Combining the observed lower-income values and the imputed top incomes
across all EU member states allows us to derive a non-parametric estimate of the aggregate EU-wide
Gini. Finally, repeating the exercise (bootstrapping) we obtain a quasi-nonparametric EU-wide Gini with
its standard error (Reiter 2003).

As compared to the semi-parametric approach conventionally used in countries with
homogeneous populations, this procedure allows the EU-wide distribution to include observations
from both tails of state-level distributions, and preserve the original number of observations for each
country. It also allows modalities such as custom truncation of state samples used for parametric
estimation and for inequality measurement. Estimating the parametric distributions at the level of EU
member states and replacing top incomes according to the estimated country-specific distributions
ensures that each state will have true lower incomes as well as replacement top incomes in the EU-wide
data.7 The random draws of incomes (x > H) from the parametric distributions (estimated on incomes
between L and H) can be combined with true lower incomes (up to H) as well as with incomes across

6 Indeed, during GB2 estimation on the SILC with Eurostat sampling weights, the algorithm could not converge due to the
bottommost income observations (2.50 Euro/year or less). This indicates atypical distribution of the bottommost incomes.
Indeed, there are over 100 observations in the SILC with annual income less than 100 Euro, suggesting measurement errors.

7 Conversely, if all EU-wide incomes were used for estimation and replacement, this estimation and replacement would be
largely done on the richest member states. Poorer states would then be represented with largely true incomes, while the
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EU states. Such flexible estimation of the EU-wide Gini and its standard error would generally not be
possible with parametric estimates of the top-income Ginis.

Comparing the corrected state Ginis from the replacing analysis with the observed non-parametric
Ginis would indicate whether the observed high incomes have been generated by Pareto- or GB2-like
statistical processes, or whether the observed Gini is affected by top-income issues such as missing
or non-representative values. A quasi-nonparametric Gini that is lower than the nonparametric Gini
can be interpreted as evidence that some top incomes are extreme compared to those predicted under
the parametric distribution. A higher quasi-nonparametric Gini would indicate that the observed top
incomes are distributed more narrowly than would be predicted parametrically, potentially implying
under-representation, censoring, or measurement errors in relation to high-income units in the sample.

An important decision in applying the replacing method relates to the range of incomes that
should be replaced as potentially nonrepresentative or contaminated. Cowell and Flachaire (2007)
choose a threshold at the 90th percentile of incomes. On the basis of the quality of fit in the
United Kingdom income surveys, Jenkins (2017) advocates setting the threshold at top 1% or 5%
incomes. We consider replacing between the top 1% and the top 10% of incomes with synthetic values
contaminated only by randomness of the draw from the parametric distributions.

In conclusion, the reweighting and replacing methods differ in several respects and address
different types of problems related to top incomes. Reweighting considers the entire income support
and reweights all observations throughout the support according to the probability of non-response
estimated with real data. Replacing keeps all observations up to the cut point unaltered while
replacing all observations above the cut point with observations drawn from a theoretical distribution.
Reweighting uses a probabilistic model drawing information from within and between regions’
non-response rates to estimate the probability of non-response. Replacing does not make use of
non-response rates or probabilistic models and uses instead estimated parameters from theoretical
distributions to replace observations at the top. Reweighting is suited to address issues related to
unit and item non-response and trimming whereas replacing is suited to address issues related to
item underreporting, generic measurement errors, topcoding, and undue sensitivity of inequality
measurement to the inclusion of rare extreme income observations.

3. Data

The methodologies outlined in the above section are evaluated using the set of national household
surveys included in the 2011 round of the EU Statistics on Income and Living Conditions (SILC). This is
a challenging set of surveys with different types of problems related to measurement issues that affect
top incomes and inequality estimates.8

The SILC surveys, coordinated by a Directorate-General of the European Commission, Eurostat,
cover one of the most heterogeneous and largest common markets, including some of the world’s most
affluent nations as well as former socialist economies. All European Union member states as well as
Iceland, Norway and Switzerland are included. The data include relatively large sample sizes for each
state but suffer from very different non-response rates across member states, and from limited potential
for regional disaggregation. Average national non-response rates range from 3.3 to 50.7 percent across
member states in the 2011 wave, and from 3.5 to 48.1 percent in 2009 (Tables S1 and S2 in the online
Supplementary Material). These features allow for a limited number of model specifications to be used
to reevaluate inequality under various measurement issues.9

richest states would be largely replaced, a dubious exercise. Moreover, while the Pareto law may hold for each EU member
state, there is no guarantee that it would hold on incomes EU wide.

8 This analysis cannot be performed across multiple waves of SILC for several reasons: SILC was first collected only in 2004;
Availability of countries has varied by wave; member states are not required to collect or publish sub-national non-response
rates, and some statistical agencies have declined to compute them for the authors of this study citing lack of resources.

9 For more information on the SILC see: http://ec.europa.eu/eurostat/web/income-and-living-conditions.

197



Econometrics 2018, 6, 30

SILC data are rarely used as one dataset for cross-country analysis in the same fashion as one
would do cross-region analysis in a specific country. That is because SILC data are derived from
country specific surveys which take different forms in different countries. However, in our case,
they are an interesting set of data in that they are characterized by substantial diversity compared to
other national surveys (Hlasny and Verme 2015). They are therefore a good benchmark to test how
different top incomes correction methodologies perform under such diversity, provided that systematic
cross-country differences are controlled for.10 One challenge is that incomes exhibit substantial
cross-nation inequality, but relatively less inequality within nations, as evidenced by the difference
between state-specific and EU-wide Gini indexes (refer to Tables S1 and S2). In fact, decomposition of
the EU-wide Gini reveals that 67 percent of inequality arises solely from income differences between
EU member states, and only 4 percent arises solely from within-state inequality, while 29 percent is
due to an overlap of the between and within state inequality (2009 SILC shows analogous results).

With little overlap between income distributions in the richest and the poorest member states,
when the reweighting correction method is run at the level of states (rather than within-state regions),
it would effectively adjust the mass of entire member states in the calculation of the Gini. The vast
majority of households in rich states would be assigned higher weights, and the majority of households
in poor states would be assigned lower weights. This suggests that the analysis performed at a more
geographically disaggregated level is warranted. To that end, we have collected unit non-response
rates for NUTS-1 regions, that is geographic divisions, provinces or states of EU member countries.11

Refer to Tables S2 and S3 in the online Supplementary Material. In what follows, we will primarily
make use of the 2011 round of the SILC, and we will report on the 2009 round only on the margins.
When not noted explicitly, the discussion refers to the 2011 round.

Household non-response rates (NRh) in SILC surveys are computed using Eurostat notation as:

NRh = 1 − ∑ 1(db120 = 11)
∑ 1(db120 	= ∅)− ∑ 1(db120 = 23)︸ ︷︷ ︸

Address contact rate

∑ 1(db135 = 1)
∑ 1(db130 	= ∅)︸ ︷︷ ︸
Rate of complete

interviews accepted

, (8)

where 1(·) is a binary indicator function, db120 is the record of contact at the address, db130 is the
household questionnaire result and db135 is the household interview acceptance result. Addresses
that could not be located or accessed (db120 ≤ 22) are accounted for in the address contact rate, while
non-existing, non-residential, non-occupied and non-principal residence addresses (db120 = 23) are
omitted. Rate of complete interviews accepted is the accepted interviews (i.e., at least one personal
interview in household accepted) among all households completing, refusing to cooperate, temporarily
absent, or unable to respond due to illness, incapacity, language or other problems.

Sampling weights available in SILC (db090) account for units’ probability of selection, limited
correction for the probability of non-response by different population subgroups, and calibration of
sample representativeness vis-à-vis the distribution of households and persons in the target population,
including by sex, age, household size and composition and NUTS-2 region (European Commission 2006).

The income variable that is best comparable across SILC national surveys is the equivalized
disposable income, hx090. The equivalized household size is computed as hx050 = 1 + 0.5 ×
(adults − 1) + 0.3 × children, where adults are those aged 14 or over at the end of the income

10 Sampling weights in the SILC are distributed very widely, from essentially zero to 38,357.27 (mean 901.89, standard deviation
1050.31) in the 2011 round. This also suggests that comparing unweighted, SILC weighted, and our non-response probability
weighted statistics may yield very different estimates. Moreover, sampling weights in the SILC are trimmed from below and
from above to limit the extent to which individual observations can influence sample-wide statistics. To evaluate how much
this trimming affects survey-wide results, we could compare results across alternative weighting schemes, or replace the
trimmed weights with imputed values.

11 For Cyprus, Estonia, Germany, Iceland, Latvia, Lithuania, Luxembourg, Malta, Portugal, Slovenia and Switzerland,
non-response rates are available by the degree of urbanization (db100 variable): dense, intermediate or thin level of
population density. In 2009 for Slovakia and the UK, only nationwide non-response rates are available.
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reference period and children are those aged 13 or less.12 Income is not adjusted for cost-of-living
differences across EU member states for conceptual and empirical reasons. First, workers in the
European Single Market can spend their income in any jurisdiction as well as on Internet purchases,
circumventing local price differentials. Second, it is unclear which single cross-country price index
should be applied to workers’ earnings, consumption and savings, and the SILC database does not
provide such a price index. The income aggregate across countries may also have a different capacity
to capture capital income either by design or by practice.

Finally, many of the EU statistical agencies combine survey and administrative information such
as tax and social security records to estimate income (refer to individual chapters of Jäntti et al. (2013)).
This may result in a more accurate estimation of incomes as compared to countries that do not adopt
this strategy. If this is the case, both the reweighting and replacing methods should show (correctly) a
lower bias as for any survey with better quality data. However, these techniques vary across countries
and can play a role when comparing estimated biases across countries. Considering the fact that the
original survey instruments differ and that the income aggregates are not identical in their composition,
estimations presented in this paper are not strictly comparable across countries. Moreover, the influence
of each country in the overall estimation for the EU Gini is also affected by these factors.

4. Results

4.1. Reweighting

Table 1 presents the benchmark results for the reweighting correction method described in
Equations (1)–(3). Equivalized disposable income is used as the outcome variable whose inequality
is being measured, as well as the main element of xij (in logarithmic form). Binary indicators for
European countries are also included as element of xij in light of the high heterogeneity in incomes,
inequalities and non-response rates across Europe.13

The main finding is that households’ survey response probability is related negatively to
disposable income. The estimated coefficient on log income (θ̂2) is negative and significantly different
from zero, an indication that unit non-response is related to incomes and is therefore expected to bias
our measurement of inequality. As a consequence, the corrected Ginis are consistently higher than
the non-corrected Ginis. The unweighted corrected Gini coefficient is 48.34. This is higher than the
uncorrected and unweighted Gini by 3.25 percentage points, statistically highly significant. Making
use of the sampling weights provided by national statistical agencies does not affect these findings.
The correction for unit non-response in this case amounts to 3.70 percentage points of the Gini.14

12 There are two editions of the EU-SILC survey produced by Eurostat. The Production Data Base (PDB) includes all available
variables for responding and nonresponding households, while a Users Data Base (UDB) excludes nonresponding units and
variables that could potentially allow identification of households. Related to our analysis, the PDB includes variables DB120,
DB130 and DB135, defining responding and non-responding households, DB060-DB062, identifying primary sampling
units, and DB075, separating the traditional non-response rate (households interviewed for the first time) from the attrition
rate (households from the 2nd to the 4th interview). Unfortunately, the PDB is not shared with users for confidentiality
reasons, so in this study we rely on the UDB datasets.

13 This includes 27 country indicators, with Hungary and Slovakia; Denmark and Norway; and Ireland and Island respectively
sharing single indicators due to their empirical similarities, and The Netherlands serving as a baseline country. Alternatively,
12 regional indicators plus a baseline were considered, in agreement with geopolitical division of Europe and with empirical
distribution of incomes, inequalities and non-response rates across countries. Refer to Table S16 in the online Supplementary
Material. However, this less parameterized specification still produced inconsistent results due to the remaining systematic
heterogeneity within the 13 European regions.

14 Note that applying the sampling weights to the distribution of incomes uncorrected for unit non-response reduces the Gini
in the SILC by 5.7 percentage points. This happens because sampling weights in the SILC (correcting for various sampling
issues including region-level non-response) and the estimated non-response correction weights are related negatively
for most households. SILC sampling weights are higher among households with atypical incomes, and lower among
households in the middle of the national income distributions. Hence, combination of the two sets of weights serves to
dampen the effect of inflating the representation of atypical units with very low incomes. This dampening—which lowers
the estimate of inequality—overshadows the double-correction for unit non-response among top-income households.
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To the extent that applying the statistical agency weights amounts to some double-correcting
for non-response and these corrections interact with each other arbitrarily, we can estimate a
quasi-difference-in-difference type of effect of weighting. The stand-alone correction for non-response
is estimated at 3.60 percentage points of the Gini (48.34–45.10). The stand-alone correction for
non-representative sampling is estimated at −6.19 percentage points of the Gini (38.91–45.10). Adding
these effects to the uncorrected Gini, we conclude that the robust Gini is 42.15. This figure is slightly
lower than the original estimate of 42.61, suggesting that the double-correction of non-response is
responsible for a 0.46 percentage-point inflation of the Gini. In conclusion, reweighting is consistent in
finding an upward correction of the Gini of between 3.25 and 3.70 percentage points.

Table 1. Benchmark results of Gini correction for unit non-response bias.

Variable Coefficient Estimate

Intercept 12.377 (1.306)
Log(income) −1.047 (0.127)

AT −0.571 (0.156)
BE −1.386 (0.134)
BG −1.360 (0.414)
CH −0.112 (0.164)
CY 0.146 (0.311)
CZ −1.212 (0.227)
DE 0.042 (0.175)
EE −2.221 (0.232)
EL −1.611 (0.169)
ES −0.381 (0.187)
FI −0.248 (0.158)
FR −0.452 (0.145)
HR −3.035 (0.219)

IE, IS −0.794 (0.155)
IT −0.866 (0.133)
LT −1.790 (0.289)
LU −0.982 (0.144)
LV −2.249 (0.251)
MT −0.533 (0.294)

DK, NO −1.289 (0.135)
PL −1.583 (0.241)
PT −0.259 (0.348)
RO −0.869 (0.719)
SE −1.229 (0.133)
SI −1.284 (0.165)

HU, SK −1.330 (0.265)
UK −0.972 (0.141)

Regions j 31 member states
Households i 238,383

Uncorrected Gini 45.10 (0.08)
Gini using stat. agency weights 38.91 (0.13)

Gini corrected for unit non-response bias 48.34 (0.84)
Gini corrected for unit non-resp. bias, with sampling wts. 42.61 (0.83)

Unit non-response bias 3.25
Bias (using sampling wts.) 3.70

The model is estimated on an unweighted sample, and the uncorrected or corrected weights are only applied in the
calculation of the Ginis. Only incomes ≥1 are retained. Benchmark region is The Netherlands. Standard errors are
in parentheses. Ginis and their bootstrap standard errors are multiplied by 100.

Using the results in Table 1 and the estimated non-response correction weights, we can re-estimate the
Ginis for each EU member state (Table 2, last column). The corrected Gini increases by 0.2–6.5 percentage
points, with the exception of Belgium and Slovakia (20.0 and 9.3 pc.pt. correction, respectively).
The corrected Ginis for Belgium and Slovakia carry high standard errors and should be viewed
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with great caution.15 Across the 29 EU member states (excluding the two outliers, and without
accounting for states’ population or sample sizes), the estimated Gini correction is strongly positively
associated with states’ mean income (correl. +0.541), mean non-response rate (correl. +0.219) and the
count of regions used for sub-national disaggregation (correl. +0.488).16 Finally, refer to the discussion
on the survey instruments, income aggregates and combination with administrative data to understand
other potential sources of cross-country differences in estimated biases.

Table 2. Non-response rate and income distribution by member state, 2011 SILC.

Member State
Sub-National

Regions
Househds.

National
Non-Response

Rate (%)

Mean
Equivalized
Disposable

Income (Euro)

State Gini,
SILC

Weighted
Households

Pure
within-Region
Contrib. (%)

Pure
between-Region
Contrib. (%)

State Gini, SILC
Weighted &

Non-Response
Corrected

Austria 3 6183 22.6 23,713.37 27.59 (0.40) 34.2 10.4 29.54 (0.75)
Belgium 3 5897 36.7 21,622.14 27.63 (0.91) 39.5 10.7 47.61 (18.45)
Bulgaria 2 6548 7.5 3415.42 35.99 (0.58) 49.3 14.5 37.88 (1.03)
Croatia 1 6403 43.3 5981.46 32.07 (0.36) – – 32.81 (0.57)
Cyprus 3 3916 10.2 20,084.84 31.65 (1.02) 44.3 16.8 36.41 (4.35)

Czech Rep. 8 8865 17.1 8402.77 25.91 (0.37) 12.4 20.7 27.53 (0.57)
Denmark 1 5306 44.4 28,441.21 27.45 (0.55) – – 31.00 (1.30)
Estonia 2 4980 26.0 6475.47 32.62 (0.55) 54.4 12.3 34.15 (0.82)
Finland 4 9342 18.1 23,870.09 26.83 (0.37) 24.7 20.3 29.71 (1.92)
France 21 11,348 18.0 24,027.78 30.84 (0.45) 7.2 20.3 36.99 (1.72)

Germany 3 13,473 12.6 21,496.55 30.21 (0.33) 41.0 7.1 32.41 (0.77)
Greece 4 5969 26.5 12,704.72 32.92 (0.57) 27.6 17.0 35.67 (1.10)

Hungary 3 11,680 11.2 5146.29 26.86 (0.26) 34.1 22.0 27.58 (0.31)
Iceland 2 3008 24.8 20,668.26 24.99 (0.64) 53.8 6.0 28.00 (1.68)
Ireland 8 4333 19.6 39,831.65 32.92 (0.56) 14.9 23.8 34.82 (1.10)

Italy 5 19,234 25.0 18,353.37 31.72 (0.29) 21.6 23.7 35.56 (1.00)
Latvia 2 6549 18.9 5048.72 34.98 (0.39) 49.0 17.0 36.46 (0.48)

Lithuania 2 5157 18.6 4588.81 33.02 (0.57) 50.0 16.6 33.95 (0.65)
Luxembourg 3 5442 43.3 37,232.63 27.32 (0.47) 35.5 12.7 29.42 (0.86)

Malta 2 4070 11.8 12,167.55 28.29 (0.44) 81.5 1.9 28.95 (0.52)
The Netherlands 1 10,469 14.5 22,726.06 25.66 (0.34) – – 27.01 (0.56)

Norway 1 4621 50.7 38,616.14 24.98 (0.59) – – 29.39 (3.05)
Poland 6 12,861 14.9 5849.61 32.10 (0.39) 17.5 10.1 34.32 (0.73)

Portugal 3 5740 7.9 10,462.34 35.07 (0.57) 32.8 19.2 36.35 (0.72)
Romania 4 7614 3.3 2447.42 32.37 (0.39) 25.0 13.3 32.58 (0.41)
Slovakia 4 5200 14.5 6983.48 27.30 (1.26) 28.5 15.0 36.58 (9.42)
Slovenia 1 9246 23.8 12,714.07 25.84 (0.29) – – 26.54 (0.38)

Spain 19 12,900 37.2 14,584.40 32.67 (0.26) 6.7 23.6 33.03 (0.29)
Sweden 1 6694 36.5 23,727.45 25.76 (0.36) 36.8 9.0 28.65 (2.52)

Switzerland 3 7502 24.0 39,327.92 30.28 (0.49) 42.6 12.0 34.82 (1.60)
UK 37 8009 27.3 20,843.59 32.85 (0.57) 3.1 24.5 39.32 (2.88)

Wtd. Mean
[EU wide] 5.23 [162] 7695

[238],[559] 23.9 17,929.58 29.61 [38.91] – – 32.99 [42.61]

Note: Non-response rate is reported in the member-states’ Intermediate/Final Quality Reports at the state level
as NRh for total sample. Incomes less than 1 are omitted. Mean incomes may not be representative of those for
the entire states, as they omit non-responding households. For clarity of presentation, Ginis are multiplied by 100.
Source: EU-SILC data in World Bank database; Ireland data from Luxembourg Income Study database.

4.2. Replacing

Next, we use a methodology first proposed by Cowell and Victoria-Feser (2007) to test the
sensitivity of the Gini coefficients to extreme or non-representative observations on the right-hand
side of the distribution. We correct for the influence of potentially contaminated top incomes using

15 The high corrections of the Ginis in Belgium and Slovakia are not due to atypical distributions of incomes across national
regions—Gini decomposition shows similar within- and between-region components (Table 2, two columns before the last
column). Instead, it is due to exceptionally thin top-income distributions with rare extreme incomes. Tables S4–S9 show that
the Pareto coefficients estimated among the highest quartile of incomes in Belgium (particularly from the 75–80th percentile
to the 92–94th percentile) are the highest or among the highest of all EU member states. Pareto coefficients estimated for
Slovakia are also above average, but not exceptionally high. These thin top ends of the income distribution suggest that the
few observed extreme incomes, when reweighted, can have great influence on the measurement of inequality. This also
explains the high standard errors on the Ginis.

16 The number of regions j selected for the estimation of Equation (3) determines the weight that the model attributes to
within-region as opposed to between-regions information and this choice leads to significantly different estimations of the
correction bias. Analyses using finer degrees of disaggregation have been found to typically yield lower corrections for unit
non-response (Hlasny 2016; Hlasny and Verme 2017, 2018). In Tables 1 and 2, however, the estimates come from a model on
the entire set of 31 member states, using a fixed degree of disaggregation into 162 regions.
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an estimated Pareto or generalized beta distribution as discussed in the methodological section.
The analysis is performed at the level of individual EU member states, so that the replaced income
values would come from all states rather than just from a handful of the richest states. Table 3
presents quasi-nonparametric estimates of the Gini coefficients obtained by replacing the highest
top 1–10 percent of income observations in each state with values imputed from the estimated Pareto
distribution left-truncated at the 75–85th percentile of incomes and right-truncated at the 92–99th
percentile of incomes. (Tables S4–S9 in the online Supplementary Material show the results for
each member state.) Lower right-truncation, such as at the 90th percentile, could not be performed
because it would leave small national sample sizes for estimation (say, 85–90th percentile incomes),
particularly compared to the range of incomes for replacing (say, 91st percentile incomes and above),
and would yield volatile or excessively high Ginis. Recall that the estimation is performed at the
national level, and national samples are not large (Table 2). By the same token, lower left-truncation
would compromise the quality of fit of the Pareto distribution.

The choice of right truncation is a critical parameter because it affects which observations will
be classified as uncontaminated and will be used to estimate the parametric distribution, and which
observations labeled as suspect will be replaced with values drawn from the distribution. The corrected
inequality index will be based on the actual income observations to the left of the right-truncation point,
and only on synthetic values to the right of that point. Since there is no theoretically favored point for
left- or right-truncation, and there is limited empirical guidance on how to set them particularly in a
new dataset for a group of countries such as the EU-SILC, we consider a range of cutoff points. Values of
the estimated parameters, measures of model fit, and the estimated corrections for the Gini can be used
to determine which ranges of incomes are best suited for estimation and for out-of-sample prediction.

Results are shown in Table 3. The table has three sets of rows, for left-truncation set at the
85th, 80th and 75th percentile of national incomes. We find that the choice over left truncation in
estimation does not affect the measurement of inequality significantly. The Ginis are corrected by −0.2
to +4.4 percentage points regardless of the left-truncation point. On the other hand, right truncation
affects the measurement systematically. This should not be surprising, because right-truncation in
this exercise affects not only the estimation of the Pareto distribution, but also the extent of replacing
observed top incomes with values drawn from the national parametric distributions. When only 1% of
top incomes are replaced, the Gini typically falls by 0.02 to 0.20 points, suggesting that the observed
topmost incomes are extreme and over-represent the incomes of the richest 1 percent in the population
as predicted by the estimated national Pareto distributions.17 However, when 5–8 percent of observed
top incomes are replaced, the Gini rises by 0.39 to 4.36 percentage points, suggesting that in this group
(and particularly in the second ventile of the national distributions) the observed incomes typically
underrepresent the incomes in the population due to unit non-response and other biases. These latter
results are consistent with the results provided by reweighting potentially suggesting that the Pareto
distribution mimics rather well the top decile of the real income distribution but not the very top of
the distribution (top 1 or up to top 5 percent).

17 Analogous replacement was also done for the top 0.2, 0.5 and 0.7 percent of incomes. The effects of these replacements are
smaller than those in Table 3, as they reflect the replacement of individual outlying observations.
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Table 3. Correction by replacing incomes with random draws from national Pareto distributions.

Correction of Extreme
Observations

Sampling
Correction

Sample Size η
k obs. Replaced

Gini
Bias in Original

Gini (pc.pt.)

Estimation on top 15–hth percentile of incomes

Semi-param.
estimation, h = 1%

Unweighted η = 33,380
k = 2400 44.92 (0.07) −0.18

Eurostat weights η = 34,475
k = 2587 38.71 (0.13) −0.20

Semi-param.
estimation, h = 5% i

Unweighted η = 23,841
k = 11,939 45.49 (0.11) +0.39

Eurostat weights η = 24,517
k = 12,545 38.85 (0.14) −0.06

Semi-param.
estimation, h = 6% i

Unweighted η = 21,463
k = 14,317 45.87 (0.16) +0.77

Eurostat weights η = 21,994
k = 15,068 43.27 (11.01) +4.36

Estimation on top 20–hth percentile of incomes

Semi-param.
estimation, h = 1%

Unweighted η = 45,295
k = 2400 44.98 (0.07) −0.12

Eurostat weights η = 46,702
k = 2587 38.81 (0.13) −0.10

Semi-param.
estimation, h = 5%

Unweighted η = 35,756
k = 11,939 45.72 (0.10) +0.62

Eurostat weights η = 36,744
k = 12,545 39.66 (0.16) +0.75

Semi-param.
estimation, h = 8%

Unweighted η = 23,860
k = 19,086 47.26 (0.18) +2.16

Eurostat weights η = 29,302
k = 19,987 42.15 (0.47) +3.24

Estimation on top 25–hth percentile of incomes

Semi-param.
estimation, h = 1%

Unweighted η = 57,218
k = 2400 45.04 (0.08) −0.06

Eurostat weights η = 58,841
k = 2587 38.89 (0.14) −0.02

Semi-param.
estimation, h = 5%

Unweighted η = 47,679
k = 11,939 46.09 (0.17) +0.99

Eurostat weights η = 48,883
k = 12,545 40.12 (0.19) +1.21

Semi-param.
estimation, h = 8%

Unweighted η = 40,532
k = 19,086 47.89 (0.20) +2.79

Eurostat weights η = 41,441
k = 19,987 42.41 (0.46) +3.50

Notes: Pareto coefficients are estimated on non-contaminated income observations (sample size η; L ≤ x < H; H is
income corresponding to the 100-hth percentile) using maximum likelihood, and are then used to impute values for
the k top-income observations. Parametric replacement is done at the national level. Europe-wide Ginis and their
standard errors are computed across all national quasi-nonparametric income distributions, and are bootstrapped.
For clarity, Ginis and their standard errors are multiplied by 100. Sampling weights are adopted from Eurostat.
i Right-truncation here is higher than in the models below. Any lower right-truncation point than this leads to
overly large and erratic Gini estimates due to small national estimation samples (i.e., range of income quantiles
on which Pareto distribution is fit) and comparatively large national prediction samples (i.e., quantiles for which
Pareto estimates are drawn). Refer to Table S5.

Tables S4–S9 in the online Supplementary Material present the Pareto coefficients α and
semiparametric Ginis estimated for each EU member state.18 Like under the reweighting approach,

18 The parametric Gini estimates among top incomes in Tables S4–S9 were calculated under smooth fitted Pareto curves rather
than from any observations or fitted values per se. As a robustness check, we have re-estimated these Ginis by replacing
top incomes with numbers drawn randomly from the corresponding Pareto distributions, and bootstrapping the exercise.
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the corrections of the Ginis across individual states are in line with the EU-wide corrections with some
notable exceptions. Estimated Pareto coefficients are low in several states—notably Cyprus, Estonia,
Ireland and Latvia—on account of a narrow dispersion of top incomes and rare extreme incomes,
leading to high corrected Ginis in those states. On the other end of the spectrum, Belgium, Iceland,
Norway, Slovenia and Sweden have high estimated Pareto coefficients leading to lower corrected
Ginis. The effects of top-income replacement on the Ginis are dampened by the fact that replacement
is applied only to top incomes, while original values are used for the rest of incomes. In comparison,
the reweighting method affected the contribution of all income observations, leading to even larger
corrections of the Gini.

The variation in the Pareto coefficients across model specifications indicates that the estimated α

depends systematically on the way income observations are weighted, and on the range of top incomes
under analysis. Pareto coefficients are estimated somewhat higher in the income distribution weighted
by Eurostat sampling weights than in the unweighted distribution. Moreover, the higher the values of
incomes evaluated in terms of the left and right truncation points, the higher the Pareto coefficient,
and thus the lower the corresponding inverted Pareto coefficient β, the estimated top income share and
the Gini. The highest Pareto coefficients are obtained when the national distributions are left-truncated
at the 85th percentile and right-truncated at the 99th percentile. That suggests that extreme income
dispersion may be a problem among the topmost 1% of incomes and between the 75th and 85th
percentile, but not as much between the 85th and 99th percentiles.

One potential criticism of the Pareto distribution is that it relies on only one parameter to fit
true top incomes. The fit of the one-parameter Pareto distribution to European and other income
distributions has been questioned (Jagielski and Kutner 2013; Jenkins 2017). In the following
paragraphs we re-estimate the semi-parametric Gini coefficients assuming top incomes to be distributed
as under the generalized beta distribution. To do this, we estimate the generalized beta distribution
that provides the best fit for the distribution of top 70 percent of incomes in each state, and then use
predicted values to compute a parametric Gini coefficient for the state. To derive an EU-wide Gini,
we use values drawn randomly from the parametric distributions to replace topmost incomes in each
state, and combine these replacement top-income values with actual lower incomes to derive the Gini
quasi-nonparametrically.19

Table 4 reports the main results for the EU at large, and Tables S10–S15 in the online Supplementary
Material report model coefficients and parametric Ginis for individual EU member states. Comparing
the Ginis in Table 4 to the nonparametric estimates in Table 1, we find that the quasi-nonparametric
Ginis under the assumed generalized beta distribution are systematically lower, implying that
actual incomes may be distributed more unequally than incomes predicted under that distribution.
The downward correction of the Gini is up to 3.3 percentage points and 1.4 percentage points on
average across the 6 model specifications reported.

Compared to the Pareto distribution, the corrections to the Gini coefficients under the generalized
beta distribution are consistently negative, but of a similar magnitude in absolute value. This indicates
that the estimated generalized beta distributions predict a narrower dispersion of top incomes than
the estimated Pareto distributions, but both estimations give rise to concerns about top-income biases
of a similar magnitude, 0–4 percentage points of the Gini.

These Ginis from random draws are very similar to the smooth-distribution Ginis in Tables S4–S9, but have slightly higher
standard errors due to sampling errors.

19 To validate the procedure, we again compare the parametric and quasi-nonparametric Ginis in each state (refer to the
previous footnote). Indeed, using random income draws from a generalized beta distribution produces a similar correction
of the Gini as numerical inference of the Gini under a smooth distribution.
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Table 4. Correction by replacing incomes with random draws from national GB2 distributions.

Correction of Extreme
Observations

Sampling
Correction

Sample Size η
k obs. Replaced

Gini
Bias in Original

Gini (pc.pt.)

Estimation on top 70–hth percentile of incomes

Semi-param.
estimation, h = 1%

Unweighted η = 164,423
k = 2400 43.89 (0.05) −1.21

Eurostat weights η = 167,932
k = 2587 37.64 (0.08) −1.27

Semi-param.
estimation, h = 5%

Unweighted η = 154,944
k = 11,939 44.86 (0.08) −0.24

Eurostat weights η = 158,093
k = 12,545 36.80 (0.09) −2.11

Semi-param.
estimation, h = 10%

Unweighted η = 143,233
k = 14,317 44.73 (0.14) −0.37

Eurostat weights η = 145,699
k = 15,068 35.57 (0.07) −3.34

Notes: GB2 coefficients are estimated on non-contaminated income observations (sample size η; L ≤ x < H; L is
income corresponding to the 30th percentile; H is income corresponding to the 100-hth percentile) using maximum
likelihood. Quasi-nonparametric Ginis and their standard errors are bootstrap estimates, and are multiplied by 100.

Coefficient estimates presented in Tables S10–S15 carry for the most part acceptable standard
errors and are rather consistent across model specifications with different sampling weights and
right-truncation points. There are unclear patterns in the estimated coefficients between the analyses
performed under alternative weighting schemes (unweighted versus Eurostat weighted) and alternative
sample cutoff points (90th, 95th, 99th percentile). The higher the range of incomes included in estimation
(up to the 95th or the 99th percentile), the systematically lower the distributional shape parameter a, but
the other shape parameters (p, q) and the scale parameter (b) vary non-systematically. As a byproduct
of our analysis, we can confirm that the generalized beta distribution cannot be easily approximated
by Singh-Maddala or Dagum distributions as p̂ and q̂, respectively, are significantly different from
unity across most EU member states, under all weighting schemes and sample-truncation points in
the analysis.

The estimated parametric Ginis vary greatly across EU member states, due to heterogeneous
distributions of incomes and sampling weights across states, different sample sizes, and different
quality of fit of the parametric GB2 distributions. Like in the case of reweighting and Pareto-replacing
estimation, several states end up with outlying parametric estimates of their Ginis subject to high
standard errors. Across multiple runs of the analysis (in Tables S10–S15), Belgium, Bulgaria, Finland,
Greece, Ireland, Latvia, Norway and Slovenia end up with unreasonably high parametric estimates
of their Ginis, while Denmark, Germany, Iceland, Slovakia and Sweden end up with unreasonably
low Ginis.

5. Discussion

This study has evaluated two methods—reweighting and replacing—for correcting top-income
biases generated by known data issues including unit and item non-response and more generally
representativeness issues of top-income observations. The joint use of two distinct statistical methods
for correcting top-income biases, sensitivity analysis of their technical specifications, and analysis
of their performance on a challenging heterogeneous household survey were methodological
contributions of this study.
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Using the reweighting approach and the 2011 wave of the SILC, the paper finds a significant
3.3–3.7 percentage point downward bias in the Gini index.20 The weighted Europe-wide Gini index is
estimated at 42.61 percent as compared to a non-corrected Gini of 38.91 percent. The average Gini for
the 31 European countries considered is estimated at 32.99 percent as compared to an uncorrected Gini
of 29.61 percent.

Similar results are found using the replacing method with the Pareto distribution but only when
the cutoff point for replacing is below 95 percent. The use of higher cutoff points yields very low
biases, below 1 percentage point of the Gini. Given that top-income biases are expected to be higher
at the very top, it is possible that the Pareto distribution does not mimic well the European income
distribution at the very top. This may be due to the limited flexibility offered by the one-parameter
Pareto distribution.

Repeating the replacing exercise with the four-parameter GB2 distribution does not improve our
findings. Our estimates of inequality fall by 0.2–3.3 percentage points of the Europe-wide Gini, while
the Ginis for individual member states are estimated very widely and often unreasonably low or high.
We conclude that the popular 1–4 parameter distributions such as the Pareto and the GB2 distributions
are not well suited to model the topmost incomes across a heterogeneous sample of distributions,
and that alternative distributions should be sought to model the very top ends. The fact that these
distributions were proposed and initially tested in the 20th century combined with the sharp growth of
incomes at the very top of the distribution in the 21st century in Europe and elsewhere may contribute
to explain this shortcoming.

Another problem with the replacing methods, similarly to the traditional treatments for item
nonresponse, is that they rely on an assumption that other income observations are valid and accurate.
Replacing methods assume away measurement issues below the cutoff point. At the same time,
the parametric distributions proposed yield a wide range of empirical results (in Tables 3 and 4),
indicating that parameters calibrated with the lower parts of the income distributions do not offer
insights of any accuracy about the very top.

In perspective of the findings from the reweighting and parametric replacing exercises, we also
conclude that the systematic under-representation of top-income households due to unit nonresponse
is a more worrying problem than other potential contaminations of the top-income distribution for
inequality measurement. Unit non-response leads to a systematic downward bias in the measurement
of the Gini coefficient by 3–4 percentage points, while the balance of other top-income biases remains
unclear, and has been estimated in this study widely at between a −3 and a +4 percentage point
adjustment to the Gini.

Supplementary Materials: The following are available online at http://www.mdpi.com/2225-1146/6/2/30/s1.
Tables S1–S3 show summary statistics and unit nonresponse rates in national surveys. Tables S4–S9 show
additional results of Pareto replacement for individual EU member states. Tables S10–S15 show additional results
of replacement using Generalized Beta II distribution also for individual EU member states. Table S16 shows the
considered delineation of 13 European regions.
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Abstract: Since the late 1970s, wage inequality has increased strongly both in the U.S. and Germany
but the trends have been different. Wage inequality increased along the entire wage distribution
during the 1980s in the U.S. and since the mid 1990s in Germany. There is evidence for wage
polarization in the U.S. in the 1990s, and the increase in wage inequality in Germany was restricted
to the top of the distribution before the 1990s. Using an approach developed by MaCurdy and
Mroz (1995) to separate age, time, and cohort effects, we find a large role played by cohort effects in
Germany, while we find only small cohort effects in the U.S. Employment trends in both countries
are consistent with polarization since the 1990s. The evidence is consistent with a technology-driven
polarization of the labor market, but this cannot explain the country specific differences.

Keywords: wage inequality, polarization, international comparison, cohort study, quantile regression
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1. Introduction

A substantial body of research has documented increasing wage inequality in industrialized countries
(see the surveys by Acemoglu and Autor 2011; Katz and Autor 1999). Since the late 1970s, and continuing
through the mid-2000s, wage inequality has been increasing in the U.S. (e.g., Autor 2014; Autor et al. 2008;
Lemieux 2006a) and Germany (e.g., Biewen et al. 2017; Card et al. 2013; Dustmann et al. 2009). Moreover,
rising wage inequality has been identified as a key driver of the rise in income inequality (OECD 2016;
Piketty and Saez 2014). This paper provides a comparative analysis of the rise in wage inequality in the
U.S. and Germany1 focusing on the role of cohort effects. Most existing literature on wage inequality has
ignored the role of cohort effects.2

Skill-biased technological change (SBTC) is the leading hypothesis in the literature to explain
the rise in wage inequality.3 It is often argued that for SBTC to be a compelling explanation of labor

1 In line with the literature on longer-term changes in wage inequality, this paper focuses on West Germany. As a notable
exception, Biewen and Seckler (2017) analyzed changes in wage inequality in Germany as a whole since the mid 1990s.

2 Notable exceptions are—among others—Beaudry and Green (2000); Card and Lemieux (2001); Fitzenberger and Wunderlich
(2002); Glitz and Wissmann (2017); Gosling et al. (2000); MaCurdy and Mroz (1995).

3 See, e.g., Acemoglu and Autor (2011); Autor (2014); Autor et al. (2008); Biewen and Seckler (2017); Katz and Autor (1999).
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market trends, the trends have to be similar across different countries having access to the same
technology (Card and Lemieux 2001), provided institutions—or other developments—do not cause
different trends. SBTC explains a rise in wage dispersion both between education groups (rising
education premia) and within education groups (growing returns to experience and unobserved
skills). In addition to SBTC, the literature on the rise in wage inequality discusses the role of the
supply of skilled workers,4 changes in institutions such as the decline in unionization and changes
in the minimum wage,5 the rise of international trade6 or the increase in workplace heterogeneity
(Card et al. 2013).

In contrast to technology based explanations for the U.S., DiNardo et al. (1996) and
Lemieux (2006a) argued that increasing wage inequality in the 1980s and the early 1990s can be
explained to an important part by changing labor market institutions, i.e., falling real minimum wages
and deunionization, and a changing composition of the workforce. If institutional differences matter,
one would not necessarily expect to see similar patterns in wage growth and polarization for different
countries. The evidence for Germany regarding the role of the decline in unionization in explaining
the increase in wage inequality is mixed. Dustmann et al. (2009) and Biewen and Seckler (2017) found
a strong role of deunionization on explaining the rise in wage inequality, while Card et al. (2013) and
Antonczyk et al. (2010) pointed to the growing heterogeneity in wage setting at the firm level as key
drivers. Dustmann et al. (2014) pointed out that wage inequality rose strongest after 1995 among workers
covered by collective bargaining. The study attributes the rise in wage inequality to a decentralization of
wage setting to the firm level among firms covered by collective bargaining. Autor et al. (2008) argued
that changing minimum wages and institutions in the U.S. are unlikely to explain the continuing trend of
increasing wage inequality in the upper part of the wage distribution.

SBTC has been refined by the task approach introduced by Autor et al. (2003) which
implies polarization of employment and which may also be consistent with polarization of wages
(Autor 2013; Autor and Dorn 2013; Autor and Handel 2013; Autor et al. 2008). Autor et al. (2003)
proposed as a nuanced version of SBTC that technological change can have a “polarizing” effect
on the labor market rather than uniformly favoring skilled workers. That is, technological
change—for example, computerization—favors more highly skilled workers relative to less skilled
routine-manual and routine-cognitive workers. At the same time, various studies find a disproportionate
growth of employment for low-wage jobs (often involving non-routine-manual work) relative to
medium-skilled jobs. Altogether, starting in the 1990s, the distribution of jobs has been “polarizing”
with faster employment growth in the highest and lowest-paying jobs and slower growth in the
middling jobs.7 However, the relationship between changes in employment and wages is less clear.
Autor and Dorn (2013) developed a theoretical model where the wage effects at the bottom of the wage
distribution are ambiguous, because they depend upon whether low-skilled jobs are complements
or substitutes of high-skilled jobs. Thus, technology driven polarization in employment may also be
consistent with rising wage inequality at the bottom of the wage distribution.

From the late 1970s to the mid-1990s, trends in wage inequality differed strongly between
the U.S. and Germany. The U.S. experienced in the 1980s a uniform increase of wage
inequality along the entire wage distribution (Katz and Autor 1999), while the increase
in wage inequality in Germany was restricted to the upper part of the wage distribution
(Dustmann et al. 2009; Fitzenberger and Wunderlich 2002). In Germany, the increase in wage
inequality in the lower half of the wage distribution began in the mid-1990s (Dustmann et al. 2009;

4 See, e.g., Biewen et al. (2017); Lemieux (2006a).
5 See, e.g., Antonczyk et al. (2010); DiNardo et al. (1996); Dustmann et al. (2009, 2014).
6 See, e.g., Autor et al. (2013); Biewen and Seckler (2017); Felbermayr et al. (2012).
7 Recent empirical work has provided evidence for polarization in employment in the U.S. (Acemoglu and Autor

2011; Autor and Dorn 2013; Autor et al. 2008; Lemieux 2008), Germany (Dustmann et al. 2009; Spitz-Oener 2006),
Nordic countries (Asplund et al. 2011), various other European countries (Goos et al. 2014), and to a degree in Canada
(Green and Sand 2015).
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Dustmann et al. 2014; Biewen et al. 2017) and there was a uniform increase of wage inequality along the
entire wage distribution until 2010 (Biewen et al. 2017; Dustmann et al. 2014). Autor et al. (2008) provided
evidence for a polarization of wages in the U.S. during the 1990s such that wage inequality only continued to
rise in the upper part of the wage distribution. Furthermore, Autor and Dorn (2013) found that employment
and wages in low-skill service jobs, which involve non-routine manual tasks and which pay low wages,
have grown considerably since the early 1990s. In contrast, Dustmann et al. (2009) for Germany and
Goos et al. (2014) for 16 EU countries found no evidence for this. Hence, despite similar employment
changes, wage inequality has been changing differently in the U.S. compared to European countries.
These differences motivate our paper which takes a fresh look at the comparison of trends in wage
inequality in the U.S. and in Germany using a unified framework of analysis.

As its key contribution, our study accounts for cohort effects. We define these as effects which are
associated with the time a specific cohort was born and which have a permanent effect on this specific
cohort. Card and Lemieux (2001) allowed for imperfect substitutability between younger and older
workers to explain the fact that the large increase of the wage gap between young college- and high-school
graduates is mainly driven by a slowdown in the growth of college graduates in the U.S. during the 1980s.
This resulted in a stronger rise of the college–high-school wage gap for younger workers compared to
older workers. In a similar vein, Glitz and Wissmann (2017) argued for Germany that the slowdown in
the decline of the share of low-education relative to medium-education employment can explain the the
rise in the wage differential between these two education groups. Carneiro and Lee (2011) reanalyzed the
rising college–high-school premium and provide evidence that about half of the increase reported may be
explained by an increased quality of college graduates during this period, which again reflects a cohort
effect. Even though SBTC may have a bias in the age/cohort dimension, most of the recent literature on
trends in wage inequality (see, e.g., Autor et al. 2008; Dustmann et al. 2009) restricts itself to a comparison
of cross-sectional age or experience profiles in different years.

This paper builds on the empirical framework developed by MaCurdy and Mroz (1995) to
investigate the importance of age, time, and cohort effects on wages in light of the linear relation
between the three variables. We implement a test of the separability of the three effects using standard
errors robust against correlation across time and cohort, and we discuss identification of the linear
effects. Based on this approach, we examine trends in wage inequality within and across cohorts of
full-time working men in the U.S. and Germany by describing a set of quantiles. Wage dispersion
in both countries has been rising since the end of the 1970s. While there is strong evidence of rising
wage inequality in both economies, we confirm wage polarization only for the U.S. after 1985 and for
Germany prior to 1985.

Our main findings are as follows: Based on the estimated conditional time trends, we confirm
widening wage dispersion in both the U.S. and Germany between 1979 and 2004. This is the case if we
consider trends for wages at the median between education groups as well as quantile specific time
trends within education groups. However, there are various distinct patterns. For the U.S., we find that
time-trends at the median are more positive for high-education workers than for less educated workers
throughout the entire period—the medium-low-education gap ceases to increase during the 1990s.
Moreover, time-trends within both the group of low- and medium-education workers start polarizing
at the end of the 1980s, while within wage dispersion for high-education workers steadily increases.
Trends in Germany are more difficult to interpret. We find little evidence for wage polarization in
Germany and growing inequality among low- and medium-education workers after 1985. Moreover,
we see a large role played by cohort effects in Germany—suggesting a role for supply-side effects or
an interaction with institutions in Germany—while we find smaller cohort effects of opposite sign in
the U.S. In addition to wage trends, we analyze the changes in the skill composition of the workforce
and find strong parallel movements between the U.S. and Germany.

The remainder of the paper proceeds as follows: Section 2 describes the two data-sets.
The third section presents the basic facts of wage growth and wage dispersion for the U.S.
and Germany. Section 4 introduces our version of the MaCurdy and Mroz (1995) approach.
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The corresponding empirical results are presented in Section 5. Finally, Section 6 provides our
conclusions. The Supplementary Material contains graphical illustrations of our estimation results.
Detailed estimation results are available upon request.

2. Data

The data we use for our analysis are the U.S. Current Population Survey (CPS) and the German
IAB employment subsample (IABS) [while our paper refers to Germany, recall that our analysis
is restricted to West Germany]. We focus on male workers who are between 25 and 55 years old.
This avoids interference with ongoing education and early retirement.

2.1. CPS for U.S.

The U.S. data used for this analysis are from the Current Population Survey, Outgoing Rotation
Groups (CPS-ORG) from 1979–2004. The CPS-ORG data contain wage and salary information for
respondents during the month they leave the basic (monthly) survey. Wages are inflated to 2004
dollars using the CPI-U-RS. Workers’ calculated hourly wage rates are either the reported hourly wage
(for the 60 percent of workers paid on that basis) or weekly earnings divided by weekly hours (for
the other 40 percent of workers). For the latter group, earnings per week divided by the usual hours
per week was used, unless information on usual hours per week was missing (in 2004, for example,
the figures were missing for 5 percent of workers not paid on an hourly basis). In that case, the analysis
used the number of actual hours worked in the previous week to construct hourly wages. While that
procedure minimizes the number of workers excluded from the analysis, it introduces some noise into
the calculated hourly rate of pay because the actual hours worked last week may differ from usual
hours worked per week. For roughly 15 percent of workers not paid on an hourly basis, the number of
actual hours worked the previous week was different from the usual hours per week. Most often, those
workers indicated that they worked part time in the previous week for various reasons, but usually
worked full time. The U.S. Census Bureau imputed data on hourly wage rates, usual weekly earnings,
and usual hours worked per week were used in the analysis. Over the sample period, the percentage
of workers with imputed wage data has increased and was 31 percent in 2004.

We consider male workers from the sample who (normally) work full time. The education level
between 1979 and 1989 is measured as a categorical variable with three values regarding the years of
schooling completed:

(U) 12 years or less of schooling (low-education)
(M) 13 to 15 years of schooling (medium-education)
(H) 16 years or more of schooling (high-education).

These categories are defined in a slightly different way after 1990 due to changes in the CPS: (U) having
a high school diploma or less and not having attended college; (M) having attended college but not
having received a degree; and (H) having at least a college degree. Age is measured continuously
(in years). Observations are weighted by a person-weight variable and by the hours worked in the
preceding week. There is topcoding in labor earnings in the CPS but the share of topcoded observations
is very small compared to the data used for Germany (Burkhauser and Larrimore 2009) so this is
unlikely to affect the 80%-quantile regressions which we undertake in our subsequent analysis.
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2.2. IABS for Germany

The German data used in the empirical analysis are the version of the IABS (IAB employment
subsample) ending in 2004.8 Even though the IABS starts in 1975, we only use data starting
from 1979, consistent with the time period available in the CPS9, and we also inflate wages to
2004 euros using the German CPI. The IABS involves a randomly drawn 2% sample of employees
subject to social security taxation. The IABS is provided by the Institute for Employment Research. It
contains about 400,000 individuals in each annual cross-section and it covers about 80% of the
German employees. Different versions of this data set have been used in the literature (see, e.g.,
Fitzenberger and Wunderlich 2002; Dustmann et al. 2009; Card et al. 2013; Dustmann et al. 2014). The
IABS is an earlier version of the SIAB data used, e.g., in Biewen et al. (2017).

There are two important advantages of using data from the IABS. First, the IABS is a very
large sample compared to survey data such as the German Socioeconomic Panel, which is also
often used in the analysis of wage trends. Second, the IABS remains representative for the workers
contributing to the social security system. There are three important disadvantages of the IABS.
First, there exists censoring of wages from above. When the daily gross wage exceeds the upper
social security threshold (“Beitragsbemessungsgrenze”), the daily social security threshold is reported
instead. This censoring affects roughly the top 10%–14% of the workers in the wage distribution.10

Among university graduates, censoring from above can affect about half of the population. This is one
of the reasons why we estimate quantile regressions of wages, which are robust against right censoring.
Second, there exists a structural break in 1984. Since that year, one-time payments and other bonuses
have been included in the reported earnings leading to an increase in the observed inequality of wages
at that time. The correction suggested by Fitzenberger (1999) is used as a conservative correction
(see also, among others, Dustmann et al. (2009); Fitzenberger and Wunderlich (2002); Glitz and
Wissmann (2017), who use such a correction).11 Third, the IABS does not provide detailed information
on hours worked, but it provides an indicator for full-time work. As we restrict the analysis to full-time
working males, our results are likely to be robust and comparable to the U.S.-data. Recall that the
studies mentioned at the end of the previous paragraph are based on data as reported in the IABS.

Workers are grouped by their skills according to the following formal education levels given in
the IABS:

(U) without a vocational training degree (low-education)
(M) with a vocational training degree (medium-education)
(H) with a technical college (“Fachhochschule”) or a university degree (high-education)

The education groups for the U.S. are defined by years of schooling while the grouping for Germany is
based on educational degrees because of the importance of the vocational training system in Germany.
A number of medium-education degrees in Germany would rather correspond to tertiary degrees in
the U.S. e.g., technical degrees. We follow the common definitions taken in the literature on wage
inequality for the two countries to make our results comparable to the literature.

In light of the polarization hypothesis, our choice of education groups was driven by the
desire to be able to analysis non-monotonic wage trends/profiles with regard to higher education,
i.e., whether the medium-education group is losing ground relative to the high- and low-education

8 This study uses the factually anonymous IAB Employment Sample (IABS) (Years 1975–2004), see Drews (2008). Data access
was provided via a Scientific Use File supplied by the Research Data Centre (FDZ) of the German Federal Employment
Agency (BA) at the Institute for Employment Research (IAB).

9 Between 1975 and 1979, a slight increase of wage dispersion in the upper part of the distribution takes place and virtually
no change in wage-dispersion in the lower part, as measured by the 80%–50% and 50%–20% differences in log-wages.

10 The value of this threshold changes annually.
11 This correction amounts to correcting wages before 1984, which are above the median, by the estimated disproportionate

wage growth between 1983 and 1984. This disproportionate wage growth is estimated as a linear function of the rank
difference from the median upwards. No correction is implemented below the median.
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groups. If polarization in wages or employment is relevant, the precise definition of the education
groups would not matter as long as the medium group covers the middle of the education distribution,
which clearly is the case for both countries (see evidence on employment shares in Figure 1 as discussed
in Section 3.2), even though the size of different education groups differ by country.
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Figure 1. Employment Shares and Mean Age 1979–2004 for males: (left) U.S.; and (right) Germany.

2.3. Construction of Cohort-Year-Education Cells

Our level of analysis are wage quantiles by year, cohort/age, and education level, where cohort is
defined by year of birth. For each cell, we calculate different quantiles for the real wage. Applying the
approach proposed by Fitzenberger (1999), this is done for the German data in the following way.
The IABS contains information on the social security insurance spells comprising the starting point and
the end point as well as the average daily gross wage12 (excluding employer’s distribution) for this spell.

An annual wage observation for one individual is calculated as the weighted average of the wages
he earned during his different spells within one year, where the spell lengths are used as the weights.
The sum of the spell lengths for all individuals in one cell is used to calculate the number of employed
workers within this cell. This variable is used as a weight in the regressions.

12 The daily social security threshold is reported instead if the daily gross wage exceeds the upper social security threshold,
see above.
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The next step consists of calculating the 20%, 50%, and 80% quantile for the cells, where again
the spell lengths are used as weights. We also record the sum of spell lengths as cell weights. In the
case of Germany, when the quantile coincides with the threshold, it is recorded as being censored.
These information are sufficient for our empirical analysis to estimate quantile regressions based on
cell data. The cohort year-skill cell data for the CPS are constructed in an analogous way as for the
German data, using the weights described above.

3. Basic Empirical Facts

3.1. Unconditional Wage Growth

Figure 2 depicts the wage growth jointly for all education groups between 1979 and 2004.
For the U.S., wages at the three quantiles fall until 1996, with the largest decline at the 20% quantile
being −13 log points. Wages at the median decline 10 log points and those at the 80% quantile decline
4 log points. This implies rising wage dispersion both in the upper and the lower part of the U.S. wage
distribution. Between 1996 and 2004, wages grow at all quantiles, whereby wages at the 20% quantile
and at the 80% quantile rise about 9 log points, which is 1–2 log points more than the rise of the wages
at the median. This is evidence for a polarization of wages between 1996 and 2004. Overall, however,
between 1979 and 2004 the wage dispersion increased both in the upper half and the lower half of the
distribution—as measured by the 80–50 and the 50–20 difference of log-wages, respectively.
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Figure 2. Total Unconditional Cumulated Wage growth at 20%, 50%, 80% quantiles and quantile
differences, 1979–2004 for males: (left) U.S.; and (right) Germany.
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In Germany, wages throughout the distribution start to grow in the mid-1980s, and wages
at the 80% quantile exhibit larger growth rates than those at the median and the 20% quantile.
Wage inequality in the upper part of the wage distribution keeps rising steadily since the beginning
of the 1980s, while wage dispersion in the lower part of the wage distribution only starts to increase
in the mid-1990s. These results are in line with Dustmann et al. (2009) and Biewen et al. (2017).
Between 1979 and 2004, the 20% quantile, the median, and the 80% quantile increase by 9, 15,
and 20 log points, respectively, i.e., real wage growth is considerably higher in Germany compared to
the U.S. Finally, in Germany, the 20% quantile and the 80% quantile only grow both faster than the
median during the early 1980s, which is evidence for polarization of wages.

Turning to education group specific trends, Figure 3 shows the unconditional wage growth
at different quantiles conditional on education and Figure 4 summarizes overall wage dispersion.
Between 1979 and 1996, real wages of low-education workers in the U.S. fell by about 32–34 log points.
After 1996, real wages recovered for this group and there was a sharp decline in wage inequality below
the median. Wages of medium-education workers also increased after a low in 1996 and a clear pattern
of polarization is observable since the early 1990s, as the 80–50 difference keeps increasing and the
50–20 difference starts to decrease. In the U.S., only the group of high-education workers experienced
real wage gains between 1979 and 2004. Wage inequality steadily increased for this group since the
late 1980s. Our findings are similar to, e.g., Autor et al. (2008).
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Figure 3. Cont.
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Figure 3. Unconditional Cumulated Wage growth 19799–2004 for males: (left) U.S.; and (right) Germany.
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Figure 4. Cont.
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Figure 4. Unconditional Cumulated wage dispersion 1979–2004 for males: (left) U.S.; and (right) Germany.

In Germany, only low-education workers at the 20% quantile had lower real wages in 2004 than
in 1979 (a 10 log points cumulative decline) and the decline began in the early 1990s. During the last
twelve years of observation, the 20% quantile of wages of the low-education fell by 20 log points.
Wages at the median fell to a lesser extent, while wages at the 80% quantile have been flat since the
early 1990s. Up until 1991/1992, wage trends were quite uniform but after the severe recession in
1992/1993, wage dispersion has been increasing along the entire distribution. Medium-education
workers in Germany, making up the major part of the entire German workforce, experience quite
similar movements as described above for the overall wage distribution not conditioning on
educational-level—rising wage dispersion in the upper part beginning in the 1980s and increasing
wage inequality in the lower part of the distribution since the mid-1990s. Furthermore, similar to the
development of the entire wage-distribution, we observe a polarizing pattern of wages until 1984.
German high-education workers experience considerable gains since the early 1980s: wages rose
by 17 log points and 30 log points for workers at the 20% quantile and the median respectively.

Figure 5 displays the skill premia (measured at the median). In the U.S., the premia for
high-education workers relative to medium-education workers and for medium-education workers
relative to low-education workers increased steadily from 1979 to 2004. By contrast, the medium-to-low
premium in Germany fell during the early 1980s and grew slowly between the mid-1980s and 2004
(See Glitz and Wissmann 2017) for related evidence. The high-to-medium premium grew considerably
during the late-1980s and again during the late-1990s and early 2000s.
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Figure 5. Unconditional Wage Premia: (left) U.S.; and (right) Germany.
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3.2. Employment Changes

Figure 1 plots the employment shares of the different education groups. Incidentally, in both
the U.S. and Germany, the share of low-education workers ceased to decline in the mid-1990s,
i.e., skill upgrading from low-education workers stopped at that time. For both countries, increased
immigration might help to explain these trends.13 Medium-education workers in both countries are the
largest education group. Their employment shares grew slightly until the mid-1990s and fell slightly
afterwards in both the U.S. and Germany. The share of high-education workers rises monotonically
in both countries, while the relative rise is more pronounced in Germany, doubling from 8% in 1979
to 16% in 2004, whereas over the same period the share in the U.S. rises from 16% to 22%.

To investigate changes in the age structure of employment, Figure 1 plots the mean age of
the workers in the different education groups. The average age of U.S. medium-education and
high-education workers has been increasing since the mid-1980s. The mean age of low-education
workers in the U.S. decreased strongly until the mid-1990s and remained constant afterwards.
For Germany, the mean age of medium-education and high-education workers has been rising
continuously since the mid-1990s. Similar to the U.S., the average age of low-education workers
fell strongly until the middle of the 1990s and grew slightly afterwards. This finding may be explained
by immigration and by the fact that older low-education workers tend to leave the workforce
disproportionately.

4. Empirical Approach

This section presents the empirical framework developed by MaCurdy and Mroz (1995) to
investigate the movement of the entire wage distribution for synthetic cohorts over time. A cohort is
defined by the year of birth. We estimate various quantile regressions to decompose between- and
within-group shifts in the wage distribution. We allow that wage trends differ across cohorts indicating
the presence of cohort effects and across quantiles indicating a trend towards changing within group
wage dispersion.

A cohort effect designates a movement of the entire life-cycle wage profile for a given cohort
relative to other cohorts. In providing a parsimonious representation of trends in the entire wage
distribution, we are able to pin down precisely the differences in wage trends across groups of workers
defined by education level.

Due to the inherent identification problem between age, cohort, and time effects, wage profiles
based on cross-section relationships between age and wages over a sequence of years and movements
of life-cycle wage profiles faced by successive cohorts are mathematically the same mapping. However,
considering the wage growth experienced by a particular cohort over time or over age, it can be tested
whether apart from the differential age effect, different cohorts exhibit the same time trend.

4.1. Characterization of Wage Profiles

We denote the age of an employee by α and calendar time by t. A cohort c can be defined by
the year of birth. The variables age, cohort and calendar year are linked by the relation t = c + α,
which causes the age-period-cohort identification problem. Studies of wage trends often investigate
movements of “age-earnings profiles”

ln[w(t, α)] = f (t, α) + u. (1)

13 For Germany, following the reunification in 1990, a large inflow of ethnic Germans as well as a wave of immigration
of workers from East Germany (the former German Democratic Republic, GDR) is well documented in the literature
(see, e.g., Bundesamt fur Migration und Fluchtlinge 2005; Fuchs-Schundeln and Schundeln 2009). D’Amuri et al. (2010) and
Glitz and Wissmann (2017) concluded that this immigration waves had only a small impact on wages among the natives.
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The deterministic function f (t, α) measures the systematic variation in wages (modeling a certain
location measure—in our case, conditional quantiles) and u reflects cyclical or transitory variations.
For a fixed year t, the function f (t, α) yields the conventional cross-sectional wage profiles. Movements
of f as a function of t describe how cross-sectional wage profiles shift over time. The cross-sectional
relation f as a function of age does not describe “life-cycle” wage growth for any cohort or, put
differently, the cross-sectional relation may very well be the result of “cohort effects”. In fact, “cohort
earnings profiles” g(c, α) given by

g(c, α) ≡ g(t − α, α) ≡ f (t, α) (2)

represent mathematically the same function as “age-earnings profiles” f (t, α), i.e., g(c, α) and f (t, α)

represent the same mapping of (c, α, t) to log wages.
The function g describes how age-earnings wage profiles differ across cohorts. Holding age

constant, g(c, α) describes the profiles of wages earned by different cohorts over time. Holding the
cohort constant yields the profile experienced by a specific cohort over time and age. The latter is
referred to as the “life-cycle profile”, because it reflects the wage movements over the life-cycle of
a given cohort. Without further assumptions, “pure life-cycle effects” due to aging or “pure cohort
effects” cannot be identified, because, e.g., variations in wages due to aging may be associated with
changing time based on g(c, α) or changing cohort based on f (t, α).

4.2. Testing for Uniform Insider Wage Growth

Our analysis investigates whether wage trends are uniform across cohorts in the sense that every
cohort experiences the same time trend in wages and the same age-specific wage growth (life-cycle
effect). Despite the age-period-cohort identification problem, the existence of a uniform (separable)
time trend across cohorts is a testable implication.

The following notion of wage growth proves useful: Wage growth for a given cohort in the labor
market over time (“Insider Wage Growth”), given by

∂g
∂t

|c = ∂g
∂α

|c ≡ gα(c, α) ≡ gα, (3)

comprising the simultaneous change of time and age. Alternatively, holding age constant yields the
change of wages earned by different cohorts at specific ages. For the age at labor market entry, αe,
entry wage growth is given by

∂g
∂t

|α=αe =
∂g
∂c

|α=αe ≡ gc(c, αe) = gc(t − αe, αe) ≡ e(t), (4)

again comprising two effects, namely a change of cohort and time. Equation (4) describes entry
wage growth.

If wage growth is separable in age and time, i.e., is the sum of a pure aging effect and a pure time
effect as follows

gα = a(α) + b(t) = a(α) + b(c + α), (5)

then life-cycle wage growth a(α) is the same for each year t. Condition (5) is designated as the
“uniform insider wage growth hypothesis” (HUI). If HUI holds, we can construct a “life-cycle wage
profile” independent of the calendar year and a macroeconomic time trend independent of age. We will
investigate HUI by testing for the significance of interaction terms of α and t in the specification of gα.

Integrating back condition (5) on the derivative gα with respect to α yields an additive form for
the systematic component of the wage function g(c, α):

g(c, α) = G + K(c) + A(α) + B(c + α), (6)
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where G + K(c) is the cohort specific constant of integration. At a given point in time, the wages
of cohorts differ only by the age-effect, given by A(α), and by a cohort specific level, given by K(c).
The “uniform insider wage growth hypothesis” HUI can be tested by investigating whether “interaction
terms” R(α, t) enter specification (6) which are constructed as integrals of interaction terms of α and t
in gα.

4.3. Empirical Implementation

We specify the wage function g(c, α) for individual i in the sample year t using a fairly flexible
functional form:

ln[wi,t] = g(ci, αi,t) + ut + ui,t (7)

where αi,t and ci denote the age of individual i at time t and the cohort of individual i, respectively.
g(c, α) is specified as a smooth function of c and α. We further decompose the error term into a period
specific fixed effect ut and a stochastic error term uit. In the empirical analysis, we take 25 years to
be the age of entry into the labor market and we define α = (age − 25)/10 and therefore αe = 0.
Analogously, since the observation period starts in 1979, we define time t = (calendar year− 1979)/10.
For each cohort, c corresponds to the time t at which α equals zero. For the cohort of age 25 in the
year 1979, c equals zero and older cohorts have negative values for c.

As a flexible empirical approximation of the wage profile imposing the hypothesis of uniform
insider wage growth, we use polynomials in age, cohort, and time:

A(α) = A1α + A(2)(α) = A1α + A2α2 + A3α3 (8)

B(t) = B1t + B(2)(t) = B1t + B2t2 + B3t3 + B4t4 + B5t5

K(c) = K1c + (1 − δ)Kb(c) + δKa(c)

with δ = 1 for c ≥ 0 and δ = 0.

We include year dummies that are orthogonalized with respect to B(t) to estimate period specific
fixed effects ūt, i.e., the estimated year effects are uncorrelated with the estimated smooth time trend
B(t), see Fitzenberger and Wunderlich (2002) for details. Altogether, we fully saturate the time
dimension, i.e., the model is estimated as if a complete set of year dummies is used. However, B(t) is
estimated just as if no further year effects ūt where included. Thus, ūt represents the year specific
deviation from the smooth trend B(t), which we interpret as cyclical year effect. We estimate a
fifth order polynomial in time for B(t), yielding a satisfactory decomposition of trend and cycle.14

Equation (8) allows for a third order polynomial in age, a third order polynomial in Kb(c), and a second
order polynomial in Ka(c).15

To test HUI , we consider in the derivative gα the following four interaction terms of age and time
αt, αt2, α2t, and α2t2. The implied non-separable variant of g(c, α) expands (6) by incorporating the
integrals of these interaction terms, denoted by R1-R4, see MaCurdy and Mroz (1995) and Fitzenberger
and Wunderlich (2002) for details, and we test for significance of R1-R4.16

14 Antonczyk et al. (2017) suggest a nonparametric estimator for a model with g(c, α) = A(α) + B(t) + K(c) where t = c + α
and apply the model to the sample of the low-education and the medium-education in Germany. The findings for this
restricted model are very similar to the findings based on the flexible parametric model specification used here.

15 We did investigate the robustness with regard to different specifications with regard to higher order terms in age or cohort
(results are available upon request). Higher order terms did not affect the main results but they could add wiggly behavior
in the ends of the estimated age/cohort profiles.

16 For instance, R1 =
∫

α(c + α)dα = (cα2/2) + (α3/3).
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Only if HUI holds, it is meaningful to construct an index of a life-cycle wage profile as a function
of pure aging and a macroeconomic trend index. Otherwise, a different wage profile would apply for
each cohort. Under HUI , the life-cycle (L) is given by

ln[wL(α)] = (A1 − K1)α + A(2)(α) (9)

and the macroeconomic (m) wage trend index is given by

ln[wm(t)] = (B1 + K1)t + B(2)(t). (10)

When interpreting these indices, it is important to recognize that neither the level nor the
coefficient on the linear term are identified in an econometric sense. In fact, identification relies
on the assumption that the coefficient on the linear cohort term is equal to zero. To motivate this, we
argue that setting the linear cohort term to zero is quite natural. If, for instance, also entry wages grow
at the same rate as the time effect b(t) before and during the sample period, the entire cross-section
profile f (α, t) exhibits purely parallel shifts over time, a situation, one would not naturally characterize
by the existence of “cohort effects”. Our notion of a cohort effect requires a situation where the
differences in starting points of the common life-cycle profile differ from the macroeconomic wage
growth experienced by the cohorts in the labor market. For this reason, we also orthogonalize our
polynomial specifications for Ka(c) and Kb(c) with respect to the linear cohort effect.

Quantile regressions provide a useful tool to study wage differences across and within groups of
workers with different socio-economic characteristics. We estimate conditional quantiles of wages

qθ(ln[wi,t]|c, α, βθ) = gθ(c, α, βθ), (11)

where qθ,t(ln[wi,t]|c, α, βθ) denotes the θ-quantile of the wage in cohort age-cell (c, α) (≡ cohort year-cell
(c, t) where t = c + α). The vector βθ comprises the coefficients relating to the set of regressors
(≡ powers of c, α and t; year dummies). In the empirical analysis, we model the following quantiles:
θ = 0.2, 0.5, 0.8 (20%, 50%, and 80% quantile).

We use the minimum-distance approach proposed by Chamberlain (1994) or
MaCurdy and Mroz (1995) for the estimation of quantile regressions when the data on the
regressors can be grouped into cells and censoring is not too severe. The approach consists of
calculating the respective cell quantiles in a first stage and regressing (by weighted least squares) those
empirical quantiles, which are not censored, on the set of regressors in the second stage. For the dataset
used in this study, the cell sizes are large enough for making this a fruitful approach. However, for
Germany, we do not estimate the 80% quantile for males in education group (H) since censoring is too
severe in this case. When applying the minimum-distance approach, we use the cell sizes as weights.

The error terms are allowed to be dependent across individuals within cohort year-cells and
across adjacent cohort year-cells. We use a flexible moving block bootstrap approach allowing for
standard error estimates which are robust against fairly arbitrary heteroscedasticity and autocorrelation
of the error term. The block bootstrap approach employed here extends the standard bootstrap
procedure in that it draws blocks of cell observations, including the cell weights, to form the
resamples. While the goal to capture dependence across observations is similar to a cluster bootstrap,
we do not rely on fixed cluster but rather moving clusters which overlap. Specifically, we draw
a two-dimensional block of observations with block length eight in the cohort and block length
six in the time dimension with replacement until the resample has become at least as large as the
resample size, see Fitzenberger and Wunderlich (2002) for details. Contrasting the results using the
moving-blocks-bootstrap approach with conventional standard error estimates indicates that allowing
for correlation between the error terms within and across cohort year-cells (when forming the blocks)
changes the estimated standard errors considerably (detailed results are available upon request).
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5. Results

Based on the empirical framework introduced above, this section discusses the estimated
specifications and then presents the empirical results.

5.1. Estimated Specifications for Wage Equations

We estimate two specifications for the 20%, 50%, and 80% quantile for males by education
groups (U), (M), and (H). The high degree of censoring allows only a meaningful estimation of the
more restrictive specification for the 20% and the 50% quantile in the case of high-education (H) males
in Germany.

The more general specification (Model 1), which does not impose the uniform insider wage
growth hypothesis (HUI) introduced in Section 4.2, is given by

g(c, α) + ūt = G + a1α + a2α2 + a3α3 + b1t + b2t2 + b3t3 + b4t4 + b5t5 (12)

+γb2c2
b + γb3c3

b + γa2c2
a + γa2c3

a +
4

∑
j=1

ρjRj +
2004−Nb−1

∑
i=1979

κiYDi,

where the age polynomial is of order 3, the time polynomial of order 5, and cb = (1 − δ)c and ca = δc
are the cohort terms before and after 1979, orthogonalized with respect to the linear cohort term.
All specifications include the cyclical year dummies YDi which are orthogonalized with respect to
the time trend, thus Nb = 5 (we lose six degrees of freedom [2004 − Nb − 1] because an intercept
is included).

Model 2 is the restricted version of Model 1 in Equation (12):

Model 2: Specification (12) with ρj = 0, for j = 1, ..., 4 . (13)

Model 2 imposes HUI , i.e., separability of wage growth into age and time effects. Statistical tests imply
that for all education groups at the three quantiles considered both life-cycle profiles [Equation (9)]
and macro-trends [Equation (10)] are the same across cohorts, because HUI cannot be rejected at a 1%
significance levels (detailed results are available in the Supplementary Material, Tables S1 and S2).
In all cases except two, we also do not find significance at the 5% significance level. Note that we do
not perform the test for high-education workers in Germany because of the high degree of censoring
in this group (see Section 2). Because of the evidence in favor of HUI , we only report in the following
estimation results for Model 2. For this model, the estimation of time trends and life-cycle profiles is
thus meaningful. Even though, further hypothesis tests would suggest to use a more parsimonious
specification of model (see again Tables S1 and S2 in the Supplementary Material), we do not further
restrict the model specifications because we do not want to base the comparison across worker groups
on differences in specification choices. We also include estimates of Model 2 for high-education
workers in Germany for the 20%- and the 50%-quantile.

5.2. Life-Cycle Profiles

Figure 6 shows the estimated life-cycle profiles. Note that wage growth over the life-cycle at the
median wage, which closely relates to a standard human capital wage equation (Gosling et al. 2000),
is positively correlated with educational level—i.e., the descriptive returns to experience are increasing with
education. For most cases, life-cycle wage growth is higher at higher quantiles (and mostly significantly
so, detailed results are available upon request), i.e., inequality within education group typically increases
with age. There are three exceptions: At the 50% and 80% quantile for medium-education in the U.S. and
for low-education in Germany, life-cycle profiles basically coincide which implies that upper-tail wage
dispersion does not increase with age. For low-education in Germany, life-cycle wage growth is even
higher at the 20% quantile than at the median, i.e., for this education group lower-tail wage dispersion falls
with age.
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Estimated Life-cycle Index, Low-Education Males Germany.
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Estimated Life-cycle Index, Medium-Education Males U.S.
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Estimated Life-cycle Index, High-Education Males U.S.
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Figure 6. Life-cycle indices 1979–2004 for males: (left) U.S.; and (right) Germany.
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Despite the similar concave profiles, the amount of within-cohort life cycle wage growth differs
both across education groups and across countries. Life-cycle wage growth increases with education
in both countries and is higher in the U.S. for low-education at the two higher quantiles and for
medium-education at the two lower quantiles. Life-cycle wage growth is very similar in both countries
at the upper quantile for medium education and at the two lower quantiles for high education.

The decreasing within-cohort wage dispersion when workers age for low-education in Germany
may be due to a selection process. Older German low-education workers at the bottom of the
skill-specific wage distribution might drop out of the labor-market as they get older, e.g., due to
layoffs, if their productivity lies below the wages set by union wage agreements. Contrary to low
education, the increase of within-cohort wage dispersion associated with aging is twice as strong for
German medium-education workers compared to U.S. medium-education workers. This may reflect
the larger heterogeneity of the medium education group in Germany, which comprises a higher share
of workers compared to the medium education group in the U.S.

The development of wage dispersion over the life-cycle for the U.S. is in line with findings for the
UK (Gosling et al. 2000). Wage dispersion over the life-cycle grows less for higher education levels,
i.e., in the U.S. low-education workers experience the highest increase in wage dispersion over the
life-cycle, while for Germany dispersion increases most strongly for medium-education in the upper
part of the wage distribution.

5.3. Time-Trends

Figure 7 depicts trends in real wages due to macroeconomic shifts in the U.S. and Germany.
Time-trends in the U.S. were more positive for workers with higher educational attainment than for
low- and medium-education workers. Comparing low- and medium-education workers in Germany
at the different quantiles, we see that time-trends in wages were roughly the same across education
groups. Time-trends for German high-education workers were similar to those of less skilled workers
until the early 1990s, but wage growth was stronger thereafter. Finally, our estimates suggest that
time-trends in wages developed more positively for German workers than for U.S. workers.

The mid-1990s mark a turning point in the development of the macro wage indices of both
low-education and medium-education worker in the U.S. Until that point in time, workers in both
subgroups experienced real wage losses throughout the entire wage distribution, being stronger
for the low-education (−30 log points at the 80% and 20% quantile and −32 log points at the
median). Medium-education workers incurred losses of −11, −20, and −22 log points at the 80%,
50%, and 20% quantile, respectively. Between 1996 and 2004, however, wages grew considerably at
all considered quantiles of both low- and medium-education workers. Wages for low-education at
the 20% quantile grew by 10 log points, wages at the median and at the 80% quantile by 5 log points.
For medium-education, the wage growth starting in the mid-1990s was less pronounced. Wage growth
was about 4 log points at both the 20% and the 80% quantile and about 3 log points at the median.
Time trends are most positive for high-education workers in the U.S., with a cumulated wage growth
of −1, 8, and 17 log points at the 20%, 50%, and 80% quantile, respectively, between 1979 and 2004.
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Estimated Time-Trends, Medium-Education Males U.S.
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Estimated Time-Trends, High-Education Males U.S.
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Figure 7. Time-Trends 1979–2004 for males: (left) U.S.; and (right) Germany.
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For low-education workers in Germany, the 20%, 50%, and 80% quantiles of the wage distribution
move in a parallel manner between 1979 and 1992, resulting in an uniform gain of about 8 log points
along the entire distribution. Thereafter, wages at the 80% quantile exhibit small gains, while the
wages at the 20% quantile decrease, resulting in real wage losses of 5 log points between 1992 and 2004.
Wages at the median remain flat during this period.17 Medium-education workers in Germany do
slightly better than low-education workers, in terms of time-trends at the lower end of the skill-specific
wage-distribution. Time-trends for wages at and above the median are fairly similar. Cumulated wage
growth at the 20% quantile for German medium-education workers is slightly above zero, compared
to real wage losses of about 2 log points in the group of the low-education. However, this masks the
fact that since the beginning of the 1990s, real wage losses are more pronounced among low-education
workers in the lower part of the distribution. Wages at the 20% quantile of German high-education
workers were staying flat since the beginning of the 1990s. Over the entire period, cumulated
wage growth is about 1 log points for this group at the 20% quantile. The time-trend for German
high-education workers at the median starts to increase monotonically in the early 1980s, at an annual
rate of about 0.5 log points. Wages at the 20% quantile were rising between the early 1980s and the
early 1990s, but then started to flatten out.

5.4. Cohort Effects

There are a number of reasons for the existence of cohort effects. Not being exhaustive,
we discuss three. First, Card and Lemieux (2001) argued that the increasing wage premium between
college graduates and high-school graduates is due to a slowdown in the growth of supply of
higher-skilled workers. Second, cohort effects may reflect changes in educational policy, or more
generally, any pre-labor market conditions (Carneiro and Lee 2011). Third, cohort effects may reflect
labor market conditions at labor market entry which may have lasting effects over the life course
(see, e.g., Berger (1985) for the effect of cohort size). In a labor market with frictions, cohort effects may
be implied by wage adjustments which are strongest among younger workers at labor market entry
and which may persist over the life cycle. These mechanisms may operate at the same time and our
analysis will not be able to distinguish between them.

Figure 8 plots the estimated cohort effects for the different groups in both economies.
These are quadratic and cubic terms for cohorts that enter the labor market before and after 1979,
orthogonalized to the linear cohort term. For both medium- and high-education workers in the U.S.,
negative cohort effects are estimated for the oldest cohorts and positive effects for the youngest cohorts.
For low-education workers, we find positive cohort effects for the youngest cohorts and negative
ones for the oldest cohorts at the 80% quantile. Interestingly, we find that during the 1980s cohort
effects had a positive effect on medium-education and high-education workers—this is the period
for which Card and Lemieux (2001) observed increasing skill premia among younger workers for
the U.S. 18 For Germany, for all education groups, both the youngest and the oldest cohorts exhibit
negative cohort effects, relative to the cohorts entering the labor market between the mid-1960s and
mid-1980.19 Furthermore, the youngest cohorts experience higher within-cohort wage dispersion due
to these effects.

17 One possible cause for the declines in wages among low-education workers at the lower end of this wage distribution
(and therefore at the lower end in the overall wage distribution) may be the large inflow (immigration) of low-education
workers into West-Germany after the reunification, resulting in an higher supply of low-education workers, in combination
with the recession that took place in Germany in 1992/1993, see Section 3. However, recall that D’Amuri et al. (2010)
and Glitz and Wissmann (2017) concluded that immigration waves in Germany had only a small impact on wages among
the natives.

18 Increasing wage dispersion due to cohort effects across education groups may also indicate selection effects, i.e., the “ability”
of workers within education groups can change over time (Carneiro and Lee 2011).

19 Due to the severe censoring, we find only cohort effects for the younger German high-education workers. The youngest
high-education workers are also negatively affected by cohort effects.
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Figure 8. Cohort Effects 1979–2004 for males: (left) U.S.; and (right) Germany.

229



Econometrics 2018, 6, 20

The trend in entry wages is the sum of cohort effects and the macroeconomic time-trend
(see Section 4; Figure S1 in the Supplementary Material shows the estimated entry wages over time).
In the U.S., positive cohort effects for the youngest cohorts partly reverse the decline in real wages
for low- and medium education. Furthermore, entry-wages become more dispersed among medium-
and high-education workers, and less dispersed for low-education workers. In Germany, the negative
cohort effects and the increase in within-group wage dispersion for younger cohorts since the 1990s add
to the rising wage dispersion, especially within education groups. The least-paid low-educated workers
show the largest real wage loss at labor market entry. While cohort effects mitigate within-group
inequality of entry wages in the U.S. cohort effects are more sizeable the low-educated in Germany
and strongly increase inequality of entry wages, especially in the lower tail of the wage distribution.

5.5. Uniformly Rising Wage Dispersion or Wage Polarization?

5.5.1. Development of Skill Premia due to Macroeconomic Shifts

How much of the increase in wage dispersion in the U.S. and Germany is due to rising skill
premia across educational groups? Some studies have suggested that this part is substantial. For
example, Lemieux (2006b) found that almost half of the increase in wage inequality in the U.S. can
be explained by changes in skill premia. For Germany, our descriptive results in Section 3 show that
the rise of the low-to-medium education premium and the increase in dispersion in the lower part of
the German wage distribution in the 1990s take place during the same period. Most of the rise of the
education premium between high- and medium-education workers occurs also after 1990.

Figure 9 depicts the estimated time-trends of median wages across education groups.
Cumulated wage growth over time in the U.S. at the median is much better the higher the
education level, i.e., the education premium is increasing strongly which is consistent with the
SBTC. Note, however, that the medium-to-low wage premium started to decrease slightly since
the mid-1990s, which reflects a weak (albeit not significant) tendency towards wage polarization
(see Autor and Dorn 2013; Autor et al. 2008) for further evidence of wage polarization during the
1990s in the U.S.). For Germany, until the mid-1990s, median-wages across education groups move in a
parallel fashion. Since then, wages of the high-education exhibit higher growth rates than those of low-
and medium-education workers, while the education premium across medium- and low-education
German workers does not change over time. The latter observation is somewhat surprising, as the
unconditional dispersion between those two groups at the median is clearly increasing since the end
of the 1980s (see Figure 5). What can explain these differences between the unconditional development
of the education premium and the time-trends? Below, we provide evidence that negative cohort
effects for young low-education workers have contributed to the increasing education premium
observed unconditionally20— which could have been caused by the inflow of young low-education
workers into West Germany after the fall of the iron curtain (note that D’Amuri et al. (2010) and
Glitz and Wissmann (2017) provided evidence against this). Moreover, and at least as important, we
find that the decline in average age of low-education workers and changes in the age-structure of the
group of the medium-education (Figure 1) contributed to the rising education premium in Germany,
as Figure 10 reveals. Mechanically, this happens because the median wage of the medium-education
(low-education) workers increases (decreases) as medium-education (low-education) workers become
older (younger). Finally, unions may have successfully counteracted an increasing education premium
between medium- and low-education workers, which otherwise would have prevailed due to
technological change. The same mechanical compositional effects account for roughly 40% of the sharp
increase of 17 log points in the education premium between medium- and high-education workers

20 Section 5.5.3 summarizes compositional effects on wage growth and wage dispersion both across and within
education groups.
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in Germany during the early 1990s and 2004, which is observed unconditionally. During the early
1980s, time-trends seem to play no substantial role in explaining the somewhat increasing education
premium between medium- and high-education German workers observed unconditionally.
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Figure 9. Medians of Educational Groups 1979–2004 for males: (left) U.S.; and (right) Germany.

For the U.S., the time-trends describe the same qualitative but attenuated patterns for the skill
premia as the ones observed unconditionally. During the 1980s, when the education premium between
medium- and low-education U.S. workers increased, negative cohort effects for the low-education were
at work. The declining age of low-education workers also contributed to the rising wage premium,
while the age-structure of medium-education workers was quite stable during the 1980s. Regarding the
wage premium between high-education and medium-education in the U.S., we see that the aging of the
high-education contributed to an increasing premium during the 1980s. Altogether, we find somewhat
similar patterns regarding the compositional effects on the wage premia for the U.S. and Germany.

Macroeconomic shifts are likely to be smooth functions of SBTC, institutional factors,21

and supply-side factors. Given that we observe two industrialized countries that arguably have access
to the same technologies, our evidence regarding the different developments of education premia is
unlikely to be explained by technological change alone. In fact, supply-side and institutional factors
seem to play a key role in explaining the rise of unconditional wage differences between education
groups in Germany. This suggests to consider the interaction between labor market institutions,
supply-side effects, and SBTC.22 Note that trends in relative labor-supply across education groups as
well as the age-pattern within skill groups show very similar trends in both countries. This indicates
that institutional factors—and their interaction with SBTC—may be more important than supply-side
factors in explaining the differences across countries.

21 Besides deunionization and the minimum wage, institutional factors can reflect social norms and incentives set
by tax-systems.

22 This point has also been made by Lemieux (2008).
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Figure 10. Effect of change in the age structure on wage growth: 1979–2004 for males: (left) U.S.;
and (right) Germany.
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5.5.2. Wage Dispersion within Skill-Groups

Since the macroeconomic changes in education premia are very small in Germany, most of the
increase of wage dispersion in Germany is therefore likely to be due to diverging time-trends within
education groups. For low-education workers, Figure 11 depicts the estimated macroeconomic changes
in within-group inequality due to macroeconomic shifts within education groups, as measured by the
difference of the time trends at the three quantiles. We focus on the strong differences across countries
found for low-education workers. The trends for medium- and high-education are fairly similar across
countries generally showing a similar increase in within-group wage dispersion over time (see Figure 7
in the main text as well as Figure S2 in the Supplementary Material).

Differences in Time-Trends, Low-Education Males U.S.
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Differences in Time-Trends, Low-Education Males Germany
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Figure 11. Differences in Time-Trends 1979–2004 for low-education males: (left) U.S.; and (right) Germany.

In the U.S., low-education workers experienced an astonishing decline in wage dispersion in
the lower part of the wage distribution starting in the mid-1980s. After a short period with a rise
of the 50%–20% difference by 2 log points, wages at the median dropped more sharply then wages
at the 20% quantile until 1996 (and thereafter increased more slowly), resulting in a decreasing
dispersion of the lower part of the wage-distribution. Moreover, this decrease is the driving force
behind the decline of overall decreasing wage inequality, as measured by the 80%–20% difference, as the
inequality in the upper part was quite stable between 1980 and the end of the 1990s (thereafter wage
inequality in the upper part decreased by about 2 log points).23 Increasing wage inequality among
U.S. medium-education workers since the early 1990s masks a weak polarization pattern which
starts as early as the end of the 1980s, because from then onwards wage growth is slightly higher at
the 20% quantile compared to the median. Inequality increases above the median during the 1980s
and afterwards basically stays constant.

Our results regarding wage inequality of U.S. low-education workers and the lower part of
U.S. medium-education workers for the 1980s may reflect “episodic events”, such as the declining
real minimum wage and deunionization, and are thus in line with Card and DiNardo (2002).24

The polarization of wages, beginning at the end of the 1980s, has also been documented by
Autor and Dorn (2013), who argued that the low-skill service sector is the driving force.

23 During the first half of the 1990s we find some support for within-education group polarization of wages, as the 80%–50%
difference slightly increases while the 50%–20% difference sharply drops during that period.

24 Chernozhukov et al. (2013), building upon DiNardo et al. (1996), showed that minimum wage seems to play a larger role for
the increase of the 50%–10% difference than deunionization. Autor et al. (2008), in the same line, concur that the decline of
the minimum wage contributed to the rising lower tail wage-inequality.
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The highest increase of overall wage dispersion, as well as dispersion in the lower part of the
distribution, is observed for the group of high-education workers in the U.S. for whom neither unions
nor minimum wages are likely to play an important role. It is rather likely that technological change had
heterogeneous effects among the group of college-graduates (see Lemieux 2006b). Moreover, changes in
social norms might have played a certain role especially for this group (see Piketty and Saez 2003).

After a short period of decreasing overall wage inequality in Germany between 1979 and 1982,
low-education workers experience a large increase in wage dispersion, where the rise in the 50%–20%
difference dominates after the mid-1990s. Unemployment rates in Germany are high among those
workers, hence there might also be selection processes driving these developments.

Until the mid-1990s, the 50%–20% difference of medium-education workers in Germany remained
almost unchanged, compared to 1979. The rise in overall wage inequality until then was purely driven
by an increasing dispersion in the upper part of the wage distribution. Since the mid-1990s wage
dispersion is increasing monotonically both in the lower- and upper part of the distribution (this is
similar to findings in Dustmann et al. (2009)).

The 50%–20% difference of high-education workers is quite flat until the early 1990s, when it starts
to increase monotonically until the end of our observed period. The late increase in wage dispersion
among German high-education workers is interesting considering the fact that unconditional wage
dispersion in Germany at the top already started to increase during the 1980s. Apparently this was not
caused by an increasing within-wage dispersion among high-education workers below the median.

What explains these differences in the development of polarization between the U.S. and
Germany? For the U.S., we see patterns of polarization due to macroeconomic shifts both within and
across education groups.25 For Germany, we find little evidence after the early 1980s for polarization
of unconditional wages and of wage inequality within education groups.

Similar to Fitzenberger and Wunderlich (2002) and Dustmann et al. (2009), the development of
the German wage structure is consistent with the SBTC story, if one allows for institutional factors
(including the effects of social norms Piketty and Saez (2003)), such as unions and implicit minimum
wages implied by the welfare state, which, in comparison to the U.S., delayed the widening of
the German wage dispersion in the lower part for about ten years. A further explanation might
be that social norms in Germany have been different, an explanation which is put forward by
Piketty and Saez (2003) for other continental European countries as well. Similar to the argument
made by Chernozhukov et al. (2013) that the decline of unions and of the minimum wage in the
1980s in the U.S. counteracted the polarization of wages during that period, the increasing flexibility
in Germany due to a higher decentralization of wage setting during the 1990s and the early 2000s
(see Dustmann et al. 2014) may have counteracted a polarization of wages.

5.5.3. Compositional Effects on Wage growth and Inequality

Figure 6 depicts the life-cycle profiles of wage growth conditional on education, showing that
inequality varies by age. To illustrate this, Figure 10 plots the effect of the changing age structure
on wage growth and (implicitly) on wage dispersion. This is done by using the estimates of the
life-cycle profile of wages and the changing distribution of ages to calculate the implied change in
wages. The increase of the mean ages both of medium- and high-education workers in the U.S. reflect
the changes of the age structure which result in increasing wages in these two subgroups. However,
wage inequality within education groups only slightly increases due to the changing age structure.
The trend for low-education workers in the U.S. is reversed: The mean age decreases between 1979
and 2004, and changes in the age-structure lead to decreasing wages as well as less wage-inequality
over time, being mainly driven by declining wage dispersion in the lower part of the wage distribution.
Comparing the development of the wages at the medians across education groups, it is clear that,

25 Autor et al. (2008) also documented this pattern of polarization both within and between education groups.
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first, throughout the entire period the changing age structure among low- and medium-education U.S.
workers led to an increasing education premium between medium and low, second, that during the
1980s, the aging of high-education workers led to an increasing education premium between high
and medium.

For Germany, the results differ for the low-education. Although the age-pattern is qualitatively the
same between 1979 and 2004 compared to the U.S., the rejuvenation of this education group, indicated
by a decrease of the mean age, leads to an increasing within wage dispersion over time, as the 20%
quantile in this group experiences the largest life-cycle wage growth. The changing age-structure
of medium- and high-education workers in Germany, indicated by the rise of the mean age starting
in the late 1990s, mechanically leads to increasing wages for both groups. The age-decomposition
effect only plays a minor role in explaining changes of wage dispersion conditional on education
though. The aging of German medium-education workers since the early 1990s led to an increasing
education premium between low- and medium-education workers, which, as we have shown above,
is not due to macro-economic shifts. Similarly, differences in the pattern of aging between medium-
and high-education workers led to an increasing education premium between those two groups.

Figures 12 and 13 depict the impact of the inflow and outflow of the cohorts on skill-specific wage
growth and dispersion, respectively. The latter graphs show that starting in the early 1990s, the change
in the cohort structure supports the catching-up process of both wages at the median and the 20%
quantile to wages at the 80% quantile in the group of low-education workers in the U.S. The 80–50
and 80–20 difference of wages had increased before, though, due to cohort effects. Contrary to that,
cohort effects in Germany for the group of low-education led to an increasing wage dispersion of about
5 log points throughout the entire wage-distribution between 1992 and 2004, while before the early
1990s, cohort effects led to a decreasing wage dispersion, with the movements of the 80-20 difference
mainly being driven by changes of the wage dispersion in the lower part. Cohort effects for medium-
and high-education workers affect wage dispersion somewhat less in both countries. Relatively to
the oldest and the youngest cohorts, those in the middle seem to exhibit higher cohort specific wage
dispersion, driven mostly by positive cohort effects at the median and the 80% quantile. In the middle
of the observation period, the presence of these cohorts in the middle is strongest, resulting in the
strongest increase in wage dispersion within skill groups. Based on Figure 12, the sharp drop of cohort
effects among low-education German workers mechanically increases the wage premium between low-
and medium-education workers in Germany. Compositional effects regarding the cohort structure also
seem to increase the education premium between high- and medium-education workers in Germany
since the early 1990s. For the U.S., such compositional effects play only a minor role.

Figure 12. Cont.
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Figure 12. Effect of change in the cohort structure on wage growth: 1979–2004 for males: (left) U.S.;
and (right) Germany.

Low-Education Males U.S.

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

80−20
80−50
50−20

Low-Education Males Germany

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

80−20
80−50
50−20

Figure 13. Cont.

236



Econometrics 2018, 6, 20

Medium-Education Males U.S.

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

80−20
80−50
50−20

Medium-Education Males Germany

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

80−20
80−50
50−20

High-Education Males U.S.

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

80−20
80−50
50−20

High-Education Males Germany

1980 1985 1990 1995 2000 2005

−
0.

10
−

0.
05

0.
00

0.
05

0.
10

YEAR

M
ac

ro
 W

ag
e 

In
de

x

50−20

Figure 13. Effect of change in the cohort structure on wage dispersion: 1979–2004 for males: (left) U.S.;
and (right) Germany.

5.6. Employment Growth

A large literature finds polarization of employment in both Germany and the U.S. since the
1980s based on employment trends for occupations (see, e.g., Autor et al. 2003; Spitz-Oener 2006).
We complement these findings based on data for age-education cells. Using a method similar to
Card et al. (1999), we rank the age-education cells across education groups for a base year according to
the cells unconditional median wages, which we normalized by the estimated age-specific life-cycle
wage growth of the specific cells, i.e., we do not use the unconditional wage level as in the polarization
literature (e.g., Autor and Dorn 2013).26 Then, we calculate the cumulated relative employment
growth of each cell over the next ten years.27 Our age variable is discrete, ranging between 25
and 55, and we distinguish between three educational levels, which yields 93 cells for this analysis,

26 Cells whose median wages are top-coded, which happens frequently for the group of high-education German workers,
are given the highest ranks, whereby the general pattern of the graphs is not affected by the chosen order. We thus draw
random numbers to determine the order of the ranks at the top-end.

27 Note that in the latter period different worker cohorts are in these cells.
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which Card et al. (1999) interpreted as “education groups”. The base years we choose are 1979, 1984,
1989, and 1999. The results are depicted in Figures 14 and 15.

Figure 14. Employment Changes by age-education group, U.S.
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Figure 15. Employment Changes by age-education group, Germany.

For the base years 1979 and 1984, relative changes in employment in both economies is
a monotonically increasing function of the rank of wages in the base year. We find evidence
of employment polarization in Germany starting with the base year 1989, which becomes more
pronounced for the base year 1994. This means that for the latter two base years, age-education cells
which are ranked at the bottom exhibit higher growth rates than those at the middle, while the highest
ranked age-education exhibit the largest growth rates. For the U.S., we observe a similar pattern of
polarization starting in the second half of the 1990s. There are striking similarities in the four graphs
between the U.S. and Germany.

This simple analysis helps us to separate demand-side vs. supply-side stories. In the U.S.,
we observe polarization in wages and employment, as a nuanced version of the SBTC-story would
suggest, while in Germany we observe polarization in employment but little evidence for polarization
in wages.

6. Conclusions

This paper revisits the rise in wage inequality in both the U.S. and Germany. A technology-based
explanation for a widening wage gap between high-education workers and low-education workers
should apply to both economies, while episodic changes and institutional differences may imply
cross-country differences. The methods we employ enable us to separately identify life-cycle wage
profiles, time-trends in wages (due to macroeconomic shifts), and cohort wage effects. Our analysis
applies quantile regressions of wage focussing on three representative quantiles (20%, median,
and 80%).

We find that there is increasing wage inequality over the life cycle in both countries and for all
education groups, with one exception. For low-education workers in Germany, there is decreasing
wage inequality over the life cycle. The changing age structure of the workforce has important
implications for trends in wage inequality in both the U.S. and Germany. There exist important cohort
effects for Germany. Both the old and the young cohorts of workers have sizeable negative cohort
effects. These effects could be the result of supply-side factors such as immigration, cohort size,
or selection into education group. However, D’Amuri et al. (2010) and Glitz and Wissmann (2017)
argued that immigration waves in Germany had only a small impact on wages among the natives.
In the U.S., by contrast, the size of the cohort effects is considerably smaller.

The time trends in wages favor high-education workers in both the U.S. and in Germany, but rising
skill premia are much more important in the U.S. In the U.S., there were secular declines in wages until
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the mid-1990s for low- and medium-education workers when these trends reversed. In Germany, we see
the opposite pattern—rising secular trends in wages until the mid-1990s and a flattening (at the median)
or a decline (at the 20% quantile) in wages afterwards. After the mid-1990s, wage inequality increases
among the low-education workers in Germany and declines among the low-education workers in the
U.S. In Germany, the rising premium between medium- and low-education workers is entirely due to
cohort and aging effects. In the U.S., there is faster wage growth both at the top and the bottom of the
distribution. We see basically no evidence of wage polarization in Germany after the early 1980s.

Summing up, on the one hand, there are some similarities in trends in wage inequality—and in
particular in employment—between the U.S. and Germany which is consistent with a technology-based
explanation of labor market trends since the late 1970s. On the other hand, various patterns in wage
inequality differ strongly between the two countries, which makes it unlikely that technology effects
alone can explain the empirical findings. Episodic changes resulting from changes in institutional
factors such as deunionization, decentralization of wage setting to the firm level, or the minimum
wage may explain the differences, which are partly reflected in the cross-country differences in cohort
effects. SBTC may interact in important ways with institutional differences between the U.S. and
Germany. The decentralization of wage setting in Germany may have lowered in particular wages of
less skilled workers in the youngest cohorts, whose entry wages are less protected by the institutions
in Germany.

Supplementary Materials: The following are available online at http://www.mdpi.com/2225-1146/6/2/20/s1,
Figure S1: Cumulated growth of Entry Wages, Figure S2: Differences in Time-Trends 1979–2004 for males, Table
S1: Model specification and results for full-time working men, U.S., Table S2: Model specification and results for
full-time working men, Germany.
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Abstract: In 2002, the Israeli government decided to build a wall inside the occupied West Bank.
The wall had a marked effect on the access to land and water resources as well as to the Israeli
labour market. It is difficult to include the effect of the wall in an econometric model explaining
poverty dynamics as the wall was built in the richer region of the West Bank. So a diff-in-diff strategy
is needed. Using a Bayesian approach, we treat our two-period repeated cross-section data set as
an incomplete data problem, explaining the income-to-needs ratio as a function of time invariant
exogenous variables. This allows us to provide inference results on poverty dynamics. We then
build a conditional regression model including a wall variable and state dependence to see how
the wall modified the initial results on poverty dynamics. We find that the wall has increased the
probability of poverty persistence by 58 percentage points and the probability of poverty entry by
18 percentage points.

Keywords: Bayesian inference; pseudo panels; data augmentation; walls; poverty dynamics
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1. Introduction

Speaking about the Israeli-Palestinian conflict, Atran et al. (2007) concluded their article devoted
to exploring sacred values and conflict resolution by the following words: “We urgently need more
scientific research to inform better policy choices”. The aim of the present paper is to shed some light
on the economic consequences in terms of poverty dynamics on the Palestinian population of what
is called by the Israeli government a separation wall, a security fence. The building of this wall was
decided in 2002, after many political discussions, in order to prevent terrorist attacks starting from the
West Bank. It was presented by the Israeli Government as being temporary, meant to be destroyed
after peace negotiations. However, as underlined in Leuenberger (2016), “other factors were equally,
if not more, influential, such as: demography, location of water aquifers, as well as the inclusion of (what under
international law are considered illegal) Jewish settlements within the Occupied Palestinian Territories, inside
Israeli-controlled territory. Assessments of the Barrier’s function can thus quickly become mired in controversy.”
As a matter of fact, this security fence is called a wall of apartheid by the Palestinians while the simple
term wall is used by the International Court of Justice.1 Where does the controversy comes from?

1 International Court of Justice (2004) Legal Consequences of the Construction of a Wall in the Occupied Palestinian Territory:
Advisory Opinion (9 July), quoted by Leuenberger (2016).
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In fact, the wall does not follow the Green Line, the international separation between the State of Israel
and the occupied West Bank. With a total length of 708 kilometers, the Wall is more than double the
length of the Green Line and at times runs 18 kilometers deep inside the West Bank. As described
in Cohen (2006), “many of the portions of the wall that comprise imposing concrete slabs are located in the
heart of Palestinian communities, splitting towns, villages, streets, and even extended families (Usher 2006).
In other places the fence portions separate Palestinian farmers from their fields, jobs, or schools, cresting visible
and acute disruption of normal life.” A detailed map produced by the Applied Research Institute Jerusalem
is reproduced in Leuenberger (2016, Figure 3), showing that about 85% of the route followed by the
wall runs inside the West Bank, well away from the internationally recognised Green Line.

This wall was built not only to separate Palestinians from Israelis, but also to separate them
from Israeli settlements inside the West Bank. As a result, around 943 square kilometres of land
located between the wall and the Green Line 1967 border (16.8% of the total West Bank area) has
been declared by the Israeli army as a military zone known as the Seam Zone. This area has become
inaccessible to Palestinians living on the eastern side of the wall and having no special or seasonal
permits. The permits allow accessing the Seam Zone only through a few gates in the wall and during
short time periods, usually 15 min in the morning and 15 min in the evening (Hareuveni 2012).

In the post-Oslo peace agreements period (1993–1995) and prior to the wall construction (2002),
the occupied West Bank and the Gaza Strip have been subject to a closure policy imposed by the
Israeli army. Total closure made movements between the West Bank and the Gaza Strip almost
impossible; then internal closure in the West Bank prevented Palestinians from accessing Jerusalem.
The checkpoints system installed between West Bank localities made movements and access to land
more and more difficult.2

Many academic studies were led to measure the consequences of the wall. However, those were
mainly concerned about law and politics. Hassan (2005) discusses the implications of the advice
of the International Court of Justice on the relationships between Israel and the US Government.
Kattan (2007) discusses the examination by the Supreme Court of Israel of the Advisory Opinion
rendered by the International Court of Justice concerning the legality of the Wall. Malone (2004)
examines how the route followed by the Wall affects water access for Palestinian villages of the West
Bank when Reynolds (2015) details environmental damages and reduction of bio-diversity.

We focus here on the economic consequences of the Wall on the Palestinian society. As underlined
in Roy (2000), “Given the extreme dependence of the Palestinian economy on Israel, the impact of closure-
restricting the jobs and income of Palestinians working in Israel, reducing Palestinian trade levels, lowering
production levels, and so on, has been to heighten poverty”. Palestinians in West Bank found themselves
separated from lands behind the wall and from the economic resources they represent. Land behind
the wall is known to be more fertile for agriculture and to contain rich natural resources. This zone
used to offer scope for future economic development of the occupied Palestinian territory, as well as
urban expansion (World Bank 2008).

In addition to the segregation of Palestinians from agricultural land, the wall deprives Palestinians
from employment opportunities in Israel. Employment in Israel, that concerns mostly unskilled
workers and which is paid higher than in the local Palestinian market, represented an unstable but
important income source for low-income and low-asset households. According to the Palestinian
Central Bureau of Statistics labour force surveys (PCBS 2000, 2005), around 26% of total Palestinian
employment in the West Bank was located in Israel in 1999, but this share declined to around 12% in
2003 and 2004 due to the decline in the number of permits issued by Israel and also due to the wall
and checkpoints in the West Bank. Adnan (2015) finds, using the Palestinian Labour Force Survey,
that closures and living on the West Bank side of the wall deter out-migration to Israel and increase the

2 A record of the consequences of the wall is made by many institutions and in particular by the UN Office for the
Coordination of Humanitarian Affairs (UN OCHA) which also produces neutral maps as underlined in Leuenberger (2016).
https://www.ochaopt.org/theme/west-bank-barrier.
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probability of being unemployed. In an anthropological paper, Bornstein (2001) argues that the wall
does not make it impossible for Palestinian workers to illegally enter Israel, but it makes it impractical
on a daily basis. The segregation policy forces Palestinian workers without permits to stay hidden for
weeks on construction sites and in factories, due to the risk of being arrested. This increased risk either
discourages Palestinians from working in Israel or may imply long term life deterioration, including
reduction in income and consumption, for those subject to this risk. In both cases, households are
pushed into chronic poverty traps.

Evidence for eastern and southern African countries (Jayne et al. 2003) shows that land distribution
among smallholders is related to income poverty. In the occupied Palestinian territory, land access
restrictions and land confiscations render land prices excessively steep (World Bank 2008). This resulted
in higher asset-value inequality and income inequality between Palestinians who own or work in lands
behind the wall and Palestinians who own highly demanded lands on the eastern side of the wall.

Negative consumption and income shocks in conflict areas may have long-term effects on school
drop-out, displacement, nutrition and health status deterioration, which may imply a chronic poverty
status (Carter and Barrett 2006; Ibañez and Moya 2010). Moreover, if shocks persistently result
in asset losses or in inaccessibility to their location, income can fall below the critical threshold
for several periods and households will be more likely to fall into chronic poverty (Dercon 1998).
Households subject to shocks usually refer to credit markets or sell part of their non-productive assets
as a strategy of adjustment to shocks, but credit markets exclude low-income and low-asset households.
Thus, the initial condition of a low consumption level with insufficient asset-base pushes households
into poverty traps (Zimmermann and Carter 2003; Carter and Barrett 2006; Reynolds 2015).

Evidence is found in the literature for a downward spiral of poverty and resource degradation.
Poor people over-use existing accessible resources due to high population growth, limited access to
resources and inequality in resource allocation. Overuse leads again to resource degradation and
increasing poverty (Cleaver and Schreiber 1994; Forsyth and Scoones 1998; Scherr 2000).

A similar case under colonisation and resource access restrictions in recent history is South Africa,
where black South Africans had no access to certain resources including land and water. Five years
after the fall of the apartheid regime, poverty prevalence was still increasing among black South
Africans with a high probability of chronic poverty (Carter and May 2001). Candidates for chronic
poverty in South Africa are mostly black, female, rural, people with health problems, elderly and farm
workers (Aliber 2003). Moreover, education is found to be an important factor in poverty dynamics
determination (Jalan and Ravallion 2000; Fuwa 2007).

The objective of this paper is to measure poverty dynamics and income mobility in the occupied
Palestinian territory and its determinants. We focus on the West Bank region, excluding the Gaza
Strip, but including the Jerusalem area behind the wall. The focus on Palestinians in the West Bank
only is for two reasons. First, the wall exists neither in the Gaza Strip nor in Jerusalem. The wall does
not prevent Palestinians living in Jerusalem from working in Israel. Second, poverty dynamics and
patterns are different in the Gaza Strip and in Jerusalem from what they are in the West Bank. In the
Gaza Strip, poverty is due to closure and wars. In Jerusalem, Palestinians are more likely to work in
Israel, but they are constrained by Israeli fiscal policies and they are consuming at Israeli prices.

To quantify the impact of the wall on poverty dynamics, we use the model of Cappellari and
Jenkins (2004) which provides a convincing approach to modelling poverty entry and poverty
persistence. However, the only data we have are provided by the Palestinian Expenditure and
Consumption Survey (PECS) collected for the years 1998, 2004 and 2011, which are repeated
cross-sections. For the years 2004 and 2011, the PECS contains a geographical variable indicating if
a household is located or not in a zone impacted by the wall. We introduce a new Bayesian method
of generating pseudo panels, treating the question as an incomplete data problem. Inside the loop
of a Gibbs sampler, we explain the income-to-needs ratio using time invariant data for 2004 and
2011 to generate the missing values. Then we use both observed and latent variables to explain the
income-to-needs ratio for 2011, this time conditionally on being poor in 2004 and being affected or not
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by the wall. We have thus two ways of measuring poverty dynamics and the final effect of the wall
on poverty dynamics is determined by a difference between a marginal probability and a conditional
probability taking into account the effect of the wall.

The paper is organised as follows. After this introduction, Section 2 describes the Palestinian
Expenditure and Consumption Survey, and discusses the definition of the poverty line. Section 3 proposes
a first measure of the impact of the wall on poverty and shows how a naive strategy would provide
wrong results. Section 4 presents a new model for poverty dynamics and shows how this model can
be adapted for a repeated cross-section in a Bayesian framework and how the impact of the wall can
be measured. Then, Section 5 presents our empirical results. Conclusions and recommendations are
presented in the last section.

2. The Palestinian Expenditure and Consumption Survey

We use three waves (1998, 2004 and 2011) of the Palestinian Expenditure and Consumption Survey as
provided by the Palestinian Central Bureau of Statistics (PCBS). Details of the main variables are given
in Appendix A. We focus in this section on income, consumption and the definition of poverty.

2.1. Income, Consumption and Family Composition

In low-income countries, a definition of poverty is usually based on household’s consumption
level instead of income. The adoption of this definition is mainly due to the consumption of
self-produced goods. Poverty status is defined as an indicator variable if the household’s consumption
is below the poverty line. The two variables, household consumption and poverty line have to be made
compatible in terms of household composition. In 1998 and 2004, the average household composition
according to 1996 census was 2 adults and 4 children. In 2011, the average household composition
according to 2007 census was 2 adults and 3 children. The poverty line is defined by the PCBS for
a representative household and thus has not exactly the same content in 1998 and in 2004 on the
one hand and 2011 on the other. We report the values of the poverty line in Table 1 for an average
household composition.

Table 1. Comparing poverty lines for a representative household.

Year
Official

50% Mean 60% Median
Official

Palestine Israel

1998 1,460 1,627 1,610 -
2004 1,934 1,954 1,899 -
2011 2,293 2,509 2,377 5,301

Household consumption adjusted for family composition. Figures correspond to monthly consumption in
NIS (New Israeli Shekel). The poverty line in Israel is defined as half the median disposable income, weighted
by household size. Source: National Insurance Institute, November 2012.

2.2. Poverty Lines

We have to make the household consumption level compatible with that used in official poverty
lines. For doing so, we adopted the Oxford (old OECD) equivalence scale. The elasticity of consumption
is usually high using the Oxford equivalence scale, and well adapted to the economic situation of
the West Bank where, in 2004, 20% of our sample concerns households living in camps.3 The Oxford
equivalence scale is Ni = 1+ 0.7Na + 0.5NC where Na is the number of adults other than the household
head and Nc the number of children under 15 years in household i. To obtain a figure compatible
with official poverty line, household consumption is divided by Ni (its equivalised size) and then

3 For instance, Lanjouw and Ravallion (1995) estimate the elasticity of consumption in Pakistan to be around 0.6 and
Dreze and Srinivasan (1997) assume it to be 0.85 in rural India.
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multiplied by (1.7 + 0.5 × 4) for 1998 and 2004 and by (1.7 + 0.5 × 3) for 2011. It is interesting to
compare, in Table 1, these official poverty lines to other definitions of relative poverty lines. The official
poverty line is close to relative poverty lines, representing roughly 55–60% of the median consumption.
It is much lower than the corresponding Israeli poverty line of 5,301 NIS in 2011. The relative poverty
line of 50% of the mean is well below the official line in 2011 due to an increase in inequality. The Gini
index is 0.328 for 1998 and 2004 and is 0.339 in 2011.

3. Stylised Facts and Empirical Strategy

The wall’s effect is represented by a variable provided by the PCBS. This is a geographical variable
documenting the location of a household, using three criteria. The first criterion is Jerusalem and
those households are un-impacted. The two other criteria are if a household located in the West
Bank is situated or not in a geographical zone that has lost lands because of the building of the wall.
This variable is available only for 2004 and 2011. We shall see that the measured effect of this variable
can be misleading if not treated properly. An appropriate empirical strategy is required.

3.1. Stylised Facts around the Wall

The wall variable is a limited definition of the effect of the wall as it does not take into account
the limitations concerning access to the labour market. Households which are located in Jerusalem
have different consumption patterns and the wall does not prohibit them from working in Israel.
An indicator variable for Palestinians living in Jerusalem has to be used as a control variable.

3.1.1. Poverty Rates

In Table 2, we report overall poverty rates using the official poverty line in the first column, and in
the next columns we decompose the same head count indicator for three sub-populations. The overall
poverty rate has increased after the Israeli closure policy in 2000 and during the construction of
the wall (between 2002 and 2004). Poverty then decreased in 2011, without returning to its level
of 1998. For 2004 and 2011, the indicator variable wall allows us to assess the difference between
Jerusalem and the rest of the West Bank. Poverty is very low in Jerusalem, much higher in the West
Bank, but significantly lower in the region where the wall was built and said to have impacted the
population. This simply means that the wall was built in the richer part of the West Bank, confirming
the analysis reported in the introduction. If we use a simple differences-in-differences approach,
poverty has diminished by 22.9 − 18.0 = 4.9 percentage points in the un-impacted region while it
diminished by only 15.6 − 12.2 = 3.4 percentage points in the impacted region, which makes an excess
of 4.9 − 3.4 = 1.5 percentage points. The wall had clearly an impact on the dynamics of poverty, a fact
that requires further investigation.

Table 2. Poverty rates decomposition.

Poverty Rates

Date Total Jerusalem Impacted Un-Impacted

1998 13.2 NA NA NA
2004 18.0 1.1 15.6 22.9
2011 14.7 1.1 12.2 18.0

Sample Sizes

1998 1965 NA NA NA
2004 1934 272 486 1176
2011 2909 271 847 1791

The official poverty line was used for computing the poverty rates. The variable wall can take three values:
0 Jerusalem, 2 impacted, 3 not impacted. This variable is available only for 2004 and 2011. Total population
can be exactly decomposed according to these three characteristics.
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3.1.2. Access to Land and to Public Water

Table 3 explores the effects of the wall on households in terms of access to land and water resources.
Obviously, all households have reduced agricultural land cultivation, but households impacted by the
wall have reduced land use in a larger proportion with diff-in-diff equal to 21.50 − 8.80 = 12.70. This is
due to difficulties in access to land behind the wall.

Access to a public water network has increased for all categories, and because the wall was built
in the richer region, average access to water is greater in the impacted region than in the un-impacted
region. However, the increase for un-impacted households is greater than for impacted households,
leading to a diff-in-diff of 6.7 − 0.3 = 6.4.

Table 3. Access to resources (percentage of households by wall’s effect).

Population Group 1998 2004 2011 Diff

Land ownership and cultivation for un-impacted households NA 36.4 27.6 −8.8
Land ownership and cultivation for impacted households NA 43.8 22.3 −21.5
Land ownership and cultivation for Jerusalem NA 7.4 0.4 −7.1
Total land ownership and cultivation rate 31.8 34.2 23.5 −10.7

Connection to water for un-impacted households NA 79.0 85.7 6.7
Connection to water for impacted households NA 94.0 94.3 0.3
Connection to water in Jerusalem NA 99.6 100.0 0.4
Total connection rate to a public water network 78.9 85.7 89.5 3.8

The table indicates the percentage of households that own a land for cultivation and the percentage of
households that have access to public water network. These figures are ventilated according to the value
of the variable wall, that can take three values: 0 Jerusalem, 2 impacted, 3 not impacted. This variable is
available only for 2004 and 2011.

3.1.3. Poverty and Access to Natural Resources

As indicated in the introduction, access to land and water resources may have an important
impact on poverty and notably on chronic poverty status. Table 4 illustrates the poverty rates in 1998,
before the wall’s construction, in 2004 just after the wall construction, and seven years later in 2011,
as a function of access to natural resources. These rates follow the same general pattern as those
depicted in Table 2 (rise between 1998 and 2004 and a slight decrease in 2011, but without going back
to the level of 1998 most of the time). However, we can note two major facts. Poverty is higher when
there is no access to natural resources (land and public water), but the fluctuations are greater for those
who had a profitable economic activity related to land ownership and access to public water network,
which could mean that the effect of the wall was greater for those households.

Table 4. Poverty rates by access to resources.

Population Group 1998 2004 2011

Non-connected to the public water network 22.4 23.1 22.0
Connected to the public water network 10.7 17.1 13.9

Do not own an agricultural land 13.7 17.2 15.2
Own and cultivate an agricultural land 12.0 19.7 13.2

Land ownership is a simple dichotomous variable with 1 for TRUE. Access to water has varying items.
For 1998, the variable WAT meant 1 = piped supply, 2 = public tap, 3 = well, 4 = tanker, 5 = other. For 2004,
the variable h12a meant 1 = public network 2 = private system 3 = no piped water. Finally, for 2011, the variable
h9a indicated water connection as to 1 = local public network, 2 = Israeli network, 3 = rain water, 4 = bridges,
5 = tank, 6 = others.

3.2. Empirical Strategy

Using the example of India, Bertrand et al. (2004) have shown that it is not at all an easy task
to measure the impact of a dam on poverty rates, simply because dams are not built at random.
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There are configurations where it is easier to build a dam, thus the decision to build a dam can be
made endogenous because richer regions have more funds. In addition, the effect of a dam is positive
downstream and negative upstream.

We have a somewhat similar case here. The wall was not built at random, but mainly in rich
areas. So, even after the wall construction, poverty is still less significant in the impacted districts than
in the un-impacted districts. Stylised facts have shown that the population was affected by the wall
in very diverse ways. So simply introducing a dummy variable in a regression explaining the log of
the income-to-needs ratio is not the correct way to proceed.4 If we introduce that variable in such
a regression as displayed in Table 5, we get an estimated positive coefficient both for 2004 and for 2011.
The wall variable simply confirms that the wall was built in richer regions. We had a first very simple
evaluation, using the evolution of poverty as given in Table 2. What needs to be shown is the effect
that the wall had on poverty dynamics, which means poverty persistence and poverty exit. We have to
develop a specific model for this purpose.

Table 5. Misleading Wall effect on income-to-needs ratio.

2004 2011

Regressors Estimate Sd. Er. t-Value Estimate Sd. Er. t-Value

Intercept 0.482 0.120 4.03 0.509 0.122 4.19
Wall 0.082 0.027 3.05 0.079 0.023 3.47
sex 0.249 0.041 6.15 0.162 0.038 4.27
age −0.022 0.005 −4.39 −0.024 0.005 −4.81
age2 0.027 0.005 5.46 0.031 0.005 6.29
Jerusalem 0.698 0.034 20.74 0.714 0.036 20.13
educ 0.038 0.003 13.88 0.039 0.003 14.53

Regression 2004: σ̂ = 0.496 on 1927 DF, R2 = 0.28; Regression 2011: σ̂ = 0.524 on 2679 DF, R2 = 0.21.

4. A Model of Poverty Dynamics in Repeated Cross-Sections

We propose a model for inference on poverty dynamics when the data are only in the form of
repeated cross-sections, using a Bayesian approach. The Bayesian approach is particularly suited
here because repeated cross-sections can be seen as an incomplete data problem. We first review the
classical literature on poverty dynamics and on repeated cross-sections in order to formulate a model
in terms of latent variables. We then present inference procedures to measure the impact of the wall on
poverty dynamics.

4.1. Literature

The literature on poverty dynamics has much more recent roots than that of income dynamics.
The founding papers were Lillard and Willis (1978) and Bane and Ellwood (1986). The former proposes
a Markov chain model of income transitions. The latter is attached to the modelling of the length of
poverty spells and the probability of exiting poverty. However, it is concerned only with head-count
poverty and requires rather long panels. Rodgers and Rodgers (1993) still rely on long panels, but can
distinguish between the three aspects of poverty (incidence, intensity and inequality) and propose
a decomposition between chronic and transitory poverty. Cappellari and Jenkins (2004) tackle the
question of attrition when measuring poverty dynamics, building a three equation model. The first
equation explains the probability that an individual observed at time t − 1 can still be observed at time
t. The second equation explains the marginal probability of being in poverty at time t − 1. The last
equation explains the conditional probability of being in poverty at time t when in poverty at time t− 1.

4 The income-to-needs ratio is defined as the ratio between equivalised household total consumption and the official
poverty line.
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A key parameter is the correlation ρ of the error terms between t and t − 1. This model is essentially
a dynamic probit model with selection bias. It serves to explain poverty persistence and exit from
poverty. Dang et al. (2014) have the same concern, but using a rather different strategy based on linear
regressions (and not on probit models) explaining consumption or income. Their main originality is
that they deal with repeated cross-sections instead of true panels, using time invariant explanatory
variables to link two periods. However, Dang et al. (2014) could only provide bounds for poverty
persistence and poverty exit probabilities as ρ is not identified in their model.

4.2. Modelling Poverty Dynamics Using Panel Data

We first develop a model inspired by Cappellari and Jenkins (2004), estimating poverty persistence
and exit from poverty, assuming provisionally that we have a balanced panel over two periods, 1 and 2
(2004 and 2011 in our case). In a next sub-section, we shall adapt this model to repeated cross-sections.
The main variable that we have to explain is the log of the income-to-needs ratio log(yi1/z1) where
yi1 is the income of individual i in period 1 and z1 is the poverty line applicable in time period 1.
The following regression provides information on the initial state:

log(yi,1/z1) = x′i,1β + ui,1. (1)

Individual i is in a state of poverty if log(yi1/z1) < 0. If the error term is Gaussian with zero
mean and variance σ2

1 , the marginal probability of being poor in the initial period for individual i is
equal to Φ(−x′i,1β/σ1) = 1 − Φ(x′i,1β/σ1). As we are interested in a transition probability between
periods 1 and 2, given the observed state in period 1, we define the dummy variable di,1:

di,1 = �(log(yi,1/z1) < 0), (2)

where �(a) is the indicator function equal to 1 if a is true and 0 otherwise. The income-to-needs ratio
for the second period can now be explained by the observed past state of poverty di,1 and by some
other exogenous variables wi,1 related to the initial state and influencing the next state. The effect of
wi,1 should be allowed to be different, depending on the nature of the previous state. So the equation
explaining the income-to-needs ratio in period 2 is:

log(yi2/z2) = di,1w′
i,1γ1 + (1 − di,1)w′

i,1γ2 + ui,2, (3)

where wi,1 is a set of exogenous variables observed in period 1, containing xi,1 and at least another
variable. The error term ui,2 is assumed to be Gaussian with zero mean and variance σ2

2 . The two
error terms are correlated over time with Corr(ui,2, ui,1) = ρ for the same individual i and independent
between two different individuals. In the model of Cappellari and Jenkins (2004), ρ is identified only if
wi,1 has an element which is not in xi,1.

Let us define a second dummy variable for period 2:

di,2 = �(log(yi,2/z2) < 0). (4)

Following Cappellari and Jenkins (2004), poverty persistence is defined as the state of being poor
in period 2 while having being poor in period 1. Its probability is given by:

si2 = Pr(di,2 = 1|di,1 = 1) = Φ2

(
−w′

i,1γ1

σ2
,− xi,1β

σ1
; ρ

)/
Φ
(
− xi,1β

σ1

)
, (5)
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which corresponds to the ratio between a joint probability and a marginal probability, Φ2 being the
bivariate Gaussian cumulative distribution. Poverty entry is defined in a similar way as:

ei2 = Pr(di,2 = 1|di,1 = 0) = Φ2

(
−w′

i,1γ2

σ2
,

xi,1β

σ1
;−ρ

)/
Φ
(

xi,1β

σ1

)
. (6)

Estimating model (1)–(3) is quite simple if we observe the same individual over the two periods.
Poverty persistence and poverty exit are just simple transformations of the estimated parameters.
However, of course we need a true panel, which of course is not the case here. We have only repeated
cross-sections, which makes the problem more complex.

4.3. Poverty Dynamics and Repeated Cross-Sections

Feasible panel data sets are not so common, especially in developing countries and so techniques
have been found in order to retrieve information from repeated cross-sections. Deaton (1985) first
proposed to take means inside cohort clusters defined by time invariant instrumental variables
(following the terminology used in Verbeek 2008). However, this approach can lead to a substantial
loss of information. An alternative approach was taken in a series of papers, mainly Dang et al. (2011);
Dang and Lanjouw (2013) and Dang et al. (2014), following an initial idea of out-of-sample imputation
of Elbers et al. (2003). Let us consider again two periods, and two samples coming from the same
population. The starting point is a two-equation model explaining the log of the income-to-needs ratio
as before, denoted y here for simplicity of notation, for period 1 and period 2:

yi,1 = xi,1β1 + ui,1 (7)

yj,2 = xj,2β2 + uj,2. (8)

There are n = n1 + n2 individuals with i = 1, . . . , n1 and j = n1 + 1, . . . , n, so that there is no
overlapping between the two periods or if there is, we do not know which individuals are present
in the two periods. So initially it would seem there is no clear link between these two equations,
apart from the fact that the two samples are drawn from the same population, while i and j do not
concern the same observed individuals or households. The first link that is introduced between the
two samples is that xi,1 and xj,2 are time invariant exogenous variables and so it is clear that xi,1 = xi,2
and xj,1 = xj,2. The idea used in Dang et al. (2014) is to simulate values for the missing individuals in
one of the two periods. Because both yi and yj are drawn from the same population and are functions
of the same time invariant exogenous variables, we can simulate for instance the unobserved ỹi,2, using
xi,1β2. So having estimated separately the two equations in (7) and (8), Dang et al. (2014) define the
event of entering a state of poverty as the joint event of not being poor at time 1 and being poor at time
2. This joint probability is given by:

Pr(yj,2 < 0 and yi,1 > 0) = Pr(uj,2 < −xj,2β2 and ui,1 > −xi,1β1). (9)

This probability is a function of the joint distribution of (ui,1, uj,2) with a coefficient of association
ρ ≥ 0. If ρ = 0, then mobility attains its upper bound. If ρ = 1, then mobility reaches its lower bound.
A positivity assumption for ρ is justified on the basis of household fixed effect and the persistence of
shocks. However, apart from this prior restriction, ρ is not identified because the two equations in (8)
are totally symmetric. Without further assumptions, Dang et al. (2014) can propose only bounds for
poverty transition probabilities. Assuming a Gaussian distribution for the error terms, the probability
of entering poverty becomes:

Pr(yj,2 < 0 and ỹj,1 > 0) = Φ2

(−x′j,2β2

σ2
,

x′j,2β1

σ1
,−ρ

)
, (10)
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where the four quantities β1, σ1, β2 and σ2 have been estimated directly from the two equations of the
initial model. A set of values for ρ has to be picked in the interval [0, 1] in order to compute (10).

We should point out the main differences between the model of Dang et al. (2014) and our first
model (1)–(3) based on Cappellari and Jenkins (2004). Our first model is fundamentally asymmetric
whereas the model of Dang et al. (2014) assumes a perfect symmetry. Entering poverty in (6) is
normalised by the probability of the initial state. The probability of entering poverty in (10) depends
essentially on the differences between β1 and β2 and the differences between σ1 and σ2. There is no
way of including the effect of the wall, except in a symmetric way in xj,2. In addition, in Section 3.2,
we have seen that to do so was not a reasonable solution.

4.4. Repeated Cross-Section as an Incomplete Data Problem

We want of course to treat the problem in a different way and show that a repeated cross-section
is fundamentally an incomplete data problem. In a full data model, unobserved individuals in period
1, ỹj,1 and the unobserved individuals in period 2, ỹi,2 are treated as latent variables so that we have
n = n1 + n2 individuals (observed and unobserved) for each period. Formally, this means:

Period 1

{
ỹj,1 = xj,2β1 + ũj,1, ũj,1 ∼ N(0, σ2

1 ),
yi,1 = xi,1β1 + ui,1, ui,1 ∼ N(0, σ2

1 ),
(11)

Period 2

{
yj,2 = xj,2β2 + uj,2, uj,2 ∼ N(0, σ2

2 ),
ỹi,2 = xi,1β2 + ũi,2, ũi,2 ∼ N(0, σ2

2 ).
(12)

For instance yj,2 represents the observed group in period 2 while ỹj,1 represents the same group
being unobserved in period 1. The assumption that x does not vary over time (variables such as
age, sex, religion, localisation,...) implies that xi,2 = xi,1 and that xj,1 = xj,2. This is an identification
assumption that will allow us to make inference in this model. The second identification assumption is
that the parameters are constant over all the individuals within the same period.

Let us now discuss the joint distribution of the four error terms which are (ũj,1, ui,1, uj,2, ũi,2).
We assume that it is Gaussian with zero mean and variance-covariance matrix Σ. This matrix has a
particular structure which results from the following very simple assumptions. We have assumed
that within each period, the two error terms (corresponding to observed and to latent variables) have
the same variance for identification reasons. We assume now that the individuals are not correlated,
which means that there is no spatial correlation, simply because our data are not informative on that
dimension. The important parameter to specify is the correlation ρ between two income observations
for the same individual over the two periods. If we translate these assumptions into mathematical
terms, we have:

Corr(ũj,1, ui,1) = 0, Corr(ũj,1, uj,2) = ρ, Corr(ũj,1, ũi,2) = 0,

Corr(ui,1, uj,2) = 0, Corr(ui,1, ũi,2) = ρ,

Corr(uj,2, ũi,2) = 0,

which leads to the following variance-covariance matrix:

Σ =

⎛⎜⎜⎜⎝
σ2

1 0 ρσ1σ2 0
0 σ2

1 0 ρσ1σ2

ρσ1σ2 0 σ2
2 0

0 ρσ1σ2 0 σ2
2

⎞⎟⎟⎟⎠ (13)

So even if (13) has a block diagonal structure, this does not mean that we have imposed restrictions
that could be testable.

252



Econometrics 2018, 6, 29

Dang et al. (2014) have chosen to simulate only one of the two latent variables, considering one of
the two distributions, ỹj,1|xj,2 or ỹi,2|xi,1, treating thus the two periods independently. For instance,
for the first period, they are using:

ỹj,1|xj,2 ∼ N
(

xj,2β1, σ2
1

)
. (14)

By doing so, they loose a part of the available information. We prefer first to simulate both ỹj,1
and ỹi,2, and second to condition on all the other variables, so as to take into account the between
periods correlation. Due to the particular structure of matrix (13), we have however the simplification
p(ỹj,1|xj,2, yi,1, yj,2, ỹj,2) = p(ỹj,1|xj,2, yj,2):

ỹj,1|xj,2, yj,2 ∼ N
(

xj,2β1 + ρ
σ1

σ2
(yj,2 − xj,2β2), σ2

1 (1 − ρ2)

)
, (15)

which means that it is necessary to condition only on the observed variables when simulating the
latent variables. Conversely, for simulating ỹi,2, we have:

ỹi,2|xi,1, yi,1 ∼ N
(

xi,1β2 + ρ
σ2

σ1
(yi,1 − xi,1β1), σ2

2 (1 − ρ2)

)
. (16)

Equations (15) and (16) will be our basic tools to simulate the missing observations and thus build
a completed panel. So despite the apparent restrictive structure of (13), the simulation of the latent
variables takes into account as much information as possible.

A model written as an incomplete data problem leads logically to a Gibbs sampler. Missing
observations are generated conditionally on values of the parameters which are then reevaluated
conditionally on the simulated missing variables. However in our case, things are not as simple as
that. The identifying assumptions xi,2 = xi,1 and xj,1 = xj,2 provide information for both the regression
coefficients βi and the latent variables. For the present we have no specific source of information for
the correlation coefficient ρ while it is needed for simulating the latent variables. We need to provide
an extra source of information and this will be the object of Section 4.6. It is important to remember
that Dang et al. (2014) provide only bounds for ρ.

4.5. Inference on the Regression Parameters

Conditional on simulated values for the latent variables, our two period regression model with
variance-covariance matrix (13) corresponds to a simple SURE (Seemingly Unrelated Regression)
model. In Bauwens et al. (1999, Chap. 9), it is shown how Bayesian inference in a SURE model can
be done using a Gibbs sampler for estimating jointly the regression parameters and the correlation
structure. We can also decompose inference into two stages: the regression parameters on one hand
and the correlation structure on the other hand. For that purpose, we decompose Σ as given in (13)
into the product of two diagonal matrices S containing σ1 and σ2, sandwiching a correlation matrix R,
so that Σ = S R S, following a suggestion made in Barnard et al. (2000). In our case, these matrices are:

S =

⎛⎜⎜⎜⎝
σ1 0 0 0
0 σ1 0 0
0 0 σ2 0
0 0 0 σ2

⎞⎟⎟⎟⎠ , R =

⎛⎜⎜⎜⎝
1 0 ρ 0
0 1 0 ρ

ρ 0 1 0
0 ρ 0 1

⎞⎟⎟⎟⎠ .

Let us now factorise the product S R S = P P′ using a Choleski decomposition. We then form the
matrix L = S P−1 which is equal to:
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L =

⎛⎜⎜⎜⎝
1 0 0 0
0 1 0 0

−ρσ2/(σ1
√

1 − ρ2) 0 1/
√

1 − ρ2 0
0 −ρσ2/(σ1

√
1 − ρ2) 0 1/

√
1 − ρ2)

⎞⎟⎟⎟⎠ .

If we pre-multiply our system of four equations by L, the matrix of variance covariance of the
error terms will be transformed into a diagonal matrix:

L Σ L′ =

⎛⎜⎜⎜⎝
σ2

1 0 0 0
0 σ2

1 0 0
0 0 σ2

2 0
0 0 0 σ2

2

⎞⎟⎟⎟⎠ = S2,

meaning that we can make inference on the two blocks separately. Let us pre-multiply our model (11)
and (12) by L. Due to the particular structure of L, the model for the first period is left unchanged:{

ỹj,1 = xj,2β1 + vj,1,
yi,1 = xi,1β1 + vi,1,

(17)

with vj,1 = ũj,1, vi,1 = ui,1. The model for the second period is modified into a conditional model with:⎧⎪⎪⎪⎨⎪⎪⎪⎩
1√

1 − ρ2
(yj,2 − ρωỹj,1) = 1√

1 − ρ2
(xj,2β2 − ρωxj,2β1) + vj,2,

1√
1 − ρ2

(ỹi,2 − ρωyi,1) = 1√
1 − ρ2

(xi,1β2 − ρωxi,1β1) + vi,2,
(18)

with ω = σ2/σ1 and

vj,2 = (uj,2 − ρωũj,1)/
√

1 − ρ2, vi,2 = (ũi,2 − ρωui,1)/
√

1 − ρ2.

Let us now define the following matrices with n = n1 + n2 rows so as to write our model in
a matrix form:

ys1 =

(
ỹ1

y1

)
, ys2 =

(
y2

ỹ2

)
, X =

(
X2

X1

)
,

where ỹ1, y1 are respectively two vectors of dimension n2 and n1 (y2, ỹ2 are of dimension n2 and n1)
and X2, X1 are two matrices with corresponding number of rows n2 and n1. Our model for the first
period can be written as:

ys1 = Xβ1 + v1, (19)

and Bayesian inference on its regression parameters can be done separately from inference on the
other parameters. Because the model is symmetric between the two periods, we can adopt the reverse
ordering for the Choleski decomposition, obtain another matrix L and consider for period two the
symmetric model:

ys2 = Xβ1 + v2. (20)

So conditional on the simulated values for the latent variables, the two regression
models (19) and (20) can be analysed separately. Under a non-informative prior, the posterior densities
of β1|σ2

1 and β2|σ2
2 are two conditional normal densities while those of σ2

1 and σ2
2 are two inverse

gamma2 densities with:5

5 See Bauwens et al. (1999, Appendix A) for a definition of the densities used.
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p(β1|σ2
1 , ys1) = fN(β1|β∗1, σ2

1 M−1∗ ), (21)

p(σ2
1 |ys1) = fiγ(σ

2
1 |s∗1, ν∗), (22)

p(β2|σ2
2 , ys2) = fN(β2|β∗2, σ2

2 M−1∗ ) (23)

p(σ2
2 |ys2) = fiγ(σ

2
2 |s∗2, ν∗), (24)

where ν∗ = n, M∗ = X′X and:

β∗1 = M−1∗ X′ys1,

β∗2 = M−1∗ X′ys2,

s∗1 = ys′1ys1 − β′
∗1M∗β∗1,

s∗2 = ys′2ys2 − β′∗2M∗β∗2.

We have the needed formulae for conducting Bayesian inference on the regression parameters,
conditional on the simulated values for the latent variables. We must now detail how to make inference
on the correlation parameter ρ.

4.6. Inference on Correlation

Returning to the remaining equations in the system (17) and (18) where ρ appears explicitly, let us
multiply them both by

√
1 − ρ2, rearrange the terms and adopt a similar matrix notation as before.

We get:

ys2 − Xβ2 = ρω[ys1 − Xβ1] + v2

√
1 − ρ2, (25)

where v2 is defined in (20) with zero mean and variance-covariance matrix σ2 In. From the previous
step, we have knowledge of β1, β2, ω and σ2

2 . So in theory we could recover information on ρ using
this regression which is nothing but a regression of the residuals from the period 2 model on the
residuals from period 1 model. However, things are not as simple as that, because in fact no new
information is brought in by this autoregressive model which only compares observations to their
simulated counterpart (ỹi,2 to yi,1 and yj,2 to ỹj,1). We have to find a source of extra information.

Verbeek and Vella (2005) and Verbeek (2008) have proposed to use the grouping technique of
Deaton (1985) for making inference in autoregressive pseudo panel models, using the fact that taking
group averages is equivalent to IV estimation with the group dummies as instruments. We shall use
time invariant information such as birth date and gender as instruments to determine c = 1, . . . , C
cohorts and then compute the cell means of each vector or matrix of observations. We collect these C
cell means into new vectors noted y2,c, y1,c having each C rows and two new matrices X2,c, X1,c with
also C rows. They correspond respectively to the C cell means of y2, y1 and of X2, X1. Let us now
define the following vectors and matrices:

yc2 =

(
y2,c
y2,c

)
, yc1 =

(
y1,c
y1,c

)
, Xc =

(
X2,c
X1,c

)
, (26)

which all have 2 × C rows. Let us rearrange (25) into:

ys2 = ρωys1 + X[β2 − ρωβ1] + v2

√
1 − ρ2. (27)

We then replace in (27) ys2 by yc2, ys1 by yc1 and X by Xc so as to get:

yc2 = ρyc1ω + Xcβ3 + uc. (28)

255



Econometrics 2018, 6, 29

When comparing (28) to (27), we see that we have replaced y2 by y2,c, but also ỹ2 by the same y2,c.
A similar replacement was done for the endogeneous variable of the first period. This means that we
have replaced latent variables by observed cell means.6 This model can be simplified if we consider
the deviation matrix MX = IC − Xc(Xc′Xc)−1Xc′. Let us pre-multiply (28) by MX to get:

MX yc2 = ρMX yc1ω + MX uc. (29)

We shall use (29) to get information on ρ, assuming that ω was determined in the previous step.7

With (29), we have an autoregressive regression model where inference can be conducted in a simple
way, conditionally on ω. We assume that the error term MX uc is of zero mean and variance-covariance
matrix σ2

3 I2C. It is interesting to introduce the possibility of an informative natural conjugate prior for
ρ. We consider the following prior information:

E(ρ) = r0, Var(ρ|σ2
3 ) = σ2

3 /m0, E(σ2
3 ) = s0/(ν0 − 2).

The conditional posterior density of ρ|σ2
3 is a normal density and that of σ2

3 is an inverse gamma2
density with:

p(ρ|σ2
3 , yc2, ω) = fN(ρ|ρ∗, σ2

3 /r∗), (30)

p(σ2
3 |yc2, ω) = fiγ(σ

2
3 )|s∗, nc∗), (31)

where:

r∗ = yc′1MXyc1ω2 + m0,

ρ∗ = r−1∗ (yc′1MXyc2ω + m0r0),

s∗ = s0 + r2
0m0 + yc′2MXyc2 − ρ2∗/r∗,

nc∗ = 2C + ν0.

The parameter ρ has to be constrained to a specific range. It has to be strictly less than 1 for stability
reasons and Dang et al. (2014) have shown that it has to be positive. So we have to constraint ρ ∈ [0, 1].
Consequently, we shall not draw ρ directly from its conditional posterior density p(ρ|σ2

3 , yc2, ω),
but from this posterior density truncated between 0 and 1.

4.7. A Separate Dynamic Equation for Implementing a Diff-In-Diff Strategy

The last equation we have to discuss corresponds to (3) where we introduce the effect of the wall
in the second period. We have to suppose that the households impacted by the wall do not change
over the two periods, which means that the wall is a time invariant variable (even if its effect is diluted
over time) and that the households do not migrate (we shall document that point later). Let us call W
the vector containing the index of the impacted households by the wall in period 1 and in period 2.
Let us define a random dummy variable d1 which indicates for period 1 if a household was in a state
of poverty or not:

d1 = �(ys1 < 0). (32)

This variable is a function of all the parameters because ys1 contains simulated values of a latent
variable. We can then specify our last equation to estimate as being:

ys2 = d1Wγ1 + (1 − d1)Wγ2 + Xβ3 + u, (33)

6 As a matter of fact, it would be quite difficult to define cell means for the simulated values of the latent variables.
7 Expressed in a totaly different way, we could find a similar idea in Dang and Lanjouw (2013).

256



Econometrics 2018, 6, 29

with u being Gaussian with zero mean and variance-covariance matrix σ2
u In. It can be put in a matrix

form if we define:
Z = [d1W, (1 − d1)W, X], δ′ = (γ1, γ2, β′

3).

The posterior density of δ in the regression ys2 = Zδ + u has the usual form under
a non-informative prior:

p(δ|σ2
u , ys2) = fN(δ|δ∗, σ2

u(Z′Z)−1), (34)

p(σ2
u |ys2) = fiγ(σ

2
u |s∗u, ν∗), (35)

with ν∗ = n and
δ∗ = (Z′Z)−1Z′ys2, s∗u = ys′2 ys2 − δ′∗Z′Z δ∗.

We propose to measure the effect of the wall on poverty dynamics by a diff-in-diff strategy. Poverty
follows its own trend which can be measured by a transition matrix, as we were able to simulate the
income-to-needs ratios, ys1 and ys2, for the two periods, using (15) and (16). The corresponding matrix
of marginal poverty transition is defined as:

P =

(
Pr(ys1 < 0 ∩ ys2 < 0) Pr(ys1 < 0 ∩ ys2 > 0)
Pr(ys1 > 0 ∩ ys2 < 0) Pr(ys1 > 0 ∩ ys2 > 0)

)
,

with rows summing to one and generic element pij. p11 is the probability of staying in a state of poverty
between periods 1 and 2 while p21 is the probability of entering poverty in period 2. For each draw l of
the parameters, this matrix can be evaluated as:

p11 = ∑ d(l)1 × d(l)2 / ∑ d(l)1 ,

p12 = ∑ d(l)1 × (1 − d(l)2 )/ ∑ d(l)1 ,

p21 = ∑(1 − d(l)1 )× d(l)2 / ∑(1 − d(l)1 ),

p22 = ∑(1 − d(l)1 )× (1 − d(l)2 )/ ∑(1 − d(l)1 ),

where d(l)1 is defined in (32) with ys1 being replaced by ys(l)1 and d(l)2 is defined accordingly for period 2.
These dummy variables indicate for the two periods and for each draw if an household is in a state
of poverty or not. As they are computed for each MCMC draw of the parameters, p11 and p21 are
estimated by averaging over the MCMC output.

These marginal probabilities are modified when we take into account the wall effect by means of
the dynamic conditional model (33). With the Gibbs output for γ1 and γ2, we can evaluate the vectors
of poverty persistence s2 and poverty entry e2. More precisely, for poverty persistence, we have:

s2 = Φ2

(
−Wγ1 + Xβ3

σu
,−Xβ1

σ1
; ρ

)/
Φ
(
−Xβ1

σ1

)
, (36)

which corresponds to the ratio between a joint probability and a marginal probability, Φ2 being the
bivariate Gaussian cumulative distribution. While for poverty entry, we get:

e2 = Φ2

(
−Wγ2 + Xβ3

σu
,

Xβ1

σ1
;−ρ

)/
Φ
(

Xβ1

σ1

)
. (37)

If we impose the restriction γ1 = 0, then p11 = s2, while the restriction γ2 = 0 would imply
p21 = e2. Consequently the net effect of the wall is measured by the influence of γ1 and γ2 and is
obtained by computing the posterior density of the two differences: s2 − p11 for the effect of the wall
on poverty persistence; e2 − p21 for the effect of the wall on poverty entry.
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4.8. Summarised Gibbs Sampler Algorithm

Inference on β1, σ1, β2, σ2, ρ and δ′ = (γ1, γ2, β′
3) is provided by a Gibbs sampler for which we

have found all the conditional posterior densities. We summarise the whole process in the following
Gibbs sampler algorithm:

Define starting values for:

1. β1, σ1 obtained using OLS on y1 = X1β1 + v1.
2. β2, σ2 obtained using OLS on y2 = X2β2 + v2.
3. compute ω = σ2/σ1.
4. determine cohort cells means for y1, y2 and X1, X2.
5. compute yc1, yc2, Xc and MX .
6. ρ obtained using OLS on MXyc2 = ρ MXyc1ω + uc.

Start iterations for the Gibbs sampler over l = 1, . . . , m:

1. simulate the latent variables ỹj,1 and ỹi,2, given ρ(l−1), β
(l−1)
1 , β

(l−1)
2 , ω(l−1) using (15) and (16) so

as to form ys(l)1 and ys(l)2 .

2. draw β
(l)
1 , β

(l)
2 and σ

(l)
1 , σ

(l)
2 using the posterior densities (21)–(24), corresponding to the full

marginal models for periods 1 and 2, compute ω(l) = σ
(l)
2 /σ

(l)
1 .

3. draw ρ(l) and σ
2(l)
3 using the normal posterior density (30) truncated on [0, 1] and the

inverse-gamma2 posterior density (31), based on the auxiliary model MXyc2 = ρ MXyc1ω(l−1) + u.

4. compute d(l)1 from ys(l)1 and d(l)2 from ys(l)2 .

5. deduce p(l)11 and p(l)21 from d(l)1 and d(l)2 .
6. draw δ(l) using the posterior densities (34) and (35).

7. evaluate the probabilities s(l)2 and e(l)2 defined in (36) and (37), using bivariate cumulative Gaussian

routines and compute the differences s(l)2 − p(l)11 and e(l)2 − p(l)21 .
8. store the draws.
9. redo the loop.

From this MCMC output, we can produce graphs of the posterior density of poverty entry and
poverty persistence. All computations were done in R, using the packages truncnorm for drawing
from a truncated normal and pbivnorm for the bivariate Gaussian cumulative.

5. Empirical Results

The general setting is as follows. We have chosen gender of the household head, age, age squared
(divided by 10), urban, camp and Jerusalem as time invariant explanatory variables to generate the
pseudo panel. We have excluded the level of education from this list as there are missing observations
in the second period for this variable. We have used the year of birth and gender to define the cohorts in
the model for ρ. We used 25 classes for the year of birth of male household heads and only 10 classes for
female heads who are smaller in number. Year of birth classes are determined using quantile intervals.
This made 35 classes and 70 observations for the double regression (28). We ran a specification search
for this regression, retaining as explanatory variables sex, age, age2, urban, refugee camp. We used
an informative Gaussian prior for ρ|σ2

3 for which we have chosen E(ρ) = 0.50 and SD(ρ) = 0.50.
The corresponding prior on the variance of the error term is an inverse-gamma2 for which we have
chosen ν0 = 10 and s0 = 2. This is a rather mild prior, but we shall provide a sensitivity analysis.
We used non-informative priors for the remaining parameters of the model.
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5.1. Marginal Models and Poverty Dynamics

With 10,000 draws for the Gibbs sampler and 500 additional draws for warming up the chain,
the posterior moments of ρ are 0.399 for the mean and 0.017 for the standard deviation, using our
informative prior. If we had used a non-informative prior on ρ, the posterior mean would have been
0.297 and the posterior standard error 0.013. The graph of the posterior density given in Figure 1
clearly indicates the sensitivity of this parameter to the given prior information, even when the latter
is mild. However, we shall see that the final result (entry in poverty and poverty persistence) is much
less sensitive to the prior specification.
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Figure 1. Prior and posterior densities for ρ. The prior standard deviation was divided by 5 in order to
keep a reasonable scale on the graph. The actual prior is much less informative.

The posterior moments of the parameters of the two marginal models that are used to generate the
pseudo-panel are displayed in Table 6. Inference results change between the two periods. In particular
the influence of the variables sex, age and urban is weakly determined for the second period. Using
a non-informative prior on ρ would change slightly the posterior expectation of ρ as indicated above,
but would not change strongly the other regression parameters. We must note that a usual regression
model for explaining the income-to-needs ratio would include many other covariates such as household
size, dependency ratio, sources of income. However, these are not time invariant and because we are
in a pseudo panel context, we cannot use these variables.

From this model, we can estimate the matrix of marginal probability transitions between the two
states of poverty and non-poverty in the absence of a specific modelled effect of the wall. This result,
as displayed in Table 7, is in a way comparable to what could be computed from the approach of
Dang et al. (2014), except that we have normalised the transition matrix when they have not and that
we have estimated ρ while they have given only bounds. The probability of poverty entry is equal to
0.109 while the probability of poverty persistence is 0.319 which are both rather low values. This might
be due to omitted variables. Of course the wall effect is not present in this marginal model, but are also
missing the impact of other restrictive measures set up by the Israeli government, some examples of
which were reported in the introduction. However, we are interested in measuring the difference in
poverty dynamics between an hypothetical situation described by our marginal models and a situation
where the wall is introduced. So the variables which are omitted both in Tables 6 and 8 should not
impact too much the difference in poverty dynamics measured by γ1 and γ2.
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Table 6. Marginal models over the two periods.

2004 2011

Regressors Mean SD Ratio Mean SD Ratio

Intercept 0.682 0.131 5.194 0.634 0.117 5.421
Sex 0.151 0.044 3.399 0.041 0.033 1.219
Age −0.013 0.005 −2.423 −0.007 0.005 −1.461
Age2 0.014 0.005 2.600 0.009 0.004 2.098
Urban 0.080 0.027 2.961 0.037 0.024 1.511
Camp −0.087 0.036 −2.401 −0.172 0.031 −5.601
Jerusalem 0.712 0.035 20.253 0.711 0.037 19.373
σ 0.519 0.008 61.670 0.542 0.007 76.531

ρ 0.399 0.0174 23.00

These results were obtained with the informative prior E(ρ) = 0.50 and SD(ρ) = 0.50 and a non-informative
prior on the remaining parameters. Mean is the sample average of the draws, SD means standard deviation of
the draws and Ratio is the mean divided by the SD.

Table 7. Implied marginal transition matrix.

Poor Non Poor S.d. S.d.

Poor 0.319 0.681 0.017 0.017
Non Poor 0.109 0.891 0.005 0.005

The lines represent transition probabilities from state i to state j, from period 1 to period 2. The second panel
indicates the standard deviations.

Table 8. Conditional transition model with state dependence (wall effect) and an informative prior.

Regressors Mean S.d. Ratio

Intercept 0.609 0.119 5.129
γ1 −0.254 0.049 −5.132
γ2 0.109 0.024 4.492
Sex 0.035 0.033 1.036
Age −0.006 0.005 −1.291
Age2 0.008 0.004 1.910
Urban 0.023 0.025 0.922
Camp −0.164 0.031 −5.271
Jerusalem 0.727 0.038 19.298

σ 0.537 0.007 74.066

These results were obtained with the informative prior E(ρ) = 0.50 and SD(ρ) = 0.50 and a non-informative
prior on the remaining parameters. Mean is the sample average of the draws, S.d. means standard deviation
of the draws and Ratio is the mean divided by the S.d.

5.2. State Dependence and Wall Effect

Let us now examine inference results for the transition model, which takes into account the
influence of the wall and of state dependence. Results are displayed in Table 8. The state dependence
effect, which corresponds to the wall effect while being in a poverty state in period 1, has a marked
negative effect. The value of γ2 is positive and strongly significant. Both are going to alter the
probabilities of poverty persistence and poverty entry. The main determinants of poverty dynamics
are being in a camp and living in Jerusalem, which are too opposed situations.

There are various types of endogeneity problems that could affect inference on γ1 and γ2, on top of
the effect of omitted variables. First, the construction of the wall might have had a general equilibrium
effect. However, a Keynesian effect focusing on the demand side seems more realistic for these areas
that have almost no production and where consumption is mostly dependent on imports of Israeli
goods. Production in areas located beside the wall is mostly for self-consumption. Second, a selection
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bias could occur if the prospect of the construction of the wall had induced potentially affected people
to move. However, the West Bank is a small area (around 5300 square km) which makes internal
migration more costly than daily transportation, especially because we are taking into account only
localities located in the inside of the West Bank side of the wall. Moreover, PCBS (2010) gives evidence
that internal migration is minimal in the West Bank; only 24.4% of Palestinians have changed their
place of residence in the previous 6 years (2004–2010). Among those who migrated only 3% had done
that due to the wall’s construction or due to measures of the Israeli occupation forces.8

In Table 9, we recall in the top panel the marginal probabilities of poverty entry and persistence as
obtained from the two marginal models. The second panel provides the same quantities obtained using
(36) and (37) using the estimated values of γ1 and γ2. In the bottom panel of Table 9, we compute the
difference between the two types of probabilities which provides a measure of the impact of the Wall
on poverty dynamics. Taking into account the wall has a large effect on poverty dynamics. For those
who were already poor in period 1, the wall increases their probability of staying poor by 58 percentage
points. For those who were not in poverty, the probability of entering into poverty during the second
period is increased by 18 percentages points.

We have reproduced in Figure 2 the posterior densities of these probabilities, using plain lines.
We compare these probabilities to those obtained under a non-informative prior on ρ, using dashed
lines. With a non-informative prior on ρ, the differential in probability of poverty entry is slightly
increased while the differential in poverty persistence is slightly decreased. However, these differences
are mild. So the prior information we gave had a sizable influence on the posterior density of ρ, but not
on the posterior density of poverty entry and persistence differentials.

Table 9. Wall effect on poverty dynamics.

Effects Mean S.d. Ratio

Marginal Persistence 0.320 0.017 19.38
Marginal Entry 0.109 0.005 21.11

Conditional Persistence 0.897 0.026 34.91
Conditional Entry 0.287 0.007 43.10

Diff. in persistence 0.578 0.029 20.17
Diff. in entry 0.178 0.007 24.80
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Figure 2. Posterior density of poverty persistence and poverty entry differentials due to the Wall.

8 We are grateful to a referee for pointing out the potential problems of endogeneity.
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5.3. Convergence Checks

Convergence of the Gibbs algorithm was checked for our evaluation of poverty persistence
and poverty entry after the wall. We used normalised CUMSUM plots, used for instance in
Bauwens and Lubrano (1998). Figure 3 shows that with only 2000 draws and 500 draws for warming
up of the chain, we get already a good convergence for the final estimators, well within the 20%
confidence band. In addition, for 10,000 as we used, convergence is more than satisfactory.
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Figure 3. CUMSUM graphs with 20% confidence bands for assessing Gibbs convergence using an
informative prior.

6. Conclusions

Governments have always been tempted to build walls to solve problems confronting them.
The first historical example is the Great Wall of China, the building of which started three centuries
B.C., soon followed by the Hadrian Wall in Scotland built by the Roman Emperor Hadrian. These walls
were designed to keep others out of the frontiers. In the Twentieth century, the meaning of the Wall in
Berlin was different, the aim being to keep people in. The destruction of this wall was synonymous
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of freedom regained. Following Cohen (2006), the aim of the wall built by the Israeli government is
to keep people both in and out. We can note that this wall is by no mean an exception in the world,
witness the long list detailed in Vallet and David (2012a, 2012b) showing their exponential increase
since the fall of Berlin wall. However, no other wall has been subject of so many emotional reactions as
underlined by Cohen (2006). It is certainly because its route “harms Palestinians to a disproportionate
degree.” However, the same author concludes his paper by the following sentence: “Perhaps then,
in the context of a negotiated settlement between Israelis and Palestinians, it can join other famous walls in
becoming obsolete.” This statement finds some grounds in the results of Longo et al. (2014) who exploited
a natural experiment based on a 2009 policy toward the “easement” of checkpoints in the West Bank.
They found, using a diff-in-diff approach that “easement” made the treated populations less likely to
support violence.

We have shown empirically that the wall had a large impact on poverty dynamics in the West
Bank. This result was obtained using pseudo panels and a Bayesian approach. The method we propose
provides a coherent way of simulating unobserved values, stating the question in the framework of
incomplete data problems. It resulted in a Gibbs sampler from which we could provide inference for
two different types of probabilities concerning poverty entry and poverty persistence. These different
types come from the distinction between a marginal model and a conditional model taking into account
state dependence, or phrased differently taking or not into account the previous state of poverty. In our
model, we allow the wall to have a different effect, depending if the household was poor or not during
the previous period. We identified a clear different effect which allows us to evaluate how the dynamics
of poverty was impacted by the wall. We have documented a rather weak effect of 1.50% using a
simple diff-in-diff approach when examining stylised facts and no panel structure. With a much more
elaborated model using pseudo panels, we could extract more precise information from our sample
which led to measuring an increase of 18 percentage points for poverty entry and of 58 percentage
points for poverty persistence. In addition, these results were quite robust to the specification of the
prior used for ρ. However, we must note that these results are dependent of important identification
assumptions which are not testable. It would be interesting to have a true panel in order to be less
constrained in the specification of the model in order to check the accuracy of our evaluation of the
impact of the wall on poverty dynamics.
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Appendix A. Variables in the Data Bases

The data base provided by the Palestinian Central Bureau of Statistics contains a lot of variables,
among which we have use those depicted in Table A1.
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Table A1. Variables used for estimation.

Name Variable 2004 Variable 2011

Age of H age d5

Sex of H sex d4-1
Year school HH yerschol1 d15

Rural loctype=2 loc_type=2
Camp loctype=3 loc_type=3
H size adults adults no_adults

H size ir04_mal+ir04_fem IR04_male + IRO4_female

Wall impact id13=2 id10=2
No Wall impact id13=3 id10=3
Jerusalem id13=0 id10=0
Cons adj H size consadj consadj

Consumption cons TOT_Cons

Public water access h12a=1 h9a=1 + h9a=2
Own agricultural land i18=1 h24=1
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Abstract: The cohesiveness of constituent nations in a confederation such as the Eurozone depends
on their equally shared experiences. In terms of household incomes, commonality of distribution
across those constituent nations with that of the Eurozone as an entity in itself is of the essence.
Generally, income classification has proceeded by employing “hard”, somewhat arbitrary and
contentious boundaries. Here, in an analysis of Eurozone household income distributions over
the period 2006–2015, mixture distribution techniques are used to determine the number and
size of groups or classes endogenously without resort to such hard boundaries. In so doing,
some new indices of polarization, segmentation and commonality of distribution are developed in
the context of a decomposition of the Gini coefficient and the roles of, and relationships between,
these groups in societal income inequality, poverty, polarization and societal segmentation are
examined. What emerges for the Eurozone as an entity is a four-class, increasingly unequal polarizing
structure with income growth in all four classes. With regard to individual constituent nation class
membership, some advanced, some fell back, with most exhibiting significant polarizing behaviour.
However, in the face of increasing overall Eurozone inequality, constituent nations were becoming
increasingly similar in distribution, which can be construed as characteristic of a more cohesive society.

Keywords: income distribution; inequality; mixtures; Gini; EU-SILC

JEL Classification: C14; D31; I32

1. Introduction

As Milanovic (2011) observes, growing inequalities between states in federations such as the
Eurozone can be seen as a catalyst for the deterioration of social cohesion and support for the Union’s
institutions amongst its citizens. Thus, measurements of aspects of wellbeing of the Eurozone as
an entity in itself and of its constituent nations are regarded as basic information for evaluating the
progress of the Eurozone toward greater social cohesion within and between its various constituencies
(Brandolini 2007) and such measurements have become important in core European institutional
documents and debates (Filauro 2017).

The sense of cohesion amongst constituent nations hinges on notions of belonging, an absence of
alienation from each other, or, in the presence of such alienation, that the process going forward
is toward a less alienated state (OECD 2011). This has much to do with concepts of inequality,
segmentation and polarization within and between groups and the sense in which they are directionally
dynamic processes. When constituent nations are equally unequal with relatively similar income
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levels, there is a commonality of situation which promotes cohesiveness, whereas, when such
inequality and income levels are not equally shared, the situation is somewhat more divisive and
alienating. Since notions of what constitutes poorness and wellness in income terms may vary
across constituencies, these possibilities are perhaps best understood in the context of general income
groupings or classifications in the Eurozone. Here, in analyzing the class structure anatomy of
an overall euro area distribution and the relationship of its components to its constituent nations,
these issue are addressed in terms of household incomes in the euro area and 18 of its constituent
nations for the period 2006–2015.

For the longest time in income classification and measurement, income grouping have been
identified by employing “hard”, somewhat arbitrary and contentious income cut-offs or boundaries
(see, for example, Anderson 2010; Atkinson and Brandolini 2013; Ravallion 2010, 2012). The main
problem being that analysis is overly influenced by boundary choice, especially when intertemporal
comparisons are being made.1 Aside from measurement error or data contamination issues
(see Deaton 2010), categorizing poorness and wellness in such an arbitrary fashion can prejudice
other aspects of analysis. For example, defining classes by quantiles fixes class sizes over time
precluding analysis of poverty reduction strategies. Tying class boundaries to some proportion of a
location measure ties movement of classes to movements in the overall distribution and assumes away
the possibility of independent class variation (incidentally contravening the focus axiom frequently
invoked in poverty analysis).

Here, by employing mixture distribution techniques in a general euro area distribution,
the number and size of groups or classes is determined by the commonalities in their income
patterns and processes without resort to such hard boundaries.2 This facilitates analysis of individual
nation membership of income groupings and the progress of those nations through the overarching
Eurozone income class structure. In so doing, some new indices of polarization and segmentation are
developed in the context of a decomposition of the Gini coefficient and the roles of, and relationships
between, these groups in societal income inequality, poverty, polarization and societal segmentation
are examined. In addition, since it may be prudent to work with a simple ordinal classification
that does not impute cardinal measure to wellbeing, a measure, the Utopia Index, that provides a
complete cardinal ordering of wellbeing, although the basis of comparison (class membership) is
only an ordinal classification, has been developed and implemented. These ideas are applied to
an analysis of the Eurozone income distribution over the decade spanning 2006–2015. Implications
for the individual constituent nations of the collective are explored. What emerged in the generic
Eurozone distribution is a four-class, increasingly unequal polarizing structure with income growth
in all four classes. With regard to individual nation results over the sample period, six nations are
seen to be progressing through the class structure with twelve regressing. In terms of class transitions,
thirteen nations are seen to exhibit polarizing patterns with four exhibiting converging behavior over
the period. With regard to the Utopia Index, nation rankings appeared to be fairly stable over time
exceptions were Finland and France who made significant advances and Greece which declined. In the
following, Section 2 discusses the algebraic relationship between income classes, the Gini coefficient
and measures of inequality, polarization and segmentation of subgroups. In Section 3 income data
for the European countries are presented and discussed. Section 4 outlines the details of mixture
distribution estimation and reports the main empirical results of the empirical analysis. Conclusions
are drawn in Section 5.

1 Witness The World Bank, 2017 GNI per capita ($ US equivalent) thresholds used for classifying nation income status.
These were established in 1989—based upon previously established operational criteria–and inflation updated each
year, or the United Nations $1 a day or the subsequent changes in the United Nations Development goals $1 a day
poverty measure.

2 Mixture distributions have also been used to deal with measurement error/data contamination problems, see
Alvarez-Esteban et al. (2016). On the usefulness of mixture models for distributional analysis, see Cowell and Flachaire (2015).
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2. Income Classes and the Gini Coefficient: Inequality, Polarization and Segmentation
of Subgroups

2.1. Mixture of Distribution to Identify Income Classes

In each year, income data are interpreted as a sample from a mixture of K components in unknown
proportions w1, · · · , wK. Each component represents the income distribution of a homogeneous group
of households, that is a household belonging to group k faces income opportunities described by the
distribution fk. Given some assumptions regarding the nature of the fks, these components can be
specified to belong to some parametric family (normality or log normality are popular specifications
that can be theoretically rationalized).

If the components are assumed to belong to the normal family, the mixture density can be
written as:3

f (x; Ψ) =
K

∑
k=1

wk fk

(
x; μk, σ2

k

)
, (1)

where fk (x; μk, σk) = 1√
2πσ

e
− (x−μk)

2

2σ2
k and wk, the mixing weight, represent the proportion of the

population in class k. The vector Ψ = (w1, · · · , wK−1, ξ′)′ contains all the unknown parameters of the
mixture model; in this case, ξ = (μ1, · · · , μK, σ2

1 , · · · , σ2
K).

Estimation of the triple wk, μk, σ2
k for k = 1, · · · , K yields much information about the structure of

the society. For convenience and without loss of generality, suppose the types are ordered (k > j ⇒
μk ≥ μj) then μ1 corresponds to the average income of the poor type and w1 represents the proportion
of the poor type in society, i.e., the relative poverty rate. This does mean that the class membership of
a household with income x cannot be determined with certainty. However, such an analysis has many
advantages, e.g., classes are determined without resort to arbitrary chosen boundaries, hence they are
allowed to vary independently over time in terms of their size, location and scale.

Knowledge of fk(x|μk, σ2
k ) also facilitates within class inequality measurement and between class

polarization and segmentation measurement facilitating the study of such concepts in the context of
an overall distribution.

It is also of interest to see how the individual nation states that make up the community have
fared in terms of the income classifications. This may be examined by generating class membership
probabilities for each member state over the period. Once the parameters of the components and the
values of the class shares are estimated, posterior or conditional probabilities τi that household i with
income x∗ is in the kth group can be computed since:

τik =Pr
(
x∗ ∈ k′th class

)
=

wk fk(x∗)
∑K

k=1 wk fk(x∗)
, for k = 1 · · · K. (2)

Effectively, this provides K group membership indices for each agent in the population. Note that
it is possible for the group distributions to overlap, that is for an household with income x∗ to
potentially be a member of more than one group. To the extent that these distributions do not overlap
(perfect segmentation in the terminology of Yitzhaki 1994), knowing the household income will
completely determine the household’s group and all of the households in a group. To the extent that
they do overlap, household income will only partially define its group membership in the sense that
its probability of being in a particular group is all that can be obtained.

Given the estimated ex-post probabilities of each household i belonging to a specific class k, τik,
the unbiased probability of class membership of each constituent nation h, based upon the average
probability of membership in a particular class in a given nation, can be derived as follows. For country

3 These ideas are readily generalized to multidimensional environments (see Anderson et al. 2017a).
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h (where h = 1, · · · , H) with nh observations xi, i = 1 · · · , nh, the probability that country h is in class
k is given by:

θhk =
1

nh

nh

∑
i=1

τik for k = 1 · · · , K. (3)

Alternatively, following a traditional “hard” classification, we can assign households to
components according to their maximal conditional probability:

Ii,k =

{
1 if τik = max(τi1, · · · , τiK)

0 otherwise
(4)

where Ii,k is the indicator variable of the i-th household to belong to class k. Then, we can calculate the
proportion of households resident in country h simply as:

θ
(a)
hk =

1
nh

nh

∑
i=1

Ii,k for k = 1 · · · , K. (5)

2.2. The Gini Coefficient and Segmentation of Subgroups

An inherent problem with the Gini coefficient, highlighted in Bourguignon (1979), is that it is not
generally subgroup decomposable. Following Mookherjee and Shorrocks (1982) and Anderson and
Thomas (2017), the Gini coefficient may be written as the sum of three components as follows:4

GINI =
K

∑
k=1

w2
k

μk
μ

Gk +
1
μ

K

∑
k=2

k

∑
j=1

wkwj|μk − μj|+ NSF, (6)

where Gk is the Gini associated with the kth subgroup and ∑K
k=1 wk = 1 so that E f (x)(x) = μ =

∑K
k=1 wkμk and NSF may be thought of as the “non-segmentation” factor. The NFS may be written as:

NSF =
2
μ

K

∑
k=2

k−1

∑
j=1

wkwj

∫ ∞

0
fk(y)

∫ ∞

y
fj(x)(x − y)dxdy. (7)

The Gini is thus a weighted sum of subgroup Ginis plus a weighted sum of subgroup “dominating
mean differences” divided by the overall mean (in essence a between group Gini coefficient BGINI)
plus a component which is the weighted sum of the extent to which there are individuals in lower
group j who overlap with, i.e., have greater incomes than, individuals in upper group k weighted by
the extent to which they have more. In essence, the Gini is a linear function of within and between
group Gini coefficients plus a term measuring the extent to which subgroups are not segmented.

Considering NSF, first note that, when subgroups k and j are perfectly segmented (so that
fk(x) = 0 for all x such that f j(x) > 0 and f j(x) = 0 for all x such that fk(x) > 0), the corresponding
term in the component vanishes. In the particular case where this is true for all j 	= k, the Gini is
sub-group decomposable (Mookherjee and Shorrocks 1982).

Noting that in general all three components of GINI are non-negative and that 0 ≤ NSF ≤ GINI,
then SI, a segmentation index, may be written as:

SI = 1 − NSF
GINI

, 0 ≤ SI ≤ 1. (8)

4 This decomposition is readily extended to the Absolute Gini (Hey and Lambert 1980; Weymark 2003) by multiplying these
equations by the overall mean from whence it may be seen that the overall Absolute Gini is a weighted sum of subgroup
Absolute Ginis, the between group Absolute Gini and the Absolute Non Segmentation factor. Results in Giles (2004) facilitate
inference. Derivation of the decomposition in the context of continuous distributions is shown in Appendix A.1.
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SI provides a measure of the degree to which constituent groups are segmented or do not overlap.
The analysis can be done with respect to particular groups, so the extent to which the poor or the rich
are segmented from the rest of society may be readily analyzed.

Consider a generic group g ∈ (1, · · · , K). The specific non-segmentation factor of group g can be
obtained as:

NSFg =
2
μ

K

∑
k=1
k 	=g

wkwg

∫ ∞

0
fg(y)

∫ ∞

y
fk(x)(x − y)dxdy. (9)

This is twice a weighted sum of the (expected) average value of the excess of incomes of people in
group g over those of people in the other groups normalized by average income which is of interest in
contemplating the “isolation” of the group.

Clearly, NSFg could be inserted in place of NSF in (8) to obtain an index of the segmentation of
the specific group.

2.3. Comparing Constituent Distributions: Polarization, Transvariation and Utopia-Dystopia Index

2.3.1. Polarization

Conceptually, polarization is based upon notions of between group alienation and within group
association. Duclos et al. (2004) captured this in an axiomatically developed general polarization index
covering many, possibly latent, groups which may be written as:

Pα( f ) = S
∫ ∞

0
f (x)

∫ ∞

0
f (y)1+α|y − x|dydx (10)

Here, S is a standardizing factor and α is the polarization sensitivity factor confined to [0.25, 1].
Note that (10) is not unlike a Gini coefficient (if α is set to 0 and S is suitably chosen, (10) becomes
the continuous distribution version of Gini). Pα( f ) can be interpreted as the scaled expected value
of all possible rectangles formed under the distribution with height f (y)1+α and base |y − x| where
f (y) reflects the association component (larger f (y) reflects more association) and |y − x| reflects the
alienation factor.

The index was developed by contemplating “sliding” and “squeezing” translations of basic
constituent densities which respectively increased distances between constituent groups or intensified
concentration around group means.5 Slides change the relative locations of groups reflected in
BGINI and, under certain circumstances, reduce NSF (i.e., increase the chance of segmentation),
squeezes on the other hand simply reduce NSF without affecting BGINI. Note that, while polarizing
slides can be associated with increasing between group inequalities, polarizing squeezes cannot, so a
sufficient condition for establishing polarization (convergence) between groups is a combination of
increased (decreased) between group inequality, BGINI, and segmentation, SI, suggesting a Gini-based
polarization index PG of the form:

PG =

(
BGINI
GINI

)α

SI1−α for 0 < α < 1. (11)

A group-specific polarization index for each class can also be obtained as:

Polg = wα
g

(
1 − NSFg

GINI

)1−α

for 0 < α < 1. (12)

5 In the context of mixture distributions, these ideas can be explored by considering the component distributions to be the
basic densities.
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2.3.2. Transvariation

When all subgroups are perfectly segmented, the strongest form of stochastic dominance between
them prevails, and there will be a strict complete first order dominance relationship between all
constituent groups consistent with any monotonic non decreasing well-being measure function of
income. All such measures would be unambiguous. Perfect segmentation is a sufficient (but not
necessary) condition for such an ordering. However, normality of constituent distributions precludes
such segmentation (all distributions overlap somewhere on the real line).

It is therefore useful to introduce a j-th index of transvariation (Anderson et al. 2017b) able to
capture the degree of overlapping between K continuous distributions:

TRj =
∫ ∞

0

[
max

(
Fj

1(x), Fj
2(x), · · · , Fj

K(x)
)
− min

(
Fj

1(x), Fj
2(x), · · · , Fj

K(x)
)]

dx (13)

where Fj(x) =
∫ ∞

0 Fj−1(z)dz, with F0(x) = f (x) and j = 0, 1, 2, · · · .
Zero order transvariation (j = 0) is the many distribution version of Gini’s classic two distribution

transvariation (Gini 1916; Pittau and Zelli 2017). Under perfect segmentation, TR(j=0) = K and,
when all distributions are identical, TR(j=0) = 0 so that TR(j=0)/K provides a good index of the degree
of segmentation.

2.3.3. Utopia-Dystopia

When the K classes Ck, k = 1, · · · , K have only an ordinal ranking (so that Ci � Cj for i < j
where the operator � indicates Cj is at least as good as Ci), a countries relative wellbeing measure can
still be obtained from the discrete cumulative density functions Fh(Ck), k = 1, · · · , K, for countries
h = 1, · · · , H across the K latent classes since:

Fhm(Ck) ≤ Fhn(Ck), for all k = 1, · · · , K − 1 with strict inequality somewhere

⇒ Ehm(C) ≥ Ehn(C).

That is to say, when country m’s class membership density first order dominates that of country
n, m will have a higher expected class membership than country n.6 Inference for the comparisons
can be conducted using the maximum modulus distributions for multiple simultaneous comparisons
(Stoline and Ury 1979).

A relative Utopia-Dystopia measure for country h, UI(h) h = 1, · · · , H (Anderson and Leo 2017;
Anderson et al. 2017c) can be developed as:

UI(h) =
∑K

k=1 (maxhFh(Ck)− Fh(Ck))

∑K
k=1 (maxhFh(Ck)− minhFh(Ck))

, (14)

where maxhFh(Ck)(minhFh(Ck)) corresponds to the maximum (minimum) value of Fh(Ck) over all h.
The index can be shown to reside in [0, 1] with 1 representing unequivocal “Utopia” (the best of all
nations in that its distribution first order dominates all others) and 0 corresponding to an unequivocal
“Dystopia” (such a nation’s distribution is first order dominated by all others) and have many desirable
properties of a wellbeing index.

3. Data Issues

Monitoring income inequality as well as other indicators related to personal income distribution
within European countries relies on comparable and internationally harmonized estimates for the

6 Note that only First Order Dominance comparisons can be made here since the ordering is not endowed with
cardinal measure.
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member states. The European Union Survey on Income and Living Conditions (EU-SILC) is the
harmonized household-level survey that is widely used for these purposes (see, e.g., Longford 2014).
The cross-sectional component of EU-SILC is a collection of annual national surveys of socio-economic
conditions of individuals and households in the EU countries. All national surveys in EU-SILC have
standard questionnaires and procedures for data processing and yield ex-ante harmonized micro-data
that allow homogeneous inter-country comparisons using a uniform protocol. The EU-SILC project is
carried out under European Union legislation (council regulation No. 1177/2003) and it was formally
launched in 2004 for the EU15. In 2006 EU-SILC covered the EU25 Member States as well as Norway
and Iceland.

To analyze the evolution of the Euro area income distribution over time, four temporally
equi-spaced waves, namely 2006, 2009, 2012 and 2015, were chosen and the Euro area defined as those
countries that are currently using the euro. Since data for Malta are only available from the 2008 wave,
this country is excluded from analysis leaving 18 Euro zone countries.7

The income reference period refers to the previous year, consequently analysis with EU-SILC files
actually refers to 2005–2014. The income is the total household net disposable income (variable HY020
in the SILC mnemonics), obtained by aggregation of all income sources from all household members
net of direct taxes and social contributions. All observations are weighted by cross-sectional weights
(variable DB090).

The EU-SILC income definition does not include capital gains, leading to a potential under-
estimation of household income, especially top-incomes. Other sources of potential bias in the
upper tail of the income distribution derived from EU-SILC are discussed in Törmälehto (2017).
However, an increasing number of countries implementing EU-SILC combine interview-based data
with register data on incomes. This strategy is expected to mitigate the well-documented low accuracy
of sample surveys in estimating top-incomes.

Assuming cohabitation generates economies of scale in consumption and therefore needs do
not grow proportionally with members, incomes are age and size-adjusted using the so called
modified-OECD equivalence scale.This scale assigns a value of 1 to the household head, of 0.5 to each
additional adult member aged 14 and over and of 0.3 to each child aged under 14.

Even if countries share the same currency, the question arises as to whether purchasing power
parities should be used to compare incomes from different countries by eliminating the differences
in price levels between them. Given significant disparities in the cost of living between countries,
it adjust nominal incomes, the PPP index for the household final consumption expenditure is used.8

Households whose income is less than zero were excluded from the sample. Thus, the final distribution
considered is the real disposable size-adjusted income distribution of a weighted sample of households
resident in the euro area.

4. Empirical Results

4.1. Number of Classes and Estimation of Mixture Parameters in the Community Income Distribution

We assume that the overall income distribution in the Eurozone can be described by a mixture of
normal distributions. To ensure comparability of inequality measures of the distributions over time,
the same origin at zero is taken by excluding negative incomes. Therefore, the component densities
were taken to be truncated normal, with the number of components to be established. The assumption
of normality may be too restrictive, since in principle any functional form can be taken into account.
The choice of normality stems from a twofold motivation. Firstly, mixture of normal distributions form
a much more general class. In fact, any absolutely continuous distribution can be approximated by

7 Namely: Austria, Belgium, Cyprus, Estonia, Finland, France, Germany, Greece, Ireland, Italy, Latvia, Lithuania, Luxembourg,
Netherlands, Portugal, Slovakia, Slovenia, and Spain.

8 For a discussion on the use of PPPs in the EU income distribution see Brandolini (2007). For some recent results on the
EU-wide and Eurozone income inequality using EU-SILC data, see Filauro (2017).
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a finite mixture of normals with arbitrary precision (Marron and Wand 1992). Secondly, a mixture
model of normals seems to capture better than other functional forms the idea of a polarized economy
where relatively homogeneous groups of households are clustered around their expected incomes.
The assumption of normality, in fact, results from additive shocks to the expected income of each strata.

The unknown mixture parameters (means, variances and proportions of each component)
are estimated by maximum likelihood (ML) via the expectation-maximization (EM) algorithm
(Dempster et al. 1977). Starting from a given number of components and an initial parameter Ψ(0),
the first stage of the algorithm (E-step) is to assign to each data point its current posterior probabilities
τ̂ik given by (2). The second stage (M-step), comprises estimation of sample means and variances of the
normal densities and mixing weights ŵk estimated as the means of the probabilities τ̂ik. The estimates
of the parameters are used to re-attribute a set of improved probabilities of group membership and
the sequence of alternate E and M steps continues until a satisfactory degree of convergence occurs to
the ML estimates. It is well known that the likelihood function of normal mixtures is unbounded and
the global maximizer does not exist (McLachlan and Peel 2000). Therefore, the maximum likelihood
estimator of Ψ should be the root of the likelihood equation corresponding to the largest of the local
maxima located. The solution usually adopted is to apply a range of starting solutions for the iterations.
The model was fitted repeatedly using a variety of initial values. Deterministic starting values based on
separate models for the outcome based on K means (Kaufman and Rousseeuw 1990) were employed
and the model fitted. The model was then fitted 10 additional times based on random jittering of the
starting solution, and then another 10 times based on random jittering of the estimates at convergence
of the previous runs. The results in the empirical application were fairly stable with respect to the
starting solution in the sense that the same maximum for the likelihood or a value very close to it was
invariably obtained.

The number of components has been assessed by using the Bayesian’s information criterion (BIC).
Although regularity conditions do not hold for mixture models, Keribin (2000) showed that BIC is
consistent for choosing the number of components in a mixture. In addition, we calculated the Akaike’s
information criterion (AIC), the consistent Akaike’s information criterion (CAIC) and the AIC with
a parameter penalty factor of three (AIC3), which is proved to perform well in a mixture context
(Andrews and Currim 2003). Given sample size of between 141,000 and 154,000 observations per
year, all the criteria yield similar results and picked a four or five-component mixture as the ‘best’
parsimonious model for all the years (see Table 1). Specifically, a four-component mixture is selected in
the year 2006, while for the remaining years a five-component mixture seems to be preferable according
to the criteria. However, the difference of the values taken by all the criteria between four and five
component is marginal. Therefore, although the best fitting with five components, we decided to stay
with four-components. In fact, adding a fifth component yields a negligible improvement in fit, leaving
the first three components unchanged and splitting the fourth component into two classes. Moreover,
the fifth component accounts for a very limited proportion of the whole population (from 0.2% to 0.7%)
and it largely overlaps the fourth component due to its high variance. The four-component mixture
instead is always characterized by distinct means, relatively modest dispersion and non-negligible size.
There are no bizarre situations in the model fits such as clusters with very small variance or very flat
components with large dispersion and very small probabilities. There is also an absence of components
with similar means but different shape due to their disparate variances, etc., i.e., components that
can play a role in improving the fit of the whole distribution but may be unacceptable in terms of
economic interpretability. The four components can be interpreted as “low” (L), “lower-middle” (LM),
“upper-middle” (UM) and “high” (H) income groups.

Figure 1 visually compares the fitted four component mixtures for all the years of the analysis
with the corresponding estimated kernel density.9

9 For the purpose of comparison, the variance of each component population was inflated by a factor of 1 + h2/σ2
i to match

that of the kernel density, where h is the estimated bandwidth of the kernel.
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Table 1. The choice of the number of components according to BIC, CAIC, Akaike and Akaike3.

N. of Components Loglik BIC AIC CAIC AIC3

2006

1 −470,056 940,136 940,114 940,138 940,138
2 −466,189 932,437 932,383 932,442 932,393
3 −465,139 930,373 930,286 930,381 930,302
4 −464,693 929,516 929,397 929,527 929,419
5 −464,695 929,556 929,404 929,570 929,432

2009

1 −510,880 1,021,784 1,021,762 1,021,786 1,021,766
2 −500,152 1,000,363 1,000,309 1,000,368 1,000,319
3 −498,302 996,699 996,612 996,707 996,628
4 −497,977 996,084 995,965 996,095 995,987
5 −497,864 995,894 995,742 995,908 995,770

2012

1 −528,245 1,056,514 1,056,492 1,056,516 1,056,496
2 −517,724 1,035,507 1,035,453 1,035,512 1,035,463
3 −516,046 1,032187 1,032,100 1,032,195 1,032,116
4 −515,655 1,031,441 1,031,321 1,031,452 1,031,343
5 −515,636 1,031,438 1,031,286 1,031,452 1,031,314

2015

1 −562,189 1,124,402 1,124,380 1,124,404 1,124,384
2 −552,080 1,104,220 1,104,165 1,104,225 1,104,175
3 −550,175 1,100,445 1,100,358 1,100,453 1,100,374
4 −549,761 1,099,653 1,099,533 1,099,664 1,099,555
5 −549,701 1,099,569 1,099,416 1,099,583 1,099,444

(a) Year 2006 (b) Year 2009

(c) Year 2012 (d) Year 2015

Figure 1. Eurozone income distribution: Four component mixtures with the corresponding estimated
kernel density for the years 2006–2015.
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4.2. Inequality, Polarization and Segmentation in an Income Class Decomposition of the Eurozone
Income Distribution

Table 2 reports the salient statistics compatible with the mixtures shown in Figure 1 for all years:
the estimated mean (μ) and standard deviation (σ) of each truncated normal component along with
its corresponding mixing proportion (w). As the mixing proportions (w) indicate, no single group
overwhelms (no group ever accounts for more than half the population).

Table 2. Estimated parameters of the components of the mixtures.

Year 2006 2009 2012 2015

Class μ σ w μ σ w μ σ w μ σ w

Low (L) 6.77 2.50 0.15 7.84 2.68 0.16 8.21 2.98 0.19 7.99 3.14 0.18
Lower-Middle (LM) 12.95 3.90 0.49 13.75 3.99 0.35 14.54 4.26 0.38 14.83 4.66 0.36
Upper-Middle (UM) 20.88 5.92 0.33 21.30 5.90 0.39 23.08 6.47 0.37 24.47 7.17 0.40

High (H) 36.27 4.01 0.03 36.11 7.29 0.10 39.52 6.36 0.06 42.85 5.98 0.06
Note: μ and σ are expressed in PPA-adjusted thousand Euros. w are the mixing proportions.

As can be seen mean, incomes have generally grown for all groups over the period with growth
rates of 1.80% 1.45%, 1.72% and 1.80%, respectively, with a slight downturn for the lowest income
group in 2015. Income variation has grown steadily over the period for the Low, Lower-Middle
and Upper-Middle groups with a Kuznets curve-like inverted U shaped profile for the richest group.
The Low and High income groups are the smallest in size with the former in the range of 15 to 19% of
the population and the latter between 3% and 10% of the population. The size of the poorest group
has grown over the period as has the size of the upper middle and high income groups, but the lower
middle income group has diminished substantially, suggestive of some polarization in the community.
To examine this, an analog of the Duclos et al. (2004) polarization measure for mixtures of K normal
distributions10 can be calculated by the the ERP index, an adaptation of Esteban and Ray’s discrete
version of (10) computed at distribution modes and their respective abscissa scaled by the respective
relative subgroup size where:

ERP =
K

∑
k=1

K

∑
j=1

|μk − μj|
⎛⎝wk

σk
+

(
wj

σj

)1+α
⎞⎠ 1√

2π
. (15)

Here, α corresponds to the polarization intensity parameter (chosen by the investigator) should
be in the range (0.25, 1]. This corresponds to an aggregation over all possible pairs in many groups
of the two group trapezoidal polarization measure proposed in Anderson (2010) and follows the
interpretation of Duclos et al. (2004) polarization measures as the expected value of all possible
trapezoids that can be formed from modal differences and their appropriately scaled abscissa. Here, it is
offered as an alternative to the segmentation based polarization measure proposed in (11) above. Table 3
presents the statistics for a range of polarization intensity parameters and confirms, with a slight hiatus
in 2012, that there appears to be ongoing income polarization throughout the period.

Table 3. Polarization coefficients.

α 2006 2009 2012 2015

0.25 1.070 1.049 0.976 1.133
0.5 0.869 0.871 0.796 0.943
1 0.746 0.768 0.693 0.838

10 See Pittau et al. (2010) for a discussion on polarization measurements within a normal mixture framework.
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Turning to the Gini decomposition analysis, Table 4 presents various subgroup Gini coefficients
and Table 5 records the decomposition results.11 As measured by the Gini coefficient, income inequality
in the euro area had increased by the end of the period overall and in all income subgroups. It dipped
in 2009 for all but the high income group (whose inequality peaked at this time) perhaps due to the
economic exigencies of the time (recall 2009 refers to the year 2008, the year of the economic crash).
Although the four groups appear to be well segmented (there appears to be little group overlap),
the degree of segmentation has not changed much over the period. The within group inequality
component diminished over the period while between group inequality increased. The overall
segmentation-based polarization index coheres with the results in Table 3, but the decomposition
results suggest that it is predominantly polarization of the poor and rich that is underlying these effects.

A better measure of inequality of distribution between the four classes that captures the lack of
commonality in the sub-distributions is the zero order normalized transvariation (TR0), as presented
in Section 2.3. It was 0.1403 in 2006 and 0.1398, 0.1401, and 0.1454, respectively, in the subsequent
observation years, suggesting very little change in the inequality of subgroup distributions over the
2006–2012 period but a substantial increase in subgroup distributional differences in 2015.

Table 4. Gini coefficients: overall and by subgroups.

Overall Low Lower-Middle Upper-Middle High Non-Lower Non-High

2006 0.385 0.283 0.239 0.226 0.088 0.330 0.343
2009 0.400 0.267 0.231 0.221 0.158 0.342 0.335
2012 0.404 0.281 0.233 0.224 0.125 0.338 0.349
2015 0.421 0.298 0.249 0.233 0.104 0.352 0.362

Note: Non-Lower stands for all subgroups excluding the lowest. Non-High stands for all subgroups excluding
the highest. Overall Gini coefficient standard errors (Giles 2004) are always of an order less than 0.002.

Table 5. Gini decomposition, segmentation and polarization of subgroups measured by the within and
between components, the non-segmentation factor (NSF), the segmentation index (SI), the Gini-based
polarization index (PG), the polarization index of the low income group (Polpoor) and the polarization
index of the high income group (Polrich). The latest are obtained fixing α = 0.5.

Year Within Gini Between Gini NSF SI PG Polpoor Polrich

2006 0.084 0.202 0.099 0.743 0.624 0.370 0.172
2009 0.068 0.223 0.109 0.726 0.636 0.375 0.297
2012 0.072 0.223 0.110 0.729 0.634 0.408 0.236
2015 0.078 0.231 0.112 0.734 0.635 0.396 0.232

4.3. The Progress of Individual Constituent Nations

Table 6 presents the class membership probabilities for each country in each year of the
analysis calculated according to Equation (3).12 Estonia, Lithuania, Latvia and Slovakia all had
over 50% membership of the Low income group at the beginning of the period whereas, of that
group, only Latvia was in that position (along with Greece, who had well under 50% membership in
2006) at the end of the period. Indeed, the variability of nation poor group membership experience
diminished substantially over period suggesting a greater sharing of poor group membership amongst
the constituent nations. At the other end of the income spectrum, five nations (Austria, Germany,
Ireland, Luxembourg and Netherlands) enjoyed over 10% of their population in the high income group,

11 Inferential comparison of Gini coefficients was implemented using Giles’s (2004) simple regression technique. As Modarres
and Gastwirth (2006) and Davidson (2009) both indicate, Giles (2004) overstates the magnitude of the standard error so it
can be considered an upper bound. Since it turns out to be very small relative to observed differences in the Gini coefficients
rendering differences significant, further more sophisticated computations were deemed to be unwarranted.

12 Similar results have been obtained adopting the alternative estimate of country membership as in Equation (5).
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while Luxembourg’s outstanding 26.7% membership of the high income group at the beginning of the
period was somewhat diluted by the end where they were joined by France and Finland as the only
members in the over 10% group.

Table 6. Membership probabilities for each country: years 2006–2015. Income groups are labeled Low
(L), Lower-Middle (LM), Upper-Middle (UM) and High (H).

2006 2009 2012 2015

Nation L LM UM H L LM UM H L LM UM H L LM UM H

Austria 0.051 0.360 0.483 0.105 0.101 0.355 0.436 0.108 0.086 0.294 0.463 0.157 0.074 0.329 0.518 0.078
Belgium 0.077 0.413 0.433 0.077 0.139 0.395 0.394 0.072 0.118 0.365 0.426 0.092 0.100 0.386 0.463 0.052
Cyprus 0.113 0.400 0.394 0.093 0.157 0.360 0.375 0.108 0.143 0.355 0.375 0.126 0.223 0.410 0.329 0.038

Germany 0.069 0.375 0.452 0.105 0.115 0.357 0.421 0.107 0.099 0.311 0.447 0.143 0.107 0.355 0.467 0.071
Estonia 0.531 0.369 0.095 0.004 0.525 0.348 0.119 0.008 0.487 0.352 0.149 0.013 0.409 0.384 0.194 0.013
Greece 0.243 0.452 0.267 0.038 0.334 0.409 0.228 0.028 0.447 0.384 0.158 0.012 0.528 0.359 0.109 0.004
Spain 0.196 0.440 0.312 0.052 0.248 0.388 0.298 0.066 0.256 0.375 0.304 0.066 0.333 0.411 0.239 0.017

Finland 0.089 0.423 0.413 0.074 0.101 0.344 0.433 0.122 0.077 0.290 0.468 0.165 0.048 0.264 0.548 0.140
France 0.079 0.420 0.419 0.082 0.075 0.320 0.447 0.158 0.071 0.295 0.470 0.164 0.038 0.257 0.572 0.132
Ireland 0.109 0.424 0.365 0.102 0.160 0.392 0.355 0.094 0.179 0.388 0.350 0.083 0.173 0.404 0.377 0.046

Italy 0.126 0.427 0.376 0.071 0.181 0.387 0.351 0.081 0.160 0.351 0.388 0.102 0.171 0.397 0.387 0.044
Lithuania 0.579 0.333 0.085 0.003 0.545 0.326 0.118 0.011 0.533 0.329 0.128 0.009 0.492 0.358 0.141 0.009

Luxembourg 0.032 0.228 0.474 0.267 0.041 0.244 0.457 0.258 0.035 0.214 0.467 0.285 0.042 0.249 0.549 0.160
Latvia 0.604 0.311 0.080 0.005 0.587 0.297 0.105 0.011 0.594 0.291 0.106 0.009 0.537 0.332 0.126 0.006

Netherlands 0.024 0.336 0.523 0.118 0.043 0.320 0.500 0.137 0.049 0.314 0.502 0.135 0.057 0.361 0.522 0.060
Portugal 0.343 0.426 0.191 0.040 0.436 0.360 0.171 0.033 0.413 0.365 0.186 0.035 0.411 0.392 0.183 0.014
Slovenia 0.127 0.517 0.327 0.029 0.179 0.465 0.322 0.033 0.181 0.435 0.345 0.039 0.191 0.480 0.313 0.016
Slovakia 0.619 0.318 0.061 0.002 0.524 0.365 0.106 0.004 0.336 0.442 0.208 0.014 0.376 0.474 0.148 0.002

The extent to which income class structures vary across the constituent nations can be assessed by
considering the discrete many distribution transvariation (TRMD), analogue of Gini’s Transvariation
of class membership distributions (Anderson et al. 2017b) across the 18 nations in Table 6. This statistic,
a number between 0 and 1, measures the extent to which a collection of distributions differ. If all
distributions are identical, it will take on the value 0, while, if nations are perfectly segmented or
different in the extreme (each is in one class and no other and there is at least one nation in each class),
the statistic will take on the value 1. Letting phk be an element of the 18 × 4 matrix P whose (h, k)
element is the probability that nation h is in class k, h = 1, · · · , 18, k = 1, · · · , 4 and P.k corresponds to
the kth column of P, then

TRMD =
∑4

k=1 (max(P.k)− min(P.k))

4
.

The TRMD class membership distribution measures for the observation years from 2006 onwards
were 0.403, 0.354, 0.365 and 0.338, respectively, indicative of some convergence over the period,
i.e., nations were becoming more alike in their income class membership distributions.

To assess a nation’s progress in terms of class membership, an ordinal comparison of income class
structure can be performed.13 In essence a first order dominance comparison over discrete ordered
states is performed wherein there is no attribution of cardinal measure class differences, all that is
asserted is that higher classes are preferred to lower classes.

Let Fh,2006(C(k)) = ∑k
j=1 phj,2006 and Fh,2015(C(k)) = ∑k

j=1 phj,2015 and consider the difference
Dh(C(k)) = Fh,2006(C(k))− Fh,2015(C(k)), for k = 1, · · · , K − 1 and h = 1, · · · , H. If Dh(C(k)) ≤ 0 for
all k, then 2006 dominates 2015 marking an unequivocal downward transition or deterioration in
income class. If Dh(C(k)) ≥ 0 for all k, then 2015 dominates 2006 marking an unequivocal upward
transition or improvement in income classes. The studentized maximum modulus distribution
(Stoline and Ury 1979) indicates an asymptotic 0.01 critical value of 2.934 for the “t” statistic in three
way multiple comparisons. Based upon this, Table 7 reports the First Order Dominance comparison of
2006 and 2015. Perhaps most clearly seen in the 2006-2015 comparison diagrams in the Appendix A.2

13 This can be thought of as avoiding data contamination issues that would be present in ordinal comparison.
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twelve countries14 (Austria, Belgium, Cyprus, Germany, Greece, Spain, Ireland, Italy, Luxembourg,
Netherland, Portugal and Slovenia) suffered a deterioration in their fortune in that 2006 stochastically
dominated 2015, whereas the remaining six countries (Estonia, Finland, France, Lithuania, Latvia and
Slovakia) enjoyed advances in their income classification fortunes wherein 2015 dominated 2006. It is
of interest to note that with the exception of France and Finland all of these countries joined the union
recently in 2004 whereas with the exception of Slovenia the countries that suffered a deterioration in
class status all joined the union much earlier in the process and were relatively long time members.

Table 7. First order class comparisons (ordinal comparisons).

Country D_h(C(1)) D_h(C(2)) D_h(C(3)) t Values

Austria −0.023 0.008 −0.027 5.14 0.88 5.05 2006 dominates 2015
Belgium −0.023 0.004 −0.026 4.36 0.43 5.71 2006 dominates 2015
Cyprus −0.110 −0.120 −0.055 13.22 10.71 9.63 2006 dominates 2015

Germany −0.038 −0.018 −0.033 10.75 2.90 9.41 2006 dominates 2015
Estonia 0.122 0.107 0.008 12.99 15.86 4.48 2015 dominates 2006
Greece −0.285 −0.192 −0.034 39.81 28.49 12.98 2006 dominates 2015
Spain −0.137 −0.108 −0.035 24.37 18.20 14.88 2006 dominates 2015

Finland 0.041 0.200 0.065 11.77 29.93 15.16 2015 dominates 2006
France 0.041 0.204 0.051 12.44 30.38 11.85 2015 dominates 2006
Ireland −0.064 −0.044 −0.056 9.63 4.63 11.31 2006 dominates 2015

Italy −0.045 −0.015 −0.026 12.23 2.93 10.91 2006 dominates 2015
Lithuania 0.087 0.062 0.006 8.43 9.28 3.76 2015 dominates 2006

Luxembourg −0.010 −0.031 −0.106 2.16 2.83 10.65 2006 dominates 2015
Latvia 0.067 0.046 0.000 6.71 7.47 0.00 2015 dominates 2006

Netherlands −0.033 −0.058 −0.057 11.46 8.06 13.54 2006 dominates 2015
Portugal −0.068 −0.034 −0.026 7.56 4.39 7.98 2006 dominates 2015
Slovenia −0.064 −0.027 −0.013 11.76 3.82 5.93 2006 dominates 2015
Slovakia 0.243 0.087 0.000 25.84 14.83 0.00 2015 dominates 2006

A nations propensity for intertemporal polarization or convergence can be assessed using a
j period polarization statistic, PSh(j), which reflects the extent to which the nations incomes are
moving from the center to the tails over j periods. Defining the probability of being in the tails of the
distribution (i.e., in low or high income class) in period t as Plh,t and the probability of being in the
middle of the distribution (i.e., in the lower or upper middle) in period t as Pmh,t = (1 − Plh,t),

PSh(j) = 0.5 + (Plh,t − Pmh,t)− (Plh,t−j − Pmh,t−j) = 0.5 + 2(Plh,t − Plh,t−j).

Based on the null hypothesis of no change in polarization, the polarization statistic would
equal 0.5 and would be asymptotically N(0.5, 0.25((1/nt) + (1/nt−j))) where n is sample size.
Values of PS(j) greater than 0.5 imply polarization, while values less than 0.5 imply convergence.
These are presented in Table 8. Over the 2006–2015 period, Estonia, Lithuania and Slovakia converged
significantly (Latvia did not move significantly), whereas all other nations diverged or polarized
significantly with Greece making the most striking movement.

Finally, Table 9 presents the results of the Utopia/Dystopia index for the euro area countries
across years along with the corresponding ranking of the eighteen countries. As can be seen, rankings
are fairly stable over time with Luxembourg enjoying Utopian status in two years and Latvia and
Slovakia each suffering Dystopian status in one year. Significant movers are Greece, which dropped
from 13th to 18th place over the period, and Finland and France who each displayed considerable
improvement in ranking over the period.

14 Note that for Austria and Belgium the second class component is estimated positive, however not significantly so, that is
to say one could not reject the hypothesis that the component was negative, thus taken with the significant 1st and 3rd
components one could not reject the joint hypothesis that 2006 dominates 2015 for these two countries.
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Table 8. Nation polarization statistics and standard errors.

2006–2009 2006–2012 2009–2012 2006–2015 2009–2015 2012–2015

Country PSh(j) s.e. PSh(j) s.e. PSh(j) s.e. PSh(j) s.e. PSh(j) s.e. PSh(j) s.e.

Austria 0.605 0.009 0.673 0.009 0.568 0.009 0.492 0.009 0.387 0.009 0.319 0.009
Belgium 0.614 0.009 0.611 0.009 0.497 0.009 0.495 0.009 0.381 0.009 0.384 0.009
Cyprus 0.618 0.012 0.627 0.011 0.509 0.012 0.610 0.011 0.492 0.012 0.483 0.011

Germany 0.597 0.006 0.637 0.006 0.540 0.006 0.509 0.006 0.412 0.006 0.372 0.006
Estonia 0.495 0.010 0.428 0.010 0.433 0.010 0.273 0.010 0.278 0.010 0.345 0.010
Greece 0.663 0.009 0.855 0.010 0.692 0.009 1.002 0.008 0.839 0.007 0.647 0.008
Spain 0.632 0.006 0.647 0.006 0.515 0.006 0.704 0.007 0.572 0.006 0.557 0.006

Finland 0.619 0.007 0.657 0.007 0.538 0.007 0.549 0.007 0.430 0.007 0.392 0.007
France 0.644 0.007 0.648 0.007 0.504 0.007 0.519 0.007 0.375 0.007 0.371 0.007
Ireland 0.585 0.010 0.602 0.010 0.517 0.010 0.516 0.010 0.431 0.010 0.414 0.010

Italy 0.630 0.005 0.629 0.005 0.499 0.005 0.537 0.005 0.407 0.005 0.408 0.005
Lithuania 0.448 0.010 0.421 0.010 0.473 0.010 0.338 0.010 0.390 0.010 0.417 0.010

Luxembourg 0.501 0.012 0.542 0.011 0.541 0.010 0.307 0.012 0.306 0.012 0.265 0.011
Latvia 0.478 0.010 0.488 0.010 0.510 0.009 0.367 0.010 0.389 0.009 0.379 0.009

Netherlands 0.577 0.007 0.585 0.007 0.508 0.007 0.451 0.007 0.374 0.007 0.366 0.007
Portugal 0.672 0.011 0.631 0.010 0.459 0.010 0.584 0.009 0.412 0.009 0.453 0.008
Slovenia 0.613 0.007 0.628 0.007 0.515 0.007 0.602 0.007 0.489 0.008 0.474 0.008
Slovakia 0.315 0.010 −0.042 0.010 0.143 0.010 0.014 0.010 0.199 0.010 0.556 0.010

Table 9. Utopia Index and Rank for each country: years 2006–2015.

2006 2009 2012 2015

Country UI Rank UI Rank UI Rank UI Rank

Austria 0.78 3 0.73 5 0.79 5.00 0.82 4
Belgium 0.69 5 0.62 8 0.65 7.00 0.71 7
Cyprus 0.66 8 0.65 7 0.65 8.00 0.48 10

Germany 0.75 4 0.71 6 0.75 6.00 0.74 6
Estonia 0.08 15 0.06 15 0.11 16.00 0.19 13
Greece 0.43 13 0.30 13 0.14 15.00 0.01 18
Spain 0.50 12 0.47 12 0.44 12.00 0.29 12

Finland 0.67 7 0.75 4 0.81 4.00 0.96 3
France 0.69 6 0.83 3 0.81 2.00 0.98 2
Ireland 0.66 9 0.61 9 0.55 10.00 0.57 9

Italy 0.62 10 0.57 10 0.61 9.00 0.58 8
Lithuania 0.04 16 0.05 16 0.06 17.00 0.07 16

Luxembourg 0.99 1 1.00 1 1.00 1.00 1.00 1
Latvia 0.03 17 0.01 18 0.00 18.00 0.02 17

Netherlands 0.84 2 0.86 2 0.81 3.00 0.80 5
Portugal 0.31 14 0.19 14 0.21 14.00 0.18 14
Slovenia 0.53 11 0.49 11 0.48 11.00 0.46 11
Slovakia 0.00 18 0.04 17 0.25 13.00 0.16 15

5. Concluding Remarks

By employing mixture distribution techniques to determine the number and size of groups or
classes in an income distribution, a four class model of the income distribution of the Eurozone
countries over the decade spanning 2006–2015 has been developed without resort to hard class
boundaries. Some new indices of polarization and segmentation are developed in the context of a
decomposition of the Gini coefficient and the roles of, and relationships between, these groups in
societal income inequality, poverty, polarization and societal segmentation are examined. Implications
for the individual constituent nations of the collective are explored.

When viewed as an entity in itself, what emerged was a four-class, increasingly unequal polarizing
structure with income growth in all four classes for the Eurozone. With regard to individual constituent
nation class membership results over the sample period, six nations were seen to be advancing
(Estonia, Finland, France, Lithuania, Latvia, and Slovenia) and twelve falling back (Austria, Belgium,
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Cyprus, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Slovenia and Spain),
all of whom, with the exception of Slovenia, were longer time members of the EU. In terms of an
ordinally ranked class structure, with the exception of Estonia, Lithuania and Slovakia, who converged
significantly, and Latvia, who did not move, all nations exhibited significant polarizing behavior, in the
form of significantly divergent behaviour in class transitions over the period. Thus, in the face of
increasing overall inequality in the Eurozone, indicated in Tables 2–4, and the within country increasing
inequality/polarization, indicated in Table 8, the increasing commonality of class membership
distributions across its constituent nations heralded by the across nation Transvariation statistics can
be construed as characteristic of a more cohesive society, in essence constituent nations are becoming
more alike through their individual increasing variation engendering increasingly overlapping income
distributions between nations. Thus, while the Eurozone is experiencing increasing income class
inequality and polarization, its constituent nations are experiencing increasing similarities in their
respective income distribution.

While this paper has reached some conclusions on the anatomy of the income distribution in the
Euro area, several opportunities for extending its scope remain. For example, the European Union Survey
on Income and Living Conditions provides a rich set of socioeconomic covariates that can be used to
model the class membership of the households, along the lines of Anderson et al. (2016). Furthermore,
the possibility of using concomitant variables at different levels of aggregation—households nested
within EU countries (Konte 2016)—can contribute to explain variation between and within countries for
each income class.
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Appendix A

Appendix A.1. Gini Segmentation

To derive the segmentation version of GINI in the context of continuous distributions note that:
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From the second component, consider a typical term:∫ ∞
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Appendix A.2. National Class Membership Cumulative Density

Figure A1. Cont.
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Figure A1. Cont.
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Figure A1. Class membership cumulative density, years 2006 and 2015.
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Abstract: This paper draws upon influence function regression methods to determine where foreign
workers stand in the distribution of private sector wages in Luxembourg, and assess whether and
how much their wages contribute to wage inequality. This is quantified by measuring the effect
that a marginal increase in the proportion of foreign workers—foreign residents or cross-border
workers—would have on selected quantiles and measures of inequality. Analysis of the 2006 Structure
of Earnings Survey reveals that foreign workers have generally lower wages than natives and
therefore tend to haul the overall wage distribution downwards. Yet, their influence on wage
inequality reveals small and negative. All impacts are further muted when accounting for human
capital and, especially, job characteristics. Not observing any large positive inequality contribution
on the Luxembourg labour market is a striking result given the sheer size of the foreign workforce
and its polarization at both ends of the skill distribution.
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1. Introduction

While abundant research has documented the ‘nativity wage gap’—the wage difference
between foreign and native workers; see, among many others, Chiswick (1978); Borjas (1985, 1995);
Adsera and Chiswick (2007)—much less evidence is available on how foreign workers actually ‘fit in’
and contribute to the shape of the wage distributions in host countries. The objective of this paper is to
illustrate methods to examine the matter in question and describe how much foreign workers’ wages
contribute to private sector wage inequality in Luxembourg.

To be clear, our approach is descriptive or ‘static’: we are not attempting to identify causal or
general equilibrium impacts of immigrants on the total wage distribution (or on native workers
wages); see Blau and Kahn (2012); Card (2009) for reviews of this contentious literature.1 Instead,

1 The equilibrium impacts of immigration on the distribution of native workers wages remains a debated topic. They crucially
depend on the degree of complementarity or substitutability between foreign and native labour—and this may vary by
occupation and skill groups—so net impacts are not unambiguous. In the United States for instance, while Grossman (1982),
Card (1990) or, more recently, Card (2009) and Ottaviano and Peri (2012) show that the impact of immigration on native
wages is small or negligible, Borjas (1999, 2003) find that immigration lowers the wage of competing native workers.
Manacorda et al. (2012) and Dustmann et al. (2013) show that the impact of immigration on wages in the UK is heterogeneous
across the distribution: the overall effect on native wages is positive as a combination of a negative effect at lower percentiles
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we document where foreign workers’ earnings stand in the earnings distribution and quantify their
contribution to wage inequality. As we explain shortly, we do so by calculating the effect that a notional
marginal substitution of native workers for foreign workers would have on the shape of the earnings
distribution—on wage inequality indicators in particular. Checking if substituting native workers for
(observationally equivalent) foreign workers has any impact on distributional statistics turns out to be
an indirect but informative way to apprehend how foreign workers’ wages fit in and contribute to the
shape of the overall wage distribution.

The analysis builds upon (recentered) influence function (RIF) regression methods proposed in
Firpo et al. (2009) which capture how marginal changes in the distribution of covariates impact on
distributive statistics of interest. These statistics have typically been quantiles in recent applications,
but the methods can be applied to any statistic summarizing particular features of a distribution.
We consider both a series of quantiles (to analyse the overall shape of the distribution) and dispersion
measures, namely the variance, the Gini coefficient and three percentile ratios (to examine wage
inequality). Two key advantages of the RIF regression approach over, say, conventional inequality
decomposition methods (Shorrocks 1984) is that RIF regressions (i) apply generally to any conventional
statistic of interest and (ii) allow us to assess the distributive impact of foreign workers both
unconditionally and conditionally, that is, holding covariates (such as human capital and job
characteristics) that may account for wage differentials between native and foreign workers constant,
as we describe in more details in Section 2.2

With a share of foreign workers in total employment above 70 percent, Luxembourg is the
European Union country relying most on foreign labour to fuel its domestic economic activity.
These foreign workers are composed of both immigrants (that is, foreign workers residing
in Luxembourg) and cross-border workers (that is, foreign workers residing in neighbouring
countries—Belgium, France or Germany—but who are employed and work in Luxembourg). As per
official statistics from Statec, in the first quarter of 2013, Luxembourg natives represented just
29.2 percent of total employment, immigrants represented 26.8 percent and cross-border workers
represented 43.9 percent of total employment.3 In the fourth quarter of 2006—the period covered by
our analysis, see supra—the respective proportions were at 31.2 percent, 26.4 percent and 42.3 percent.
This atypical situation arises from the small size of the domestic population, comparatively high wages
and the supply of labour from neighbouring regions (see, e.g., Annaert 2004; OECD 2012).

Foreign labour in Luxembourg is largely European but is nonetheless heterogeneous
in skill and human capital and polarized on both low-skill and high-skill positions
(Amétépé and Hartmann-Hirsch 2011; Fusco et al. 2014). Such polarization is not uncommon.
Similar concentration on both tails has been documented for example in Switzerland
(Müller and Ramirez 2009) or the United Kingdom (Dustmann et al. 2013). Because of this
concentration in both ends of the occupation ladder and their sheer number, foreign workers are
typically perceived as pushing earnings dispersion upwards. This paper confronts such a claim to
data derived from a matched employer-employee dataset, the 2006 Luxembourg Structure of Earnings
survey. We separate out the potential contributions of immigrants and cross-border workers as they
differ in their characteristics—the latter being generally younger, better educated and with more recent
and weaker attachment to the Luxembourg labour market. Cross-border workers are also less strongly
polarized in skills and occupations than immigrants, exhibit lower within-group wage inequality and
may therefore be expected to have smaller influence on overall wage dispersion.

of the distribution but a positive effect at higher percentiles. No or small positive impacts have been identified in Spain and
Israel (Carrasco et al. 2008; Friedberg 2001).

2 See Van Kerm et al. (2017) for a study of the anatomy of wage differentials between natives and foreign workers using
alternative approaches.

3 See http://www.statistiques.public.lu/stat/TableViewer/tableView.aspx?ReportId=12916 (accessed 2018-08-30).
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Our first baseline finding is that, with only a few exceptions, foreign workers tend to drive the
wage distribution down: most quantiles of the wage distribution would be reduced by an increase in
the share of foreign workers. This is a direct implication of the lower wages generally paid to foreign
workers compared to natives (Van Kerm et al. 2017). However, we also find that their impact on wage
inequality is most often insignificant or even negative. All effects are further muted when human
capital and job characteristics are taken into account (that is, when one considers substitutions of
native workers for foreign workers with similar characteristics).

Section 2 formally defines the parameters of interest and details the RIF regression methodology.
Section 3 describes the data used in the analysis. Section 4 presents our results and Section 5 concludes.

2. Methods

Our analysis of the distributive footprint of foreign workers rests on a simple extension of the
influence function regression methods developed in Firpo et al. (2009). We assess the contribution
of foreign workers to the overall distribution of wages by measuring the impact that a (marginal)
substitution of native workers by foreign workers would have on several distributional statistics
(holding the wages of different types of workers unchanged). This impact depends on the locations of
wage distributions of native and foreign workers relative to each other and reflect the implications of
this configuration for different distributional statistics of interest.

2.1. Gâteaux Derivatives for Changes in Covariate Distributions

The central concept is the directional derivative of statistical functionals known as the Gâteaux
derivative (Dugger and Lambert 2014; Gâteaux 1913). Let F be the cumulative distribution function of
the random variable studied—here, wages in Luxembourg—and υ(F) denote a functional of interest,
such as a mean, median, variance, or some more complex measure such as the Gini coefficient.
Denote by G some alternative distribution function (which we will further specify below). The Gâteaux
derivative of υ at F in the direction of G captures how υ responds to an infinitesimal modification of F
obtained by mixing the two distributions

∇υF→G := lim
ε↓0

υ(HF,G
ε )− υ(F)

ε
(1)

where
HF,G

ε (y) = (1 − ε)F(y) + εG(y)

(see Hampel et al. 1986; Huber 1981).
To study the contribution of foreign workers, let us construct G as follows. First, write the

distribution F as a combination of wage distributions for different workers types weighted by their
respective employment shares:

F(y) = ∑
x∈Ω

sx FY|X=x(y)

where Ω denotes a set of K workers types, sx is the proportion of workers of type x in total
employment, and FY|X=x denotes the wage distribution among workers of type x. We will here
distinguish workers by their nationality and country of residence and form a partition across three types
Ω = {National resident, Foreign resident, Cross-border worker} (see below for detailed definitions).
Let us now define a distribution obtained by increasing the share of type k workers and reducing
the share of type r workers (the ‘reference’ type) by the same amount, but holding the conditional
distributions FY|X=x constant:

G1
k (y) := (sk + t) FY|X=k(y) + (sr − t) FY|X=r(y) + ∑

x∈Ω\{k,r}
sx FY|X=x(y).
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The distributions F and G1
k are obtained by ‘swapping shares’ and differ only in the relative

proportions of workers k and r. With this definition, the Gâteaux derivative of υ(F) in the direction
of G1

k , ∇υF→G1
k
, captures how υ would respond to an exchange of type r workers for type k workers.

We label this measure the unconditional effect (UE) of workers type k on υ

UE(υ(F), k) := ∇υF→G1
k
.

The sign and magnitude of UE(υ(F), k) depend on differences in the conditional distributions
of the different types of workers, their shares, and on the nature of υ. For example, imagine type k
workers were mainly found in both tails of the wage distribution (that is, if FY|X=k had a bimodal
distribution with modes at high and low wages) and type r workers were mainly located in the middle
of the wage distribution. One would then expect UE(υ(F), k) for central tendency measures (such as
the mean or the median) to be about zero, while UE(υ(F), k) for measures of inequality or dispersion
would be positive since we would have more workers with wages in the tails of the distributions.

Our definition of G1
k is a special case of the more general form of counterfactual distribution G∗

examined in Firpo et al. (2009) which is obtained by changing the (joint) distribution of (potentially
many) conditioning variables from FX to GX but holding the conditional distributions of wages
FY|X=x constant,

G∗(y) :=
∫

ΩX

FY|x(y)dGX(x).

Firpo et al. (2009, Theorem 1) demonstrate that for such a G∗, the Gâteaux derivative is obtained by
integrating the conditional expectation of the influence function of υ(F) with respect to the conditioning
variables X,4

∇υF→G∗ =
∫

ΩX

E [IF(y; υ, F)|X = x] d(G∗
X − FX)(x). (2)

(The shape of the influence function IF(y; υ, F) is described in more detail below.)
Firpo et al. (2009, Corollary 1) further show that in case distribution G∗

X is obtained by applying a
‘location shift’ to a continuous variable from Xj to Xj + t then ∇υF→G∗ is equal to the average partial
derivative

∇υF→G∗ =
∫

∂E [IF(y; υ, F)|X = x]
∂x

dFX(x). (3)

This motivates Firpo et al.’s (2009) application of (recentered) influence function regression to estimate
∇υF→G∗ (see below).

A ‘location shift’ is inadequate for covariates following a multinomial distribution—such as our
workers type variable—since the distribution of X + t is undefined when X can only take on a set of
fixed, discrete values. An analogous expression can be however derived for G∗ based on ‘shares swaps’
rather than ‘location shifts’. Consider first the case of a single covariate. The ‘shares swap’ described
above to construct G1

k consists in exchanging a fixed fraction of type k data mass for type r data mass.
We show in Appendix A that ∇υF→G1

k
based on such a ‘shares swap’ can be expressed as

∇υF→G1
k

= (E [IF(y; υ, F)|X = k]− E [IF(y; υ, F)|X = r])× t (4)

where E[IF(y; υ, F)|X = x] is the expected value of IF(y; υ, F) among workers of type x. This result is a
extension of Firpo et al. (2007, Corollary 3) to the case of multinomial variables and is a discrete data
variant of Equation (3). Note however the presence of the scaling factor t. While Firpo et al. (2009) set
t = 1 for the ‘location shift’ definition of G∗, this would imply implausible subgroup shares (sr − t) ≤ 1

4 Please note that Theorem 1 in Firpo et al. (2009) integrates the recentered influence function defined as RIF(y; υ, F) =
υ(F) + IF(y; υ, F). Our expression in terms of the influence function is equivalent since υ(F) in the recentered influence
function expression of the theorem can be differenced away.

290



Econometrics 2018, 6, 41

and (sk + t) ≥ 1 in our definition of G∗. We adopt instead t = 0.10 to keep counterfactual subgroup
shares between 0 and 1.

Consider now the case of multiple covariates. One limitation of G1
k is that changing the shares of

workers k and r may imply changing the distribution of other relevant characteristics that determine
wages and are correlated with workers types. In this case, it would be unclear if UE(υ(F), k) captures
the effect of changes in workers type directly or through the implied change in other characteristics.
Imagine foreign workers are low-skilled and primarily work in low-paid occupations. The UE on, say,
mean wages of an increase in the proportion of foreign workers is then likely negative, since it increases
disproportionately low-paid workers overall. In the presence of multiple conditioning variables,
there is interest in constructing a ‘shares swap’ which transforms the distribution of variable X but
leaves the distribution of other observable conditioning variables Z unchanged, as Firpo et al. (2009) do
with location shift counterfactuals. We therefore consider a substitution between native and immigrant
workers done conditionally on a set of human capital and/or job characteristics Z. A proportion t
of workers are assumed substituted within all configurations of Z so as to marginally change the
proportion of foreign workers but preserve the overall distribution of workers’ characteristics Z in the
population. This is obtained by defining

G2
k (y) :=

∫
ΩZ

((sk|Z=z + t) FY|X=k,Z=z(y) + (sr|Z=z − t) FY|X=r,Z=z(y)

+ ∑
x∈Ω\{k,r}

sx|Z=z FY|X=x,Z=z(y) ) fZ(z)dz

and FY|X=x,Z=z and sx|Z=z now denote respectively the conditional distribution of wage given worker
type x and characteristics z and the share of workers of type x among workers with characteristics z.
This substitution leaves the distribution of covariates Z unchanged. Appendix A shows that, by an
immediate extension of Firpo et al. (2007, Corollary 3), ∇υF→G2

k
also takes the form of a discrete average

partial effect

UPE(υ(F), k) := ∇υF→G2
k

=

(∫
ΩZ

E[IF(y; υ, F)|X = k, Z = z]− E[IF(y; υ, F)|X = r, Z = z] fZ(z)dz
)

t.

(5)

This defines the second quantity of interest that we examine in the paper and that we label the
‘unconditional partial effect’ (UPE) of workers type k on υ, UPE(υ(F), k), as Firpo et al. (2009) do.5

2.2. Influence Functions

The influence function of a functional reflects its sensitivity to different areas of the distribution.
Formally, the influence function is the Gâteaux derivative of F in the direction of a Dirac distribution
Δy that has point mass at y:

IF(y; υ, F) := ∇υF→Δy = lim
ε↓0

υ((1 − ε)F + εΔy)− υ(F)
ε

and Δy(s) = 0 if s < y and 1 otherwise (Hampel 1974). Expressions for influence functions have been
derived for most functionals commonly used in distributive analysis (see, e.g., Essama-Nssah and
Lambert 2012).

5 The unconditional partial effect is labelled a ‘policy effect’ in Rothe (2010) or a ‘counterfactual effect’ in
Chernozhukov et al. (2013).
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In our empirical application, we examine a variety of distributional functionals: (i) 19 ventiles
are examined to show the general contribution of foreign workers to the overall wage distribution,
and (ii) several dispersion measures are examined to capture their influence on wage inequality,
namely the variance, the Gini coefficient, and the percentile ratios P90/P10, P90/P50 and P50/P10.6

These functionals have well-known influence function. The IF for quantile τ is

IF(y; qτ , F) =
τ − 1 [y ≤ qτ ]

f (qτ)

where f (qτ) is the density function at the quantile τ (Firpo et al. 2009). The IF for ratios of quantiles is
obtained by applying the derivation rules described in Deville (1999):

IF (y; R(qh, ql), F) =
1
ql

(
IF(y; qh, F)− qh

ql
IF(y; ql , F)

)
where R(qh, ql) =

qh
ql

denotes the ratio of two quantiles, corresponding here to the percentiles ratios
P90/P10, P90/P50 and P50/P10. Finally, the IF for the variance and the Gini coefficient are, respectively,

IF(y; Var, F) = Var(F) + (y − μ(F))2

and

IF(y; GINI, F) = −μ(F) + y
μ(F)

GINI(F) + 1 − y
μ(F)

+
2

μ(F)

∫ y

0
F(x)dx

(see, e.g., Essama-Nssah and Lambert 2012).

2.3. Estimation by Influence Function Regression

UE(υ(F), k) and UPE(υ(F), k) are functions of conditional expectations of influence functions
evaluated at different values of covariates. Assuming a linear and additive relationship between x, z
and IF(y; υ, F) leads to an estimator for UPE or UPE called the RIF-OLS estimator by Firpo et al. (2009):

E[IF(y; υ, F)|X = x, Z = z] = α + zγ + ∑
g∈Ω\{r}

βg1 [g = x] (6)

where 1 [g = x] is a dummy for worker type x and z is a vector of potential additional covariates.
Inserting Equation (6) in Equations (4) and (5) shows that, under this specification, tβk equals
UE(υ(F), k) in the absence of any additional covariates zi and equals UPE(υ(F), k) if covariates zi are
included in the model. (Notice that the dummy for natives (1 [g = r]) is taken as omitted category.).
An influence function regression therefore provides a straightforward way to estimate UE and UPE.

A more flexible specification can allow for interactions between X and Z in the estimation of UPE
and still provide straightforward estimation

E[IF(y; υ, F)|X = x, Z = z] = α + zγ + ∑
g∈Ω\{r}

(
βg + zγg

)
1 [g = x] . (7)

Inserting this specification in Equation (5) gives

UPE(υ(F), k) = t
(

βk +
∫

ΩZ

zγk fZ(z)dz
)

, (8)

6 Estimates based on several other relative inequality measures were also examined (quantile group shares ratios, the standard
deviation of log wage, generalized entropy measures) and lead to similar conclusions. They are not reported here but are
available on request.
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that is, UPE(υ(F), k) is the discrete partial effect of the workers type dummy variables on IF(y; υ, F)
averaged over all additional covariates distributions.

Note that the dependent variable in the RIF-OLS regressions (IF(yi; υ, F)) is a function of F which
is unknown but itself derived from one’s sample. First, the value of IF(yi; υ, F̂) is computed for all
sample observations i for the statistic of interest υ. Second, IF(yi; υ, F̂) is regressed by OLS on worker
type dummies xi and, for UPE(υ(F), k), on additional covariates zi. This two-stage procedure therefore
results in complex sample dependence between observations which can be taken into account by
resorting to bootstrap resampling for inference (Firpo et al. 2009).

3. Data

Our analysis exploits data from the 2006 Luxembourg Structure of Earnings Survey. The survey is
collected in all European Union countries on the basis of common variable definitions and sampling
design defined in European Community regulations. It aims to provide detailed information on
earnings in the European Union. The Luxembourg SES is collected by STATEC—Institut national de la
statistique et des études économiques, the national statistical institute.

The SES is a nationally representative matched employer-employee survey covering, in 2006,
non-profit and private sector firms (NACE C–K and M–O) employing at least 10 workers. This sampling
frame covers 79 percent of salaried workers in Luxembourg at the time of the survey (STATEC 2009).7

The distinctive feature of the SES in the context of Luxembourg is that—since it is based on a sampling
frame of firms—it collects information on both resident and cross-border workers.

The survey has a two-stage design. A sample of firms (stratified by firm size) was drawn in
a first stage. A sample of workers from the selected firms was drawn in a second stage. In total,
the 2006 Luxembourg SES dataset covers 1856 firms and 31,329 workers (STATEC 2009). Information
is available on both employers (sector of activity, size, collective agreement coverage) and employees
(earnings plus basic demographic information (including educational achievements) and occupation
and job characteristics).

Table 1 describes the distribution of gross hourly wage in our sample for three distinct groups of
workers: Luxembourg nationals, immigrants (foreign residents) and cross-border worker. Hourly wage
is calculated as the earnings received in the month of reference of the survey (October 2006) divided
by the number of paid hours worked in the month. We limit the sample to workers aged 18 to 65.
Luxembourg workers have much higher wages than foreign workers. Mean wage of Luxembourg
workers is 29% higher than mean wage of immigrant workers (�23.23 versus �18.02) and 30% higher
than mean wage for cross-border workers (�23.23 versus �17.83). Median wages differ across the
groups in even stronger proportions with Luxembourg workers having 46% and 36% higher median
wage than immigrant workers and cross-border workers respectively. While cross-border workers and
immigrant workers have similar mean and median wage, wage dispersion—whether measured by the
Gini coefficient, the variance of wages or percentile ratios—is much higher among immigrant workers.
In turn, native workers exhibit about the same degree of wage inequality as immigrant workers, but at
much higher levels of wage. Differences in the distribution of wages across the three groups are
illustrated further in Figure 1 which shows the density function of the overall wage distribution (on a
logarithmic scale) along with the distributions for the three subgroups scaled by their employment
shares. The three groups clearly exhibit different distributions of wage both in location and in spread.
Given this complex configuration, the contribution of foreign workers to overall inequality is far from
obvious and is difficult to deduce from subgroup summary indicators.

7 Most noticeably, civil servants and agricultural sector workers are excluded from the sampling frame. These sectors employ
only few foreign workers (in particular cross-border workers).
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Table 1. Employment share and hourly wage distribution statistics by worker type (Luxembourg
nationals, immigrants and cross-border workers).

Luxembourg Immigrant Cross-Border
Nationals Workers Workers

Employment share 0.25 0.27 0.49

Mean and selected percentiles (�)
Mean 23.2 18.0 17.8
10th percentile (P10) 10.7 9.1 10.2
25th percentile (P25) 14.5 10.9 12.0
Median (P50) 20.3 13.9 14.9
75th percentile (P75) 27.9 20.1 20.4
90th percentile (P90) 37.0 31.6 28.8

Measures of dispersion and inequality
Standard deviation 15.3 13.2 10.3
Gini coefficient 0.284 0.303 0.251
P90/P10 ratio 3.5 3.5 2.8
P50/P10 ratio 1.9 1.5 1.5
P90/P50 ratio 1.8 2.3 1.9

Notes: Based on the 2006 Luxembourg Structure of Earnings Survey. Sample weights applied.

Total population
 Share: 1.00
 Mean: 0.25
 Gini: 0.283

Cross-border workers
 Share: 0.49
 Mean: 17.83
 Gini: 0.251

Immigrants
 Share: 0.27
 Mean: 18.02
 Gini: 0.303

Native workers
 Share: 0.25
 Mean: 23.23
 Gini: 0.284
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Figure 1. Hourly wage distribution: density function estimates for total population and by worker type.
Note: Subgroup densities are scaled by subgroup employment share. Source: Structure of Earnings
Survey for Luxembourg 2006.

Additionally, the three subgroups differ a lot in job and productivity-related characteristics;
see Table 2. This partly accounts for the wage differences between natives and foreign workers.
For instance, native workers are more likely to work in large firms, have much longer job tenure or
more likely to hold supervisory positions. Immigrants are more likely to work in the construction
sector while cross-border workers are more likely to work in the real estate sector. Worth noting is
also the polarized distribution of educational achievements of immigrants—with a higher fraction of
both primary and tertiary education workers. Cross-border workers generally have higher educational
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achievements, but are also younger and have the lowest job tenure. Careful qualification of the
contribution of foreign workers to wage inequality ought to account for these differences.

Table 2. Detailed nationality, human capital and job characteristics by worker type (Luxembourg
nationals, immigrants and cross-border workers).

Luxembourg Immigrant Cross-Border
Nationals Workers Workers

Luxembourg 1.00 – –
Belgian – 0.08 0.22
French – 0.13 0.50
German – 0.05 0.22
Portuguese – 0.47 0.01
Other EU – 0.18 0.04
Non-EU – 0.10 0.01

Female 0.39 0.38 0.32
Age 39.90 37.63 37.20
Primary educ. or less (ref.) 0.11 0.24 0.08
Secondary education 0.80 0.62 0.80
Tertiary education 0.08 0.14 0.12

Years at current employer 11.82 6.32 5.59
Manager 0.17 0.14 0.14
10–49 employees in firm 0.24 0.32 0.27
50–249 employees in firm 0.24 0.30 0.35
250–499 employees in firm (ref.) 0.11 0.13 0.14
500–999 employees in firm 0.08 0.11 0.11
1000+ employees in firm 0.33 0.14 0.13
Part time contract 0.18 0.15 0.13

Industry/Manufacture 0.17 0.10 0.18
Construction 0.05 0.21 0.14
Wholesale 0.12 0.10 0.13
Hotel/Restaurant 0.01 0.06 0.03
Trans/Comm 0.16 0.07 0.09
Finance 0.17 0.16 0.17
Real estate 0.08 0.18 0.19
Education, Health & Other not-for-profit (ref.) 0.24 0.11 0.08

Managerial 0.07 0.06 0.04
Professional 0.10 0.09 0.12
Associate professional 0.23 0.13 0.18
Clerk 0.23 0.11 0.15
Service worker 0.09 0.10 0.11
Craft and trade worker 0.13 0.21 0.20
Manufacturers 0.08 0.09 0.13
Low skilled and laborer (ref.) 0.08 0.20 0.07

Number of observations 7537 8367 15105

Notes: Based on the 2006 Luxembourg Structure of Earnings Survey. Sample weights applied.

4. Results

How do foreign workers contribute to the shape of the private sector wage distributions in
Luxembourg?
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4.1. Unconditional Impacts: UE Estimates

Figure 2 shows our first baseline results: the UEs on a set of 19 quantiles from the 5th percentile to
the 95th percentile for both immigrants and cross-border workers.8 The quantile UEs are negative for
both groups of workers: given the configuration of each group’s wage distribution relative to each
other, a marginal increase in the share of foreign workers would haul the overall wage distribution
downwards. The quantile UEs for immigrants are lower than for cross-border workers until the 70th
percentile. This is a reflection of immigrants’ comparatively lower wages and their relatively larger
concentration in the bottom part of the wage distribution. Beyond the 70th percentile, the quantile UEs
for cross-border workers continue to decline while they start increasing for immigrants. This finding
brings empirical support to claims that immigrants in Luxembourg include both top earners that
contribute to high wages as much as natives do (yet not more) and low skill migrants that drive bottom
quantiles down (Amétépé and Hartmann-Hirsch 2011). The pattern does not hold true however for
cross-border workers.
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Figure 2. Estimates of unconditional effects (UE) on quantiles of the wage distribution for immigrant
and cross-border workers.

What these patterns imply for wage dispersion and inequality can be read from estimates of UEs
on inequality measures reported in Table 3 under Model 1. All estimates (but one) for both immigrant
and cross-border workers are negative. The only exception is the contribution to the P90/P50 ratio
of immigrant workers. Overall, wages of foreign workers tend to reduce inequality; moving towards
a distribution composed of 10 percentage point less Luxembourg workers and 10 percentage points
more foreign workers (holding the wage distributions within each group constant) would lead to a

8 RIF regression calculations were done with the statistical software Stata (version 14.2) (StataCorp 2015) and the user-written
package for Stata rifreg available from Nicole Fortin at http://faculty.arts.ubc.ca/nfortin/datahead.html. Bootstrap
confidence intervals for the UE and UPE estimates were constructed on the basis of 1,000 replications from a repeated
half-sample bootstrap resampling scheme (Saigo et al. 2001) and account for the two-stage design of the survey (see
Section 3). We use the rhsbsample Stata user-written package for generating the replication weights (Van Kerm 2013).
Pointwise confidence intervals are based on the bias-corrected percentile method (Efron 1981).
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reduction of inequality. Magnitudes are very small however. They are close to zero and not statistically
different thereof for immigrant workers. UE estimates are different from zero for cross-border workers,
but they remain small. For example, using these estimates to approximate the change in the Gini
suggests a reduction of the Gini of only 0.005 against a baseline Gini of 0.283.9 This finding contrasts
what could be conjectured from the polarization of foreign workers in both tails of the skill and pay
distributions and the evidence on the quantile UEs from Figure 2. The wage distribution of foreign
workers does not appear so polarized (compared to the distribution of native workers) as to drive
inequality upwards.

The only exception to the negative UEs is the contribution of immigrant workers to the P90/P50
ratio. This ratio differs somewhat from the other indices in that it captures ‘upper half inequality’.
The rebound of the quantile UEs for immigrant workers at the top of the distribution shown in Figure 2
explains this exception. All quantiles would be dragged down by “moving towards” more immigrant
workers but the decline is stronger at the median than at the top of the distribution. This suggests that
a share of foreign workers are located at high wages and do contribute to upper-end inequality.

Table 3. Estimates of UEs (Model 1) and UPEs (Model 2 and Model 3) on the variance of hourly wages
and indicators of relative inequality.

UE UPE

Model 1 Model 2a Model 2b Model 3a Model 3b

Variance

Immigrant worker −7.58 −6.97 −7.92 −1.91 −1.16
(6.75) (7.85) (8.59) (4.83) (3.53)

Cross-border worker −14.17 −13.52 −14.57 −6.76 −5.31
(6.20) (7.29) (7.85) (4.30) (2.59)

Gini coefficient

Immigrant worker −0.0003 −0.0004 −0.0007 0.0002 0.0006
(0.0016) (0.0017) (0.0019) (0.0012) (0.0011)

Cross-border worker −0.0054 −0.0053 −0.0053 −0.0030 −0.0021
(0.0015) (0.0015) (0.0017) (0.0010) (0.0008)

Percentile ratio P90/P10

Immigrant worker −0.022 −0.005 −0.009 0.003 0.010
(0.014) (0.013) (0.013) (0.011) (0.012)

Cross-border worker −0.091 −0.071 −0.068 −0.044 −0.026
(0.013) (0.011) (0.011) (0.010) (0.010)

Percentile ratio P50/P10

Immigrant worker −0.032 −0.023 −0.024 −0.012 −0.012
(0.005) (0.005) (0.004) (0.003) (0.003)

Cross-border worker −0.043 −0.033 −0.032 −0.022 −0.020
(0.005) (0.005) (0.004) (0.004) (0.003)

9 Formally, the approximation is the leading term of a von Mises expansion of functional differences
(Fernholz 1983; Hampel 1974):

υ(G)− υ(F) =
∫ 1

0
IF(y; υ, F)dG(y) + r(υ, F, G)

≈
∫ 1

0
IF(y; υ, F)dG(y).

The accuracy of the approximation depends on how close G is to F. The connection to the Gâteaux derivative becomes
clearer if one sets ε = 1 in the definition Equation (1): the von Mises approximation consists in linearly projecting the
Gâteaux derivative (defined for infinitesimal mixing ε → 0) all the way from F to G (corresponding to ε = 1). This is
unlikely to be a good approximation for F and G far apart and therefore provides another argument for setting t relatively
small in the defnition of G.
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Table 3. Cont.

UE UPE

Model 1 Model 2a Model 2b Model 3a Model 3b

Percentile ratio P90/P50

Immigrant worker 0.028 0.027 0.026 0.017 0.021
(0.011) (0.009) (0.009) (0.007) (0.007)

Cross-border worker −0.002 −0.002 −0.001 0.001 0.009
(0.011) (0.010) (0.009) (0.007) (0.007)

Notes: Based on the 2006 Luxembourg Structure of Earnings Survey data. Model 1 does not include covariates
(and therefore estimates UEs), Model 2 includes human capital covariates, Model 3 includes both human
capital and job characteristics. Models 2a and 3a are based on a simple additive RIF-OLS regression models,
models 2b and 3b allow interaction between nationality groups and all covariates in the RIF-OLS regression.
Bootstrap standard errors in brackets.

4.2. Accounting for Human Capital and Job Characteristics: UPE Estimates

Cross-border workers and immigrants have markedly different characteristics from native
workers. It is therefore useful to consider UPEs that capture the locations of each subgroup’s wage
distributions relative to each other conditionally on covariates. This is where the interest of the
methodology materializes since traditional inequality decomposition analysis does not lean itself to
examining conditional wage distributions with a rich set of covariates. UPE captures the direction of a
change in quantiles and inequality measures for a change in the share of foreign and national workers
that would keep constant the overall distribution of human capital and job characteristics.

UPEs on 19 quantiles are shown in Figure 3: the top panel accounts for individual characteristics
only (age, gender and level of education), the bottom panel accounts for both individual and job
characteristics. (Full regression coefficient estimates for three selected quantiles are reported in
Appendix B.) Adjusting for individual characteristics reduces only moderately the absolute impact
of foreign workers. However, further adjusting for job characteristics markedly reduces this impact.
Quantile UPEs remain generally negative (except at the very bottom for cross-border workers and at
the very top for immigrants), but they are much smaller in absolute value and globally significantly
below zero only between the 35th and 80th percentiles. UPEs are, overall, very small throughout the
bottom half of the distribution. UPEs for cross-border workers become more markedly negative for
quantiles above the median and UPEs for immigrants display again a U-shape with declining values
until the 65th percentile and an increase up to about zero for the highest quantile.

The impacts of foreign workers on inequality measures are further muted. Table 3 under Model
2 and Model 3 reports estimates of inequality UPEs. Estimates under Model 2 control for human
capital characteristics only; estimates under Model 3 also control for job characteristics. Two sets
of estimates are reported. Estimates under Model 2a and 3a are based on the basic additive IF-OLS
model of Equation (6)—also used in Figure 3. Estimates under Model 2b and 3b are based on the more
flexible specification (7) allowing for interactions. All UPE estimates have the same sign as the UE
estimates. They remain negative and mostly significantly different from zero for cross-border workers,
while immigrant workers’ impacts on wage dispersion and inequality remain negative, small and not
significantly different from zero, with the exception of the P90/P50 ratio. The size of the coefficients
in Model 2 is comparable to UE estimates (Model 1). The coefficients fall in (absolute) size in Model
3 as part of the wage differences is driven by job characteristics, yet the coefficients tend to remain
significantly different from zero where the UEs were already significant.

298



Econometrics 2018, 6, 41

-1
.4

-1
.2

-1
-.8

-.6
-.4

-.2
0

.2
.4

U
nc

on
di

tio
na

l p
ar

tia
l e

ff
ec

t (
U

PE
) e

st
im

at
es

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
Wage quantile

Immigrants 95% CI CB workers 95% CI

(a)

-1
.4

-1
.2

-1
-.8

-.6
-.4

-.2
0

.2
.4

U
nc

on
di

tio
na

l p
ar

tia
l e

ff
ec

t (
U

PE
) e

st
im

at
es

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
Wage quantile

Immigrants 95% CI CB workers 95% CI

(b)

Figure 3. Estimates of unconditional partial effects (UPE) on quantiles of the wage distribution
for immigrant and cross-border (CB) workers. (a) Conditional on age, education level and gender;
(b) Conditional on age, education level, gender and job characteristics.

4.3. Impacts by Disaggregate Nationality Groups

Disaggregation of foreign workers types by less coarsely defined nationality groups leads to more
homogeneous subgroups and sheds some light on the patterns just observed. Cross-border workers
from France, Belgium and Germany form a relatively homogeneous labour force in terms of skill
composition. There is much more heterogeneity across immigrant groups. Portuguese immigrants
with generally low educational achievements form the largest share of immigrants (47 percent in our
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sample). Belgian, French and German immigrants taken together represent 26 percent of our sample,
other EU immigrants, 18 percent and non-EU immigrants, 10 percent.

Figures 4 and 5 show disaggregated quantile UEs and UPEs by country of residence
(for cross-border workers) and by broad nationality groups (for immigrants). The coefficients are
for marginal impacts of substituting workers from one of these groups against native residents.
Unsurprisingly, the impacts of the three cross-border groups are similar, with the largest negative
impact attributed to Belgian residents. There is much more heterogeneity across immigrant groups.
Portuguese immigrants are consistently found to depress all quantiles: they are paid relatively low
wages. However the impact largely disappears (even at high quantiles) after controlling for individual
and job characteristics. At the other end of the spectrum, Belgian, German and French residents appear
to have positive UEs, especially at top quantiles: they are paid higher wages than natives and drive
up the top quantiles.10 Non-EU and other EU immigrants have parallel profiles although at different
levels. UEs and UPEs for both groups exhibit a markedly U-shape; this suggests that a fraction of
the population in these groups tend to receive low pay (and therefore quickly reduce quantiles in the
bottom of the distribution) while a fraction of the groups is highly paid and increases top quantiles.
This pattern is particularly strong for non-EU immigrants that—after accounting for human capital and
job characteristics—is the group that depresses most bottom quantiles and increases most top quantiles.

Table 4 shows disaggregated UPE estimates for the Gini and the variance and Table 5 shows UPE
estimates for the percentile ratios. The P90/P50 ratio apart, the only group that appears to contribute
positively and significantly to inequality is the non-EU immigrants. By contrast, wages of French and
Belgian cross-border workers are consistently found to significantly reduce inequality (with similar
orders of magnitude). All other groups generally have no systematically significant impacts after
controlling for human capital and job characteristics. The UPEs of Portuguese residents is negative
and significant on the variance but the effects disappear on the Gini coefficient.
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Figure 4. Estimates of unconditional effects (UE) on quantiles of the wage distribution for immigrant
and cross-border workers disaggregated by nationality groups.

10 Endogenous selection is likely at play here with high wage workers from Belgium, France or Germany affording the
potential costs of migrating into Luxembourg.

300



Econometrics 2018, 6, 41

-2
.4

-2
-1

.6
-1

.2
-.8

-.4
0

.4
.8

U
nc

on
di

tio
na

l p
ar

tia
l e

ff
ec

t (
U

PE
) e

st
im

at
es

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
Wage quantile

CB
Ger

CB
Bel

CB
Fra

Be-Fr
-Ge Port Oth

EU
Non
EU

(a)

-2
.4

-2
-1

.6
-1

.2
-.8

-.4
0

.4
.8

U
nc

on
di

tio
na

l p
ar

tia
l e

ff
ec

t (
U

PE
) e

st
im

at
es

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1
Wage quantile

CB
Ger

CB
Bel

CB
Fra

Be-Fr
-Ge Port Oth

EU
Non
EU

(b)

Figure 5. Estimates of unconditional partial effects (UPE) on quantiles of the wage distribution for
immigrant and cross-border workers disaggregated by nationality groups. (a) Conditional on age,
education level and gender; (b) Conditional on age, education level, gender and job characteristics.
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Examination of percentile ratios shows again how the U-shape of quantile UEs imply that foreign
workers tend to increase dispersion in the upper half of the distribution and reduce dispersion in the
bottom half. This is mostly marked for non-EU residents.

Table 4. Estimates of UEs (Model 1) and UPEs (Model 2 and Model 3) on the variance of hourly wages
and the Gini coefficient for disaggregated nationality groups.

UE UPE

Model 1 Model 2a Model 2b Model 3a Model 3b

Variance

Be-Fr-Ge resident 3.91 −6.84 −3.91 −6.37 −4.74
(9.31) (11.77) (10.57) (9.33) (5.34)

Portuguese resident −19.42 −10.56 −20.31 −1.41 −13.45
(7.13) (6.95) (8.83) (3.03) (3.79)

Other EU resident −0.32 −4.95 −7.33 −2.66 −4.42
(8.02) (9.42) (9.25) (6.52) (4.23)

Non-EU resident 5.42 5.98 0.63 11.51 3.58
(5.33) (5.09) (6.85) (5.60) (8.46)

German CB −10.72 −10.41 −11.22 −3.62 −1.77
(6.63) (7.76) (8.29) (5.40) (4.47)

French CB −17.66 −15.51 −17.82 −7.27 −8.71
(6.62) (7.56) (8.34) (4.05) (2.95)

Belgian CB −10.20 −11.92 −12.07 −8.23 −4.32
(5.24) (6.57) (6.68) (4.08) (2.22)

Gini coefficient

Be-Fr-Ge resident 0.0029 −0.0019 −0.0006 −0.0026 −0.0016
(0.0019) (0.0023) (0.0021) (0.0018) (0.0012)

Portuguese resident −0.0046 −0.0012 −0.0063 0.0007 −0.0061
(0.0019) (0.0018) (0.0019) (0.0010) (0.0010)

Other EU resident 0.0027 0.0006 −0.0003 0.0007 −0.0003
(0.0022) (0.0024) (0.0022) (0.0018) (0.0013)

Non-EU resident 0.0060 0.0058 0.0047 0.0057 0.0050
(0.0021) (0.0020) (0.0026) (0.0018) (0.0028)

German CB −0.0044 −0.0043 −0.0037 −0.0013 −0.0001
(0.0016) (0.0017) (0.0019) (0.0014) (0.0016)

French CB −0.0066 −0.0059 −0.0067 −0.0034 −0.0039
(0.0016) (0.0016) (0.0018) (0.0010) (0.0008)

Belgian CB −0.0040 −0.0047 −0.0046 −0.0036 −0.0019
(0.0014) (0.0015) (0.0015) (0.0010) (0.0007)

Notes: Based on the 2006 Luxembourg Structure of Earnings Survey data. Model 1 does not include covariates
(and therefore estimates UEs), Model 2 includes human capital covariates, Model 3 includes both human
capital and job characteristics. Models 2a and 3a are based on a simple additive RIF-OLS regression models,
models 2b and 3b allow interaction between nationality groups and all covariates in the RIF-OLS regression.
Bootstrap standard errors in brackets.
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Table 5. Estimates of UEs (Model 1) and UPEs (Model 2 and Model 3) on three percentile ratios
(P90/P10, P50/P10 and P90/P50) for disaggregated nationality groups.

UE UPE

Model 1 Model 2a Model 2b Model 3a Model 3b

Percentile ratio P90/P10

Be-Fr-Ge resident 0.028 −0.011 0.001 −0.029 −0.011
(0.016) (0.013) (0.013) (0.013) (0.012)

Portuguese resident −0.082 −0.023 −0.091 0.007 −0.082
(0.019) (0.018) (0.017) (0.013) (0.015)

Other EU resident 0.027 0.017 0.013 0.013 0.009
(0.021) (0.019) (0.018) (0.018) (0.016)

Non-EU resident 0.042 0.058 0.042 0.055 0.067
(0.026) (0.023) (0.028) (0.020) (0.028)

German CB −0.083 −0.063 −0.046 −0.021 −0.004
(0.015) (0.013) (0.017) (0.014) (0.021)

French CB −0.106 −0.081 −0.084 −0.052 −0.048
(0.014) (0.012) (0.012) (0.010) (0.011)

Belgian CB −0.068 −0.059 −0.059 −0.048 −0.026
(0.013) (0.011) (0.011) (0.011) (0.010)

Percentile ratio P50/P10

Be-Fr-Ge resident −0.005 −0.010 −0.009 −0.013 −0.009
(0.004) (0.004) (0.004) (0.004) (0.005)

Portuguese resident −0.059 −0.040 −0.048 −0.015 −0.023
(0.008) (0.007) (0.008) (0.005) (0.007)

Other EU resident −0.007 −0.005 −0.004 −0.005 −0.002
(0.005) (0.004) (0.004) (0.004) (0.004)

Non-EU resident −0.026 −0.017 −0.024 −0.007 −0.011
(0.009) (0.008) (0.008) (0.007) (0.006)

German CB −0.044 −0.032 −0.030 −0.018 −0.022
(0.007) (0.006) (0.006) (0.004) (0.005)

French CB −0.048 −0.038 −0.036 −0.027 −0.022
(0.006) (0.005) (0.005) (0.004) (0.004)

Belgian CB −0.032 −0.025 −0.027 −0.019 −0.021
(0.005) (0.004) (0.004) (0.004) (0.004)

Percentile ratio P90/P50

Be-Fr-Ge resident 0.025 0.006 0.012 −0.001 0.004
(0.009) (0.008) (0.008) (0.008) (0.008)

Portuguese resident 0.024 0.037 0.004 0.025 −0.023
(0.017) (0.014) (0.015) (0.009) (0.012)

Other EU resident 0.026 0.017 0.013 0.014 0.008
(0.012) (0.011) (0.010) (0.011) (0.010)

Non-EU resident 0.060 0.059 0.058 0.043 0.057
(0.014) (0.012) (0.015) (0.011) (0.016)

German CB 0.004 0.002 0.011 0.010 0.026
(0.012) (0.010) (0.012) (0.008) (0.014)

French CB −0.004 −0.002 −0.006 0.002 −0.002
(0.013) (0.011) (0.010) (0.008) (0.008)

Belgian CB −0.001 −0.004 −0.002 −0.006 0.010
(0.009) (0.009) (0.009) (0.007) (0.007)

Notes: Based on the 2006 Luxembourg Structure of Earnings Survey data. Model 1 does not include covariates
(and therefore estimates UEs), Model 2 includes human capital covariates, Model 3 includes both human
capital and job characteristics. Models 2a and 3a are based on a simple additive RIF-OLS regression models,
models 2b and 3b allow interaction between nationality groups and all covariates in the RIF-OLS regression.
Bootstrap standard errors in brackets.
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5. Summary and Conclusions

This paper assesses how foreign workers fit in and contribute to the shape of the wage distribution
in Luxembourg, a high immigration country. We empirically confront claims that foreign workers
wages inflate overall wage inequality. We do this indirectly. Following Firpo et al. (2009) and
Rothe (2010), we define distributional parameters of interest that quantify how various distributional
statistics would respond to a notional marginal substitution of native workers for foreign workers.
This is estimated both unconditionally and conditionally on workers’ human capital and job
characteristics using influence function regression.

We remark first that quantiles of the wage distribution are generally driven down by foreign
workers. Exceptions are only found for top quantiles which are driven up by immigrants from
neighbouring countries and other EU countries (Portugal excluded) if we do not condition on covariates,
and by non-EU immigrants and EU immigrants (Portugal and neighbouring countries excluded) if
we condition on human capital and job characteristics. This is consistent with the fact that foreign
workers are polarized and ‘sandwich’ the distribution at both high skill and low skill positions.
The implication of these patterns for wage inequality is very limited however. There is hardly any
indication that immigrants wages inflate the variance, the Gini coefficient or percentile ratios. The only
significant exception is for non-EU immigrants—not more than 10 percent of immigrants—that appear
to contribute positively to wage dispersion. All other immigrants affect inequality downwards if at all,
while cross-border workers significantly drive inequality down.

Influence function regression reveals well-suited to the type of analysis conducted in this paper,
and it could easily be expanded to additional distributional statistics, such as measures of earnings
polarization or low pay. Of course, resulting estimates of marginal impacts must not be mis-interpreted
as long-term general equilibrium effects of migration. We do not estimate longer-term equilibrium
effects of such a change in employment composition or, to put it differently, we assume wages of
employed workers to be unaffected by a marginal increase in foreign workers in total employment.11

Our results instead provide descriptive evidence on how the structure of wages of foreign workers
contribute to the overall wage distribution and in particular to wage inequality.
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Appendix A. Proofs

Assume for clarity, and without loss of generality, that the multinomial variable of workers type
X takes on values 0, 1, . . . , K and its cumulative distribution FX can be written

FX(x) =
K

∑
j=0

sj1 [x ≥ j]

11 Please note that estimates of general equilibrium effects of immigration available for other countries are in fact generally
small (Blau and Kahn 2012; Card 2009), although of course these findings may not necessarily apply to the Luxembourg case.
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(where 1 [cond] is 1 if cond is true and 0 otherwise). The distribution of workers type after shifting
shares from the reference worker type r to worker type k, G1,k

X , is then

G1,k
X (x) =

K

∑
j=0

s∗j 1 [x ≥ j]

where s∗r = sr − t, s∗k = sk + t, and s∗j = sj otherwise. The implied difference in the probability

distributions d(G1,k
X − FX) is

d(G1,k
X − FX)(x) = t (1 [x = k]− 1 [x = r])

=

⎧⎪⎨⎪⎩
t if x = k
−t if x = r
0 otherwise

Using Theorem 1 from Firpo et al. (2009) and inserting d(G1,k
X − FX)(x) in Equation (2) we have our

resulting expression

UE(υ(F), k) = (E [IF(y; υ, F)|X = k]− E [IF(y; υ, F)|X = r]) t.

Derivation of the expression for UPE(υ(F), k) follows the same logic, after conditioning on
covariates Z. Let us first write the joint distribution of covariates X and Z

FX,Z(x, z) = FX|Z≤z(x) FZ(z)

=

(
K

∑
j=0

sj|Z≤z1 [x ≥ j]

)
FZ(z)

and G2,k
X,Z as

G2,k
X,Z(x, z) =

(
K

∑
j=0

s∗j|Z≤z1 [x ≥ j]

)
FZ(z)

where the shares of workers types conditional on Z are s∗r|Z≤z = sr|Z≤z − t, s∗k|Z≤z = sk|Z≤z + t, and
s∗j|Z≤z = sj|Z≤z otherwise. We now have

d(G2,k
X,Z − FX,Z)(x, z) =

⎧⎪⎨⎪⎩
t dFZ(z) if x = k
−t dFZ(z) if x = r

0 otherwise

Using Theorem 1 from Firpo et al. (2009) again, now expanded to the full set of covariates X and
Z, namely

∇υF→G∗ =
∫

ΩZ

∫
ΩX

E [IF(y; υ, F)|X = x, Z = z] d(G∗
X,Z − FX,Z)(x, z) (A1)

and substituting d(G2,k
X,Z − FX,Z)(x, z) in Equation (A1) yields our second main expression

UPE(υ(F), k) = ∇υF→G2
k

=

(∫
ΩZ

(E [IF(y; υ, F)|X = k, Z = z]− E [IF(y; υ, F)|X = r, Z = z]) dFZ(z)
)

t.
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Appendix B. Detailed Influence Function Regression Results

Table A1. Coefficient estimates of influence function regressions - P10.

Aggregate Nationality Groups Disaggregate Nationality Groups

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Immigrant worker −0.154 * −0.102 * −0.018 †

Cross-border worker −0.027 ‡ 0.002 0.042 *
Be-Fr-Ge resident 0.018 ‡ 0.024 † 0.049 *
Portuguese resident −0.258 * −0.178 * −0.056 *
Other EU resident −0.045 * −0.023 ‡ 0.006
Non-EU resident −0.314 * −0.250 * −0.107 *
German CB 0.031 † 0.059 * 0.047 *
French CB −0.073 * −0.031 † 0.039 *
Belgian CB 0.016 0.021 † 0.039 *
Female −0.187 * −0.121 * −0.185 * −0.119 *
Age 0.434 * 0.385 * 0.425 * 0.384 *
Age squared/100 −0.005 * −0.004 * −0.005 * −0.004 *
Secondary education 0.130 * 0.008 0.100 * 0.002
Tertiary education 0.304 * 0.066 † 0.245 * 0.053 ‡

Job tenure 0.186 * 0.148 * 0.191 * 0.152 *
Job tenure squared/100 −0.004 * −0.003 * −0.004 * −0.003 *
Manager 0.008 0.006
10–49 employees in firm 0.033 ‡ 0.035 ‡

50–249 employees in firm 0.041 † 0.042 †

500–999 employees in firm −0.070 ‡ −0.069 ‡

1000+ employees in firm 0.021 0.023
Part time contract −0.074 * −0.074 *
Industry/Manufacture −0.086 * −0.087 *
Construction −0.069 * −0.060 †

Wholesale −0.268 * −0.267 *
Hotel/Restaurant −0.374 * −0.372 *
Trans/Comm −0.050 ‡ −0.050 ‡

Finance −0.064 * −0.067 *
Real estate −0.159 * −0.157 *
Managerial 0.452 * 0.435 *
Professional 0.488 * 0.471 *
Associate professional 0.505 * 0.488 *
Clerk 0.493 * 0.477 *
Service worker 0.301 * 0.289 *
Craft and trade worker 0.380 * 0.371 *
Manufacturers 0.386 * 0.376 *
Constant 1.042 * 0.005 −0.132 1.042 * 0.057 −0.111

Notes: Based on 2006 Luxembourg Structure of Earnings Survey data. *, † and ‡ indicate statistical significance
at 1, 5 and 10 percent levels respectively (repeated half-sample percentile bootstrap confidence intervals not
covering zero at the corresponding confidence levels). Model 1 does not include covariates, Model 2 includes
human capital covariates, Model 3 includes both human capital and job characteristics. Binary or multinomial
covariates scaled by t = 0.1.
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Table A2. Coefficient estimates of influence function regressions - P50 (median).

Aggregate Nationality Groups Disaggregate Nationality Groups

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Immigrant worker −0.564 * −0.390 * −0.142 *
Cross-border worker −0.468 * −0.325 * −0.155 *
Be-Fr-Ge resident −0.025 −0.064 † −0.052 †

Portuguese resident −0.989 * −0.677 * −0.241 *
Other EU resident −0.138 * −0.081 † −0.037
Non-EU resident −0.751 * −0.562 * −0.234 *
German CB −0.384 * −0.222 * −0.100 *
French CB −0.594 * −0.419 * −0.201 *
Belgian CB −0.290 * −0.219 * −0.128 *
Female −0.020 −0.134 * −0.018 −0.129 *
Age 0.851 * 0.564 * 0.820 * 0.559 *
Age squared/100 −0.010 * −0.006 * −0.010 * −0.006 *
Secondary education 0.429 * 0.033 0.331 * 0.016
Tertiary education 1.285 * 0.194 * 1.092 * 0.165 *
Job tenure 0.415 * 0.286 * 0.427 * 0.295 *
Job tenure squared/100 −0.004 * −0.004 * −0.005 * −0.004 *
Manager 0.216 * 0.212 *
10-49 employees in firm −0.054 −0.054
50-249 employees in firm −0.026 −0.026
500-999 employees in firm −0.001 0.003
1000+ employees in firm 0.160 ‡ 0.165 ‡

Part time contract 0.071 * 0.069 *
Industry/Manufacture −0.223 * −0.222 *
Construction −0.522 * −0.502 *
Wholesale −0.527 * −0.521 *
Hotel/Restaurant −0.519 * −0.509 *
Trans/Comm −0.137 ‡ −0.141 ‡

Finance 0.031 0.024
Real estate −0.324 * −0.310 *
Managerial 1.017 * 0.972 *
Professional 1.153 * 1.112 *
Associate professional 1.033 * 0.992 *
Clerk 0.644 * 0.607 *
Service worker 0.258 * 0.233 *
Craft and trade worker 0.328 * 0.309 *
Manufacturers 0.265 * 0.239 *
Constant 1.939 * −0.589 * −0.066 1.939 * −0.417 * −0.009

Notes: Based on 2006 Luxembourg Structure of Earnings Survey data. *, † and ‡ indicate statistical significance
at 1, 5 and 10 percent levels respectively (repeated half-sample percentile bootstrap confidence intervals not
covering zero at the corresponding confidence levels). Model 1 does not include covariates, Model 2 includes
human capital covariates, Model 3 includes both human capital and job characteristics. Binary or multinomial
covariates scaled by t = 0.1.
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Table A3. Coefficient estimates of influence function regressions - P90.

Aggregate Nationality Groups Disaggregate Nationality Groups

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Immigrant worker −0.718 * −0.378 * −0.031
Cross-border worker −0.986 * −0.699 * −0.301 *
Be-Fr-Ge resident 0.338 † −0.034 −0.123
Portuguese resident −1.652 * −0.809 * −0.108
Other EU resident 0.124 0.093 0.147
Non-EU resident −0.604 * −0.239 0.193 ‡

German CB −0.725 * −0.430 * −0.055
French CB −1.284 * −0.895 * −0.386 *
Belgian CB −0.616 * −0.519 * −0.352 *
Female −0.268 * −0.380 * −0.262 * −0.377 *
Age 0.543 * −0.108 0.485 * −0.130
Age squared/100 −0.000 0.006 * 0.000 0.006 *
Secondary education 1.029 * 0.297 * 0.890 * 0.284 *
Tertiary education 4.034 * 1.220 * 3.768 * 1.202 *
Job tenure 0.654 * 0.302 * 0.679 * 0.325 *
Job tenure squared/100 −0.006 0.002 −0.007 0.002
Manager 0.787 * 0.793 *
10-49 employees in firm −0.147 −0.153 ‡

50-249 employees in firm −0.034 −0.030
500-999 employees in firm 0.213 ‡ 0.227 ‡

1000+ employees in firm 0.063 0.081
Part time contract 0.507 * 0.503 *
Industry/Manufacture −0.888 * −0.881 *
Construction −0.896 * −0.883 *
Wholesale −0.704 * −0.685 *
Hotel/Restaurant −0.826 * −0.809 *
Trans/Comm −0.278 −0.301
Finance −0.228 −0.231
Real estate −1.087 * −1.051 *
Managerial 4.910 * 4.891 *
Professional 2.221 * 2.208 *
Associate professional 1.024 * 1.001 *
Clerk 0.054 0.035
Service worker 0.165 † 0.158 †

Craft and trade worker 0.129 0.119
Manufacturers −0.046 −0.059
Constant 3.879 * 0.116 2.136 * 3.879 * 0.384 2.195 *

Notes: Based on 2006 Luxembourg Structure of Earnings Survey data. *, † and ‡ indicate statistical significance
at 1, 5 and 10 percent levels respectively (repeated half-sample percentile bootstrap confidence intervals not
covering zero at the corresponding confidence levels). Model 1 does not include covariates, Model 2 includes
human capital covariates, Model 3 includes both human capital and job characteristics. Binary or multinomial
covariates scaled by t = 0.1.
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Table A4. Coefficient estimates of influence function regressions - Variance.

Aggregate Nationality Groups Disaggregate Nationality Groups

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Immigrant worker −7.58 −6.97 −1.91
Cross-border worker −14.17 * −13.52 * −6.76 †

Be-Fr-Ge resident 3.91 −6.84 −6.37
Portuguese resident −19.42 * −10.56 * −1.41
Other EU resident −0.32 −4.95 −2.66
Non-EU resident 5.42 5.98 11.51 †

German CB −10.72 * −10.41 † −3.62
French CB −17.66 * −15.51 * −7.27 *
Belgian CB −10.20 * −11.92 * −8.23 *
Female −5.25 * −10.38 ‡ −5.20 * −10.42 ‡

Age −36.81 * −42.57 * −37.43 * −42.97 *
Age squared/100 0.60 * 0.61 * 0.60 * 0.62 *
Secondary education 10.50 * 2.55 ‡ 9.65 * 2.67 †

Tertiary education 63.31 * 31.23 * 61.75 * 31.52 *
Job tenure 10.92 * 7.59 † 11.27 * 7.80 †

Job tenure squared/100 −0.42 * −0.25 ‡ −0.42 * −0.25 †

Manager 2.43 2.67
10–49 employees in firm 0.31 0.13
50–249 employees in firm 12.25 † 12.34 †

500–999 employees in firm 1.31 1.49
1000+ employees in firm −1.79 −1.61
Part time contract 20.26 * 20.21 *
Industry/Manufacture −22.51 † −22.34 †

Construction −23.64 * −23.79 *
Wholesale −14.48 −14.22
Hotel/Restaurant −16.43 † −16.51 †

Trans/Comm −15.91 −16.27
Finance −21.29 −21.07
Real estate −25.67 † −25.33 †

Managerial 103.07 * 104.00 *
Professional 18.75 ‡ 19.77 ‡

Associate professional 7.13 7.93
Clerk 1.31 2.10
Service worker −0.39 0.11
Craft and trade worker 2.85 3.29
Manufacturers 0.59 1.16
Constant 41.24 * 72.65 * 101.35 * 41.24 * 74.77 * 101.11 *

Notes: Based on 2006 Luxembourg Structure of Earnings Survey data. *, † and ‡ indicate statistical significance
at 1, 5 and 10 percent levels respectively (repeated half-sample percentile bootstrap confidence intervals not
covering zero at the corresponding confidence levels). Model 1 does not include covariates, Model 2 includes
human capital covariates, Model 3 includes both human capital and job characteristics. Binary or multinomial
covariates scaled by t = 0.1.
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Table A5. Coefficient estimates of influence function regressions - Gini.

Aggregate Nationality Groups Disaggregate Nationality Groups

Model 1 Model 2 Model 3 Model 1 Model 2 Model 3

Immigrant worker −0.0003 −0.0004 0.0002
Cross-border worker −0.0054 * −0.0053 * −0.0030 *
Be-Fr-Ge resident 0.0029 ‡ −0.0019 −0.0026 ‡

Portuguese resident −0.0046 * −0.0012 0.0007
Other EU resident 0.0027 ‡ 0.0006 0.0007
Non-EU resident 0.0060 * 0.0058 * 0.0057 *
German CB −0.0044 * −0.0043 * −0.0013
French CB −0.0066 * −0.0059 * −0.0034 *
Belgian CB −0.0040 * −0.0047 * −0.0036 *
Female −0.0006 −0.0023 † −0.0006 −0.0023 †

Age −0.0192 * −0.0213 * −0.0194 * −0.0215 *
Age squared/100 0.0003 * 0.0003 * 0.0003 * 0.0003 *
Secondary education 0.0033 * 0.0012 ‡ 0.0032 * 0.0013 ‡

Tertiary education 0.0254 * 0.0126 * 0.0253 * 0.0129 *
Job tenure 0.0012 ‡ −0.0002 0.0014 ‡ −0.0001
Job tenure squared/100 −0.0001 ‡ 0.0000 −0.0001 ‡ 0.0000
Manager 0.0028 * 0.0029 *
10–49 employees in firm −0.0003 −0.0004
50–249 employees in firm 0.0022 0.0022
500–999 employees in firm 0.0017 0.0018 ‡

1000+ employees in firm −0.0009 −0.0008
Part time contract 0.0067 * 0.0067 *
Industry/Manufacture −0.0060 † −0.0060 †

Construction −0.0056 † −0.0058 †

Wholesale −0.0003 −0.0002
Hotel/Restaurant −0.0007 −0.0007
Trans/Comm −0.0028 −0.0029
Finance −0.0043 −0.0042
Real estate −0.0073 * −0.0071 *
Managerial 0.0398 * 0.0403 *
Professional 0.0018 0.0023
Associate professional −0.0051 † −0.0047 †

Clerk −0.0085 * −0.0081 *
Service worker −0.0034 * −0.0031 *
Craft and trade worker −0.0054 * −0.0052 *
Manufacturers −0.0072 * −0.0069 *
Constant 0.0311 * 0.0534 * 0.0679 * 0.0311 * 0.0538 * 0.0677 *

Notes: Based on 2006 Luxembourg Structure of Earnings Survey data. *, † and ‡ indicate statistical significance
at 1, 5 and 10 percent levels respectively (repeated half-sample percentile bootstrap confidence intervals not
covering zero at the corresponding confidence levels). Model 1 does not include covariates, Model 2 includes
human capital covariates, Model 3 includes both human capital and job characteristics. Binary or multinomial
covariates scaled by t = 0.1.
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