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Optimal Product Attributes in Single Choice Models
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Single Choice Models for Product Positioning

Recently, the optimal determination of new product attributes.
has attracted considerable attention [1,3,4,5,6,7]. It is
assumed that ideal as well as real'product perceptions of
individual consumeré can be represented in a carthesian attri-
bute space by multidimensional scaling procedures. Further-
more, it is assumed that purchase probabilities for individual
products vary with the distaﬁce of the product from an ideal
bosiqion. In the single choice model, purchase probability
equals one for the proddct closest to the ideal, and it equals
zero for all other products [2]. This is not unplausible on

empirical grounds.

These assumptiors being given, a manufacturer may want to de-
termine attribute levels for a new product to be introduced
into the market such that some objective function, i.e. sales

maximisation, is optimised.

The product positibning problem as stated above starts from

the following data:

J : a set of mutually independent attributes which are
considefed as potentially relevant to constitute brand
preferences; -
the attribute space is BRJ, where J gives the number

of elements (cardinality) in J,

K : a set ofAcustomers, where k gives the number of

customers in K,

I : a set of known products or brands,

1) A domparison of the single choice model and the probabi-
listic model by Shocker and Srinivasan {17 is given in
a recent paper by Albers and Brockhoff {7].
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‘an estimate of the k-th (keK) customer's perception

C, »

kJ .
of an ideal product expressed by the attribute level
of the j-th (jeJ) attribute,

eij : an estimate of the perception of the known brands
ieIl, expressed by the attribute level of the j-th
(jed) attribute,

skj a salience, measuring the relative importance of
each attribute jed to the customer kek,

r, : potential demand of the k-th customer (keK).

According to the assumptiorns of the single choice model and

the measurement of distances by the weighted Minkowski-metric,
a customer chooses the new product characterised by the
attribute levels V; (jed) , if |

1,

(1) 2 os.. | e . -y ™™ <a (keK)

jed kJj kj Jl k 3
where

. 1
. T m|™ . |
(2) 4, = Min{ R S | Crj " eij] ie I} (keK).
Jed
After introducing binary variables: S '
{ 1, if (1) holds,

(3) Xy = (keX),

0, if (;) does not hold,

the optimal position for the new product can be determined
by the following optimisation problem:

(4) I r _sx, => Max!
kek K K
subject to:
1
) m ﬁ
(5) [.Z Sy (lckj-yj]) - d < (1-x.)-M (keK),
Jed )
(6)  x, e {0,1} | o (keK),

where M is a finite upper bound on the left-hand-side of (5).
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This mixed integer nonlinear programming problem has real
variables Y; (jed), and binary variables X (keK). Special

- solution procedures have been supplied by Albers and Brock-
hoff (3) for the case Sps = 1 (keK, jed) and r, =1 (keK),

by Albers [6] and by Zufryden [5] for the more general cases
presented above. A concept for the multi-period and étochastic

cases has been developed by Brockhoff [4].

Comments dn Zufryden's Model ZIPMAP

Objectives

Zufryden states that besides (4), other objective functions
might be possible (p. 65)[5]. However, if these functions
would become nonlinear, the resulting problem might easily
become nontractable by analytical optimisation approaches.
This would be the case for profit maximigation, where either
price would be considered as an attribute or cost would be

dependent on product positions.

Solvability

According to Jeroslow [7], Zufryden considers the problem (1)
s.t. (5) and (6) to be too difficult to be solved analytically.
Therefore, he developes a two stage approach called ZIPMAP,
which solves the original problem via approximation. The appro-
ximation is based on the substitﬁtion_of_parallelotopes for
(1), which linearises the problem. However, the reference

made to Jeroslow [7] does not cover the case under consideration.
Jeroslow's impossibility theorem applies to those problems
only, where the integer variables occur in the nonlinear terms
of the constraints. This is not the case. in (5). In fact, the
specific structure of the problem gives rise;to a special pur-
pose algorithm that capitalises on the separation of the real
and integer variables in the constraints (5). This is shown

by Albers [6].
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ZIPMAP as a Matching or a Multidimensional Knapsack Problem

The ZIPMAP procedure wﬁich should help solve 1arge‘problems
encompasses a matching problem (in its constraints (6)) with

k variables and up to k(k-1)/2 constraints or a multidimension-
al knapsack problem (constraints (7) or (9), respectively)
with k variables and (k-1) constraints or k variables and
(k=1)-p vk constraints, respectively (p: number of inscribed
parallelotopes). In the case of a large number of customers

(k) and a high level of approximation (p), these formulations
may well lead to relatively high CPU-time. This may be con-
cluded from the computational experience reported in Garfinkel-
Nemhauser [9] (p. 383) and Salkin-de Kluyver (p. 138)[10].

Determination of the Parallelotopes

The preference set of a customer éontaining all positions for
a new product which cause -the customer to choose the new pro-
duct has, geometrically, the shape of a hyperellipsoid which
results from formula (1). The ZIPMAP procedure approximates
these hyperellipsoids by parallelotopes orthogonal to their
axes. These solids have the property that pairwise intersec-
tions of n parallelotopes imply n-wise intersection. Zufryden
[fi] proposes at least two general possibilities for the con-
struction of the parallelotopes: - :

- an outer parallelotope that circumscribes the

hyperellipsoid,

- one or more interior parallelotopes that inscribe
the hyperellipsoid.

Zufryden does not prescribe the specific way. of approximation.
It remains up to the user. To complete the description of

ZIPMAP we propose a general formula for the determination of

L l u
the lower and upper boundaries (bkgj and bkgj) of the paral-

lelotope of customer k for attribute dimension j according to
the g-th type of approximation:



(7) b

kgl k) Skj k

=1

u o _gi| .
(8) bkgj ckj + skj dk

where

G : set of required approiimations

NN}

(keK, jeJ, geG)

(kek, jed, geG)

w_. : parameter or weight to represent the type of approxi-

gJ

‘mation geG within attribute. dimension

In the case of an outér parallelotope, we let

jed

(jed).

In the case of interior parallelotopes, we require:

(10) T w_. =1
J

(12) »w . 20

(get)

(geG, jed)

The sufficiency of these conditions can. be seen easily. The
parallelotope is tangent to the hyperellipsoid, if

= d

(12) K

1
1 m|m
I s,_. | e s =b .|
L- cJ KJ kJ kgJ ]

Substituting (7) into (12) we get
1.

m{m
[sz ng(dk) ]

(13)

(keK, geG)

(kekK, geG).

Now, we realize that (13) holds if we require (T7), (8), (10),

and (11).
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A Comparison of the Procedures PROPOSAS and ZIPMAP

The algorithm PROPOSAS described by Albers-Brockhoff [3] and
Albers[6] solves the original problem as stated by (4)
through (6) via the implicit enumeration scheme ENUSOS that
enumerates sets of hyperellipsoids which intersect eachother
pairwise. The subroutine INTSEA, then, determines for each
selected set a common point or indicates that none exists.
Efficient bounds control the enumeration process so that
relatively large problems can be solved. From the descrip—
tion of ENUSOS it is obvious that the ZIPMAP program can be
set up as a modified version of ENUSOS whereas the subroutine
INTSEA is not necessary: for parallelotopes the property of
pairwise intersection implieé a common point. We have imple-
mented ZIPMAP (coded in FORTRAN IV) in order to evaluate the
degree of approximation.and to compare CPU-times and internal
storage requirements for both algorithms. ‘

‘Generation of Interior Parallelotopes

In our ver31on of ZIPMAP we generated the 1nterlor ‘parallelo-

topes as follows

(14) Wos = S S (geG, jed)
I qy : . v
j'€J ) J
with
(15) q; =1 for g = 1 and jed <
J S .
(16) 4 =1 and q; = hzi'h for g = 2 and J = 2,...,]
(17) Wyj = permutations of Wpy for g = 3, <., j + 1 and jeJ
, A ' J - -
(18) q; = 1 and q; = 1+ h81 2h for g = j + 2 and' j =2,...,]
(19) W_. = permutations of wr for g = j + 3,...,23 + 1

gJ J+2,J

and jed
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Comparability of the Outputs

The ZIPMAP procedure provides as solution the lower and upper
boundaries for the iantersection of a maximum number of paral-
lelotopes, whereas PROPOSAS only provides a single point as

an optimal solution. To be able to compare the outputs of both
algorithms, we have to choose one single point from the opti-
mal intersection given by ZIPMAP. We have decided to use the
centre point of that .intersections as a basis of comparison.

Design of Comparison

In order to show the dependence of the degree of approximation,
the CPU-time, and the internal storage requirement on various
problem structures, three sets of problems have been solvedl)

5 problems with k = {20, 30, 40, 50, 60} custdmers,

j = 3 attribute dimensions, and m = 2.0 (Euclidean metric);
30 customers, j = {2, 3, U4, 5} attribute
2.0 (Euclidean metric);

- U problems with k

dimensions, and m

30 customers, ] = 3 attribute dimen-
.0, 1.5, 2.0, 3.0, 4.0, 9.0} Minkowski-

- 6 problems with k
sions, and m = {1
metrices.

To simplify the evaluation we assﬁme_rk f 1 for all keK custom~
-ers. From the results we derive the following conclusions.

Comparison with Respect to the Degree of Approximation

The degree of approximation as judged a posterieri from the re-
sults can be evaluated from table 1.

- Table 1 about here -
From the construction of the algorlthm 1t is clear that

1) The computations have been carried out on a pdp 10 of
the computer centre at the University of Kiel
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-ny for one outer parallelotope must be greater than or
equal to n for the PROPOSAS-solution. This is due to the
fact that the outer parallelotopes have a larger volume
than the original hyperellipsoids.Table 1 also shows, how-
ever, that the centre point from the intersection of the
n, parallelotopes gives, in general, poor solutions to
the original problem (see column n, for one outer paral-

lelotope).

- ny and n, for one and more interior parallelotope(s) must
be less than or equal to n for the PROPOSAS-solution, which
is due to the smaller volume of the interior parallelo-
topes as compared with the original hyperellipsocids. Table 1
also shows that n, % ny. This is due to the fact that the
‘centre point (Q) of the intersection of a maximum number
(nl) of parallelotopes may be located within n, hyperellip-~
soids where n, - n4 hyperellipsoids are approximated by
prarallelotopes tha? do not intersect the other n, parallelo-
topes. This is demonstrated in fig. 1.

- Figure 1 about here - o
Comparing the number 6f buyers of the new product n with n, as
detected by the algorithms PROPOSAS and ZIPMAP for interior
parallelotopes, respectively, we can derive the following rela-
tionships (from table 1):

- The degree of approximation nl/n decreases with increasing
number of attribute dimensions. This is obvious because
the more attribute dimensions the higher is the degree of
freedom for the hyperellipsoids to intersect eachother

pairwise.

- The degree of approximation nl/n increases with increasing
metric parameter m. This is due to the fact that with
m + « the preference sets approach parallelotopes. This
result was expected by Zufryden [5]. It should be noted
that the poorest approximation results from the often
used city-bloc metric (m = 1.0).

- The degree of approximation n1/n increases with increasing
number of insqribed parallelotopes. For one interior paral-
lelotope we find the degree ranging from 50% up to 90%,
whereas 5 interior parallelotopes improve the result to
the range from 70% up to 100%.
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Comparison with Respect to CPU-time

Comparing the computing times (CPU-times) required for both
algorithms (see table 2) one can realise that those for

ZIPMAP are, in general, smaller than those for PROPOSAS if
only up to two parallelotopes are used for approximation in

ZIPMAP. Otherwise the CPU-times tend to grew—larger-thag,those in

PROPOSAS. Other problem characteristics are codeterminants of
computing time. This is shown by the problemsllo, 11, and 12
that do not follow the trend. However, one should remember
"the results bn the degree of approximation. Suboptimal solu-
tions that are equal to the "optimal" ZIPMAP solutions can be
derived by PROPOSAS within small fractions of the CPU-times
that are required for determining the optimal solution.

. - Table 2 about here -~
Comparison with Respect to Storage Requirements

The use of as many interior parallelotopes as possible in order
to improve the degree of approximation is restricted by the
required internal storage capacity. Given an in-core storage
capacity of 20.000 variables for the matrix of pairwise inter-
sections (number of elements i‘%-E(E-l)-pz, where p: number of
interior parallelotopes) we can apply the less interior paralel-
lotopes the more customers have to be considered. This is de-

monstrated in table 3.

customers k - 120|130 4050|6070 80! 90} 100 110

Maximal No.
1 of Interior

Parallelo- 101 61 51 4} 3.2 2] 24 2 1
topes p :

Tab. 3 : Restrictions for the number of interior
parallelotopes with respect to the number

of customers if storage capacity is restricte

d



From that we may conclude that for realistic problems with
k > 100 we only can use at most 2 interior parallelotopes for
~approximation at the assumed level of storage capacity. '

Conclusion

We conclude that ZIPMAP provides an interesting approximation
to optimal solutions for the new product positioning problem
assuming a single choice model. However, the relatively low
degree of approximation is not compensated by reasonable
'savings of CPU~time. Rather, *he CPU-times for ZIPMAP are only
slightly better than those for PROPOSAS. As PROPOSAS provides
optimal solutions to the same class of problems as ZIPMAP,
PROPOSAS must be considered to be superior.

Institut fir . 8. Albers
Betriebswirtschaftslehre

University of Kiel K. Brockhoff

Mailing address:

Olshausenstrafe 40-60 - .
D-2300 Kiel P '
F.R. Germany
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“Iio. of | No. of | No. of Minkowski | PROPOSAS

problem customers | attributes | metric solutions - { -ALPMAP solutions :
| | parameter | 10.P.| 1 i.P.| 2 1.P.| 3 i.P.| 4 i.P.| 5 i.P.
‘nl n2 I'lj1 n-2 nl 1’12 nl 1’12 1'11 n2 n1 n2 ;
{
1 20 3 2.0 4 0 313 313 313 313 313
2 30 3 2.0 . 6 4 415 by bt s 515 515
3 4o - 3 2.0 . 8 917 617 717 717 717 | »
4 50 3 2.0 10 1317 616 6117 617 .| % |«
5 60 3 2.0 ©12 11615 | 719 8|8 9 l10 €] % | % ;
- }
6 30 2 2.0 14 16 113 |12 12 12 12 |44 jus  |4b [y [1b (14 |
7 30 3 2.0 14 17 12 {1012 {112 |11 a2 la2fi2 a2l |
8 30 4 2.0 14 19 11 |10 12 |10 12 11 41 {1111 {11 {12
9 30 5 2.0 14 J20]7 | 8ha 8 1 9 j10 9 f10 |10 10
10 30 3 1.0 9 23 | 4 b7 517 517 516 5|6
11 30 3 1.5 9 161 2 515 515 617 617 6 8
12 30 3 2.0 10 14 ] 7 5{5 6|6 6|6 617 718
13 30 3 3.0 10 13| 7. 6|6 6|6 6|6 717 717
1. 30 '3 f 4.0 10 1318 |66 {TiT o {TiT 7|7 |17
15 30 3 9.0 9 Lo 12y T Ty 7 {7 Ti7 718 718

Tab. 1 : Number of buyers of a new product (n) according to the PROPOSAS algorithm and various
approximations within the ZIPMAP procedure

n, : number of buyers of a new product as determined from the approx1mated structure

n, : number of buyers of a new product as determined from the center point of the intersection
of the parallelotopes _

o.P.: outer parallelotopes i.P.: interior parallelotope(s) * problem requires too much core -



No.of |{No.of No.of Minkowski-| PROPOSAS | PROPOSAS . .| .... . .. .. ' ZIPMAP
Problem| customers| attributes| metric with without
para$eter Eﬁiiiaiﬁty g;gzgaigty  1 0.P. 1 2 i.Pf3 i.Pf L4 iP5 i.P.
1 20 3 2.0 0.5 0.5 0.3 | 0.2 o.6.'° 1.3 2.6 | b.1
2 30 3 2.0 2.4 1.6 0.8.| 0.4 | 1.6 | 4.0 | 7.6 12.9 |
3 40 3 2.0 2.8 2.7 1.5.( 0.8 3.1 7.8 15;3 .
4 50 3 2.0 15.4 15.3 11.2' 2.3 | 6.4 |36.1 . *
5 60 3 2.0 12.8 1.4 . 4.4 |.3.0 {11.1 | 35.4 * *
6 30 2 2.0 3.0 2.0 1.2 | -0.9 4.0 |11.0 |22.2 |32.7
T | 30 3 2.0 7.6 6.1 1.5 5 | 4.6 | 8.7 |26.3 |47.5
8 30 4 2.0 4,7 4,5 10.1 1.7 5.1 |22.3 |44.7 |61.9
9 30 5 2.0. 106.6 . | aov.6 | 1.9 | 0.8 | 2.8 | 6.6 |12.9 |26.5
10 30 3 1.0 22.9 21.7' 2.3 0.5 | ‘1.5 3.8 8.9 {15.0
11 30 3 1.5 129.3 86.1 7.5 0.5 2.2 | 5.7 14,5 | 21.0
12 30 3 2.0 68.3 31.9 8.6 0.6 2.0 5.3 | 10.9 |18.8
13 30 3 3.0 38.8 31.4 6.4 | 0.6 | 2.7 {23.5 |77.8 h26.1
14 30 3 ¥.0 52.4 118.0 4.8 | 0.7 | 3.8 |11.7 |24.2 |27.5
15 30 3 9.0 142.1 61.5 2.6 | 0.8 | 3.7 |11.0 [114.8 po7.3
Tab. 2 ¢ Comparison of CPU-times in sec. to solve various problems with the algorlthm PROPOSAS and

with various approximations of the ZIPMAP" procedure

o.P. : outer parallelotope 1i.P. interior parallelotope(s) # problem requires too much core
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