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Efficient Incentives in Social Networks:
“Gamification” and the Coase Theorem

Thomas Daske∗

February 23, 2019

This study explores mechanism design for networks of interpersonal relationships.
Agents’ social (i.e., altruistic or spiteful) preferences and private payoffs are all
subject to asymmetric information; utility is (quasi-)linear, types are independent.

I show that any network of at least three agents can resolve any allocation
problem with a mechanism that is Bayesian incentive-compatible, ex-interim indi-
vidually rational, and ex-post Pareto-efficient (also ex-post budget-balanced). By
contrast, a generalized Myerson-Satterthwaite theorem is established for two agents.

The central tool to exploit the asymmetry of information about agents’ social
preferences is “gamification”: Resolve the agents’ allocation problem with an ef-
ficient social-preference robust mechanism; ensure agents’ participation with the
help of a mediator, some network member, who complements that mechanism with
an unrelated hawk-dove like game between the others, a game that effectively re-
wards (sanctions) strong (poor) cooperation at the expense (to the benefit) of the
mediator. Ex interim, agents (and the mediator) desire this game to be played,
for it provides them with a platform to live out their propensities to cooperate or
compete.—A figurative example is a fund-raiser, hosted by the “mediator”, com-
plemented with awarding the best-dressed guest.
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1 Introduction

How can people resolve their conflicts of interest in an efficient and mutually acceptable

way? The Coase theorem (1960) asserts: As long as property rights are well-defined,

contracts are enforceable, and transaction costs are sufficiently low, they can resolve any

such conflict through ‘negotiations’, thereby making outside interventions superfluous.

This claim has been attacked on the grounds of asymmetric information. In its typical

mechanism-design interpretation, the Coase theorem reads as follows: Any group of agents

can resolve any allocation problem with a mechanism that is incentive-compatible, ex-

interim individually rational, and ex-post Pareto-efficient. This very statement has been

falsified for many allocation problems of practical importance.1

In this paper, I shed light on a strategic dimension that is part of the picture in many

real-world allocation problems but has just recently gained the attention of economists,

namely, asymmetric information about agents’ social preferences. I show that this sort of

information asymmetry does not necessarily cause adverse effects but that it can rather be

exploited to satisfy agents’ participation constraints and thereby serve the common good.

Specifically, I explore mechanism design for groups of agents whose social (i.e., altruistic

or spiteful) preferences and private payoffs are all subject to asymmetric information,

with utility being (quasi-)linear and types being independent. Within this framework,

I provide a constructive proof of the Coase theorem for groups of at least three agents.

A figurative example helps clarify the basic idea: Think of a small-town community

organizing a fund-raiser in support of their elementary school. The hard-core allocation

problem underlying this event is obviously one of public-good provision, and the mech-

anism to resolve it is actually quite simple, realistically speaking: “Once you’re in, you

have to give”, as a matter of social norm. Events like these are often complemented

with some soft-core incentive device, like awarding the best-dressed guest (with a pa-

per crown). The major purpose of such add-on mechanism is not to make guests dress

well, but rather to suppress free-riding-at-the-doorstep by compensating participants for

their material “losses” (the lost returns from free-riding) with the “fun” they derive from

playing games. Awarding the best-dressed guest provides participants with a platform to

1Counterexamples have been provided by, e.g., Myerson and Satterthwaite (1983) in the range of
bilateral trade, Williams (1999) for multilateral trade, Mailath and Postlewaite (1990) for the provision
of public goods, and Segal and Whinston (2016) in a general bargaining framework. For a broader
discussion of the Coase theorem in the light of incomplete information, see Farrell (1987).
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live out their propensities to compete, and it is this attraction that pulls them over the

doorstep.2

Based on asymmetric information about agents’ social preferences, and in a unified

incentive-theoretical framework, I provide a micro-economic foundation for how agents

derive “fun” from participating in cooperative or competitive games. Specifically, I show

how mutual participation in a game that merely redistributes money between agents

can yield them an interim-expected Pareto improvement upon a status quo in which

such game is not played.3 Based on this result, I develop a “gamification” approach

to the design of mechanisms:4 Resolve the agents’ allocation problem with an efficient

social-preference robust mechanism, thereby leaving their social preferences strategically

inoperative. Ensure agents’ participation with the help of a mediator, some group mem-

ber, who complements that mechanism with an unrelated hawk-dove like game between

the others, a game that effectively rewards (sanctions) strong (poor) cooperation at the

expense (to the benefit) of the mediator. Ex interim, agents (and the mediator) desire

this game to be played, for it provides them with a platform to live out their propensities

to cooperate or compete, which are determined by their social preferences.5

The paper proceeds as follows. Section 2 outlines the model framework. I intro-

duce social networks of interpersonal altruistic (or spiteful) preferences in the manner of

Bourlès, Bramoullé, and Perez-Richet (2017); here, however, these preferences are private

information.6 Agents’ private payoffs are linear in transfers and their valuations of social

alternatives, their payoff types. The mechanism-design problem is one of informational

externalities.7 As a first step, I characterize the ex-post Pareto frontier of the agents’ al-

2This point, among others, is frequently made in conceptual research on how to organize fund-raising
events; e.g., Webber (2004) and Peloza and Hassay (2007).

3The skeptical reader might now want to jump to Section 6.1 where a simple example illustrates how
this is possible.

4The abundance of characterizations of “gamification” all surround the idea of applying “game design
principles in non-gaming contexts” (Robson et al., 2015). Economically speaking, the idea is simply to
provide people with additional incentives, often the ‘behavioral’ type of. This is essentially what I am
proposing in a mechanism-design context.

5It is important that this add-on game exploits a different strategic dimension (namely, agents’
social preferences) than the ‘basic’ mechanism that is to resolve the allocation problem (and works on
preferences for ‘consumption’). In this respect, I deviate from the literature on how to finance public
goods with the revenues from auctions or raffles; e.g., Franke and Leininger (2018).

6Recent empirical evidence for people exhibiting altruistic preferences is provided by Bruhin, Fehr,
and Schunk (In press). The linear framework considered here is a technically-motivated simplification of
their more nuanced findings.

7The model is close to the one by Jehiel and Moldovanu (2001), the two differences being that (1)
the extent to which an agent perceives those externalities (here called: his social preferences) is common
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location problem. Assuming agents have no access to an outside source of money, ex-post

efficient mechanisms are ex-post budget-balanced.

Section 3 identifies necessary and sufficient conditions for a mechanism to be Bayesian

incentive-compatible.8 Based on these results, Section 4 establishes the incentive-theoretical

bedrock of this paper: Theorem 1 characterizes fully the set of ex-post efficient Bayesian

incentive-compatible mechanisms. These mechanisms take a specific form among the

renowned expected-externality mechanisms (due to Arrow, 1979, and d’Aspremont and

Gérard-Varet, 1979), and from an interim perspective, they are unique with respect to

payoff types. This result is interesting because it constitutes an example of a global-games

approach (as introduced by Carlsson and Van Damme, 1993) to the design of mechanisms:

The introduction of incomplete information about agents’ social preferences diminishes

tremendously the set of solutions to the mechanism designer’s problem; intuitively, an

‘appropriate’ mechanism must take into account that agents internalize to some privately

known extent the distributive effects that it unfolds. Most importantly, the mechanisms

of Theorem 1 can (in dyads: must) be social-preference robust (Corollary 1).9 I also show

that all sufficiency results extend to allocation problems with quasi -linear private payoffs.

Theorem 1 is particularly useful when it comes to agents’ participation constraints,

which I take into account in Section 5. For dyads, I derive a clear-cut criterion for

when ex-post efficiency is incentive-feasible (i.e., for when there exists an ex-post efficient

incentive-compatible mechanism that is ex-interim individually rational; Theorem 2).

I interpret this result as a generalized Myerson-Satterthwaite theorem.

I then consider networks of arbitrary size. Under the assumption that mechanisms

must be social-preference robust, I derive a positive-monotonic relationship between the

lower bounds of agents’ social preferences and the ‘number’ of allocation problems in

which ex-post efficiency is incentive-feasible (Theorem 3). Loosely speaking, the incentive

knowledge in their model, and (2) that this perception now extends to other agents’ transfers, as agents,
through their social preferences, internalize the distributive effects that a mechanism unfolds.

8Bayesian implementation has been criticized for assuming that agents’ type distributions are common
knowledge. In order to avoid such strong assumption, Bergemann and Morris (2005) have proposed ex-
post implementation for model economies with interdependent utilities (in which dominant-strategy
implementation is not feasible), requiring truthful revelation of types to constitute a Nash equilibrium
under the respective mechanism. However, as shown by Jehiel et al. (2006), if agents impose informational
externalities on each other, then ex-post implementation is no longer feasible, thus leaving Bayesian
implementation as the only one among the well-established equilibrium concepts.

9This result generalizes the observation of Bartling and Netzer (2016), Bierbrauer and Netzer (2016),
and Bierbrauer et al. (2017) that mechanisms for dyads can be social-preference robust: I show they can
be so in larger networks, too, and even must be so in dyads.
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feasibility of efficiency gains ranges from ‘almost never’ to ‘almost always’, depending on

the least altruistic types potentially present in the network.10

Theorem 3 suggests that there might be something to gain from considering mecha-

nisms that do not leave social preferences strategically inoperative. At this point, I break

with the conventional wisdom in the mechanism-design literature that social-preference

robustness would be desirable. The conviction behind this desire is that Wilson’s (1987)

call for avoiding common-knowledge assumptions (here: about social-type distributions)

would be best replied to by rendering social preferences entirely irrelevant.11 What I pro-

pose instead is to look at the trade-off between making common-knowledge assumptions

about some higher moments of social-type distributions and the incentive feasibility of

ex-post efficiency. In this spirit, Sections 6 and 7 are dedicated to gamification.

In Section 6, I define gamification formally. For expositional reasons, I first replace

ex-post budget balance by the weaker notion of ex-ante budget balance, which I will

interpret as the introduction of a mediator who is an outsider to the agents’ network. This

simplification allows me to construct a gamification mechanism successively and thereby

make the economic intuition behind it transparent. Theorem 4 shows that gamification

is feasible with an outside mediator. This finding has some interesting implications. One

is that ex-ante and ex-post budget balance are not “equivalent” in dyads (Corollary 2),

contrary to the result of Börgers and Norman (2009) which I will discuss in detail then.

Another one is that the mediator can even use gamification to reap profits (Corollary 3),

an insight on which I build a simple rationale for casino gambling (Corollary 4).

In Section 7, I adapt the gamification mechanism derived in Section 6 in such a way

that the role of the mediator can be taken by some network member, implying that ex-

post efficiency is incentive-feasible in autonomous social networks (Theorem 5). This is

the major result of this paper, as it gives proof to the Coase theorem for networks of at

least three agents.

Finally, in Section 8, I discuss some limitations to the practical scope of gamification.

One of those is risk aversion, for which I provide a possibility result.

10This result generalizes the observation of Kucuksenel (2012) that ex-post efficiency is incentive-
feasible for bilateral trade and public-goods provision if agents are sufficiently altruistic, an observation
obtained under the assumption that agents’ social preferences are common knowledge.

11See, e.g., Bartling and Netzer (2016), Bierbrauer and Netzer (2016), and Bierbrauer et al. (2017).
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2 The Model

2.1 The Allocation Problem

There is a group I = {1, ..., n} of n ≥ 2 agents and there is a compact set K ⊂ Rm of

social alternatives, with m ≥ 1. From alternative k ∈ K and a transfer ti ∈ R, agent i

gains a private payoff

πi(k, ti | θi) = θivi(k) + wi(k) + ti,

where the functions vi, wi : conv(K) → R are continuous on the convex hull, conv(K),

of K. Agent i’s payoff type θi belongs to a closed interval Θi = [θmin
i , θmax

i ]. The collection

of agents’ payoff types is denoted by θ; by convention, θ = (θi, θ−i), with θ−i = (θj)j 6=i.

Agents exhibit interpersonal preferences in the manner of altruism or spite: From the

allocation of private payoffs (and the observation of others’ payoff types), agent i derives

utility

ui(k, (tj)j∈I , θ−i | θi, δi) =
∑
j∈I

δij · πj(k, tj | θj),

where the value δij that i assigns to j’s payoff belongs to a closed interval ∆ij =

[δmin
ij , δmax

ij ] ⊂
( −1
n−1 , 1

)
, while δii = 1. I refer to δij as i’s degree of altruism towards

j, to the collection δi = (δij)j 6=i as i’s social type, and to the pair (θi, δi) as i’s type.

The agents’ types specify a structure that can be represented by a complete double-

directed graph in which nodes (one for each agent) are weighted by payoff types and edges

are weighted by the interpersonal preferences between agents. I refer to this structure as

the agents’ social network. Figure 1 gives an illustration.

Each agent i is privately informed about his type. However, it is common knowledge

that i’s payoff type and social type realize independently according to continuous densities

fi : Θi → (0,∞) and gi : ∆i → (0,∞), with Cartesian product ∆i = Πj∈I\{i}∆ij.

Agents’ types are independent. On the intra-personal level, the various degrees of altruism

determining an agent’s social type may correlate.12

12Despite the asymmetry of information, it can still be common knowledge who is ‘friends’ and who
is ‘foes’. For instance, if δmin

ij , δmin
ji > 1/2 and δmax

kl , δmax
lk < 0, then, in comparison, i and j are friends,

whereas k and l are foes. Similarly, it can be common knowledge that i dislikes j more than `, which is
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Figure 1: A social network of n = 4 agents with payoff types (θi)i and interpersonal
altruistic or spiteful preferences (δij)i,j 6=i, all of which are private information.

I make use the following notation: I denote the collection of social types by δ = (δi, δ−i)

and write the collection of agents’ types as (θ, δ) = (θi, θ−i, δi, δ−i). Cartesian products of

type sets are denoted by Θ = Πi∈IΘi and ∆ = Πi∈I∆i. Let also πi(k | θi) = θivi(k)+wi(k)

and ui(k, θ−i | θi, δi) =
∑

j∈I δijπj(k | θj).

I assume (and relax this assumption only in Section 6) that agents do not have access

to an outside source of money, such that transfers must be weakly budget-balanced:∑
i∈I ti ≤ 0. The agents’ problem is to choose a social alternative k and transfers (ti)i

such that the resulting allocation is ex-post Pareto-efficient:

Lemma 1 The ex-post Pareto frontier of the agents’ allocation problem is characterized

by a social alternative k∗(θ) ∈ arg maxk∈K
∑

i∈I πi(k | θi) and budget-balanced transfers

(ti)i∈I , such that
∑

i∈I ti = 0. If ∆ij ⊂
( −1
2n−3 ,

1
2n−3

)
for all i ∈ I and all j ∈ I \ {i}, then

no budget-balanced transfer scheme Pareto-dominates another.

Proof. See Appendix A.1.

Notice that the Pareto frontier can be indefinite for some combinations of social types

satisfying |δij| > 1/(2n−3) if n ≥ 3, in which case a subgroup of agents might be willing to

transfer arbitrary amounts of money to their joint favorite agent.13 This possibility stems

from the assumption that utility is linear in transfers and that there are no endowment

the case if δmax
ij < δmin

i` . The key assumption is rather that in any bilateral relationship, there remains
some uncertainty about who (dis)likes whom how much.

13An example is the network of three agents with δ13 = δ23 = 1/2 and δ12 = δ21 = δ31 = δ32 = 0, in
which agents 1 and 2 are willing to jointly transfer arbitrary individual amounts of t > 0 to agent 3.
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constraints. In what follows, I focus on social networks that are generic in the sense that

the Pareto frontier of the agents’ allocation problem is determinate, characterized by

Lemma 1. Notice, however, that the rare case of unlimited ex-post Pareto improvements

through interpersonal transfers does not resolve the agents’ information problem.

2.2 Efficient Incentives

A direct revelation mechanism involves the agents in a strategic game of incomplete

information in which they are asked to report their types truthfully; based on their

reports, a social alternative will be implemented and transfers will be made.14 An efficient

mechanism is determined by a social-choice function (k∗, T ), consisting of an ex-post

efficient allocation function k∗ : Θ → K, with k∗(θ) ∈ arg maxk∈K
∑

i∈I πi(k | θi), and a

budget-balanced transfer scheme T = (ti)i∈I : Θ×∆→ Rn, just in line with Lemma 1.

For a random variable X : Θ × ∆ → R, denote by Eθ−i,δ−i

[
X(θ, δ)

]
the expected

value of X for a given type (θi, δi). For some allocation function k : Θ → K, some

transfer scheme T : Θ × ∆ → Rn, and xi ∈ {vi, wi}, define x̄i(θi) = Eθ−i

[
xi(k(θ))

]
,

π̄ij(θi) = Eθ−i

[
πj(k(θ) | θj)

]
, and t̄ij(θi, δi) = Eθ−i,δ−i

[
tj(θ, δ)

]
. (Payoffs and transfers

are assumed to be Lebesgue-integrable with respect to type distributions.) Denote by

Ui(θ̂i, δ̂i | θi, δi) agent i’s interim-expected utility from reporting (θ̂i, δ̂i) if his true type is

(θi, δi) and if all the other agents report their types truthfully:

Ui(θ̂i, δ̂i | θi, δi) = θiv̄i(θ̂i) + w̄i(θ̂i) + t̄ii(θ̂i, δ̂i) +
∑

j∈I\{i}

δij

[
π̄ij(θ̂i) + t̄ij(θ̂i, δ̂i)

]
.

For convenience, write Ui(θi, δi) = Ui(θi, δi | θi, δi). An allocation function is Bayesian

implementable if there exists a transfer scheme such that, for all i and all (θi, δi),

Ui(θi, δi) = max
θ̂i,δ̂i

Ui(θ̂i, δ̂i | θi, δi).

In this case, the mechanism defined by (k, T ) is (Bayesian) incentive-compatible.

14By the revelation principle, which applies to the present setup (Myerson, 1979), there is no loss of
generality in considering only direct mechanisms.
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3 Incentive-Compatible Mechanisms

In order to characterize the entire set of efficient incentive-compatible mechanisms, I first

ask for properties that incentive-compatible mechanisms have in common. Due to Lemma 1,

I restrict attention to allocation functions that are independent from social types.

Lemma 2 A social-choice function (k, T ), with k : Θ→ K, is incentive-compatible only

if it satisfies the following conditions for all i ∈ I and all j ∈ I \ {i}:

(i) v̄i(θi) is non-decreasing in θi.

(ii) t̄ij(θi, δi) is non-decreasing in δij.

(iii) There exist a partially differentiable function pi : ∆i → R and functions qij :

Θi×Π`∈I\{i,j}∆i` → R, partially differentiable in θi, such that, for δ−ji = (δil)`∈I\{i,j},

Ui(θi, δi) = pi(δi) +

∫ θi

θmin
i

v̄i(r) dr(1)

= qij(θi, δ
−j
i ) +

∫ δij

δmin
ij

[
π̄ij(θi) + t̄ij(θi, r, δ

−j
i )
]
dr.(2)

Proof. See Appendix A.2.

Conditions (i) and (1) are the well-known results for Bayesian implementation in linear

settings with independent valuations (Myerson, 1981), and conditions (ii) and (2) are

their social-preference equivalents. Condition (2) implies in particular that an incentive-

compatible mechanism must take into account that agents internalize to some extent its

distributive effects; consequently, expected individual transfers are now linked.15

Contrary to linear settings with independent valuations, where conditions (i) and (1)

are even sufficient (Myerson, 1981), the conditions of Lemma 2 do not yet ensure incentive

compatibility:

Proposition 1 A social-choice function (k, T ), with k : Θ→ K, is incentive-compatible

if and only if it satisfies the following conditions for all i ∈ I and all j ∈ I \ {i}:
15Nevertheless, asymmetric information about agents’ social preferences does not much restrict the

set of Bayesian implementable allocation functions if no further constraints are imposed on transfers:
Zik (2019), in a slightly more general framework, shows that any allocation function k : Θ → K that
can be Bayesian implemented in the commonly known absence of social preferences is also Bayesian
implementable if social preferences are private information.
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(i) v̄i(θi) is non-decreasing in θi.

(ii) There exists a partially differentiable function pi : ∆i → R such that, for all θi ∈ Θi

and all δi, δ̂i ∈ ∆i,

pi(δi)− pi(δ̂i) ≥ ∇pi(δ̂i) · (δi − δ̂i),(3)

t̄ij(θi, δi) =
∂pi(δi)

∂δij
− π̄ij(θi),(4)

t̄ii(θi, δi) = pi(δi)−∇pi(δi) · δi − π̄ii(θi) +

∫ θi

θmin
i

v̄i(r) dr.(5)

Proof. See Appendix A.3.

By Proposition 1, incentive compatibility requires interim-expected transfers to be

additively separable in an agent’s payoff type and social type. Conditions (i), (4), and (5)

are a immediate from Lemma 2; they ensure incentive compatibility with respect to payoff

types. The distinctive feature of Proposition 1 is condition (3) which ensures incentive

compatibility with respect to social types. When choosing interim-expected transfers

independent from social types (by letting pi affine), then the necessary conditions of

Lemma 2 are also sufficient. Notice that condition (3) implies but is not equivalent to

the convexity of pi, since pi might not be continuously partially differentiable.

4 Ex-Post Efficient Implementation

In this section, I prove and interpret the following Theorem.

Theorem 1 (Social-Preference Compatible Mechanisms: SPC-Mechanisms)

An ex-post efficient allocation function k∗(θ) ∈ arg maxk∈K
∑

i∈I πi(k | θi) can be Bayesian

implemented through ex-post budget-balanced transfers if and only if transfers T ∗ = (t∗i )i∈I

take the following form: For reported types (θ̂, δ̂),

t∗i (θ̂, δ̂) =
∑

`∈I\{i}

[
Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]
− Eθ−`

[
πi(k

∗(θ̂`, θ−`) | θi)
]]

+ si(θ̂, δ̂),

where the components si : Θ×∆→ R satisfy the following conditions for all i, j ∈ I:

(i)
∑

i∈I si(θ, δ) = 0 on Θ×∆.

10



(ii) Eθ−i,δ−i
[sj(θ, δ)] is independent from θi for all δi.

(iii)
(
Eθ−i,δ−i

[sj(θ, δ)]
)
j 6=i = ∇pi(δi)+ai for all δi ∈ ∆i, where ai ∈ Rn−1 is constant and

pi : ∆i → R is partially differentiable and satisfies pi(δi) + ∇pi(δi) · (1 − δi) = ci

and pi(δi)− pi(δ̂i) ≥ ∇pi(δ̂i) · (δi − δ̂i) for some ci ∈ R and all δi, δ̂i ∈ ∆i.
16

Theorem 1 states that, besides the very constrained choice of (si)i, there exists a

unique mechanism that is ex-post efficient and incentive-compatible.17 This mechanism

belongs to the class of expected-externality mechanisms, or AGV-mechanisms (after Ar-

row, 1979, and d’Aspremont and Gérard-Varet, 1979), which I take to be defined broadly

through transfers t∗i (θ̂) =
∑

` 6=i Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]

+ hi(θ̂−i) for some functions (hi)i.

In what follows, I refer to the mechanisms of Theorem 1 as social-preference compatible

mechanisms (SPC-mechanisms).18

Leaving the (si)i aside, SPC-transfers can be interpreted as follows: Each i makes

a gross concession to every other ` amounting to what ` expects i’s payoff to be when

reporting θ̂`; that is, i pays Eθ−`

[
πi(k

∗(θ̂`, θ−`) | θi) to `, and ` pays Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]

to i. Loosely speaking, i pays ` the money equivalent of what ` believes to contribute to

i’s material well-being (when reporting θ̂`), and vice versa.

Now consider the incentives to reveal social preferences: Obviously, any affine function

pi(δi) = bi · (1 − δi), with bi ∈ Rn−1, satisfies the conditions of Theorem 1(iii), in which

case interim-expected transfers are independent from social types, rendering them strate-

gically irrelevant. In dyads, this strategic irrelevance of social types is even necessary.19

Intuitively, since each agent assigns greater value to his own than to his opponent’s pay-

off and since transfers are supposed to be budget-balanced, an agent will always report

a social type that yields him the maximum (or: close-to-supremum) interim-expected

16Notation: 1 = (1, ..., 1) ∈ Rn−1.
17Furthermore, from an interim perspective and with respect to payoff types, this mechanism is in fact

unique; this follows from condition (ii) of Theorem 1 and Lemma 3 below. Notice that the uniqueness
is not caused by social preferences per se but rather by the asymmetry of information about them: I
show in Daske (2017) for n = 2 that, if social preferences are common knowledge, there exist other than
SPC-mechanisms that are efficient and incentive-compatible.

18The conventional AGV is defined through

hi(θ̂−i) =
−1

n− 1
·
∑
j 6=i

∑
` 6=j

Eθ−j

[
π`(k

∗(θ̂j , θ−j) | θ`)
]
.

The AGV is social-preference compatible if and only if n = 2.
19Proof: For n = 2, the partial differential equation in Theorem 1(iii) reads pi(δi)+p′i(δi)(1−δi) = ci,

where pi : (−1, 1)→ R. Hence, p′′i = 0. (I obtained this result earlier in Daske, 2017.)
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transfer whenever that transfer varies in social types. However, this intuition does no

longer apply in larger networks: Suppose there exists a report δ̂i such that t̄ii(δ̂i) > t̄ii(δi)

for i’s true type δi; then i might still report δi if doing so yields some agent a huge transfer

at the expense of a third agent that i likes less. In fact, in networks of at least three

agents, social preferences can be strategically operative.20 In other words:

Corollary 1 Ex-post efficient implementation can be social-preference robust; in dyads,

it must be.

The next two Propositions give proof of Theorem 1.

Proposition 2 Ex-post efficient incentive-compatible mechanisms are of SPC-type.

Proof. Suppose k∗ can be Bayesian implemented through budget-balanced transfers

T = (ti)i∈I . Notice that one can always write

tj(θ, δ) =
∑

`∈I\{j}

[
Eθ−j

[
π`(k

∗(θ) | θ`)
]
− Eθ−`

[
πj(k

∗(θ) | θj)
]]

+ sj(θ, δ)

for appropriate functions sj : Θ×∆→ R satisfying
∑

j∈I sj = 0. Then, for all i,

t̄ij(θi, δi)
j 6=i
=

∑
`∈I

Eθ
[
π`(k

∗(θ) | θ`)
]
− (n− 1) · Eθ

[
πj(k

∗(θ) | θj)
]

(6)

−Eθ−i

[
πj(k

∗(θ) | θj)
]

+ Eθ−i,δ−i

[
sj(θ, δ)

]
.

By Proposition 1(ii), there exists a partially differentiable function pi : ∆i → R such that

∂pi(δi)

∂δij
= Eθ−i

[
πj(k

∗(θ) | θj)
]

+ t̄ij(θi, δi).(7)

20An example is the “gamified” SPC-mechanism derived in Section 7. Another, simpler example is
the following: The conditions of Theorem 1(iii) imply convexity of pi(δi) and, due to Euler’s formula,
linear homogeneity of its transform pi(1 − δi); the inequality is equivalent to the convexity of pi if
pi is continuously partially differentiable. Each function pi(δi) = ||1 − δi||, with some continuously
partially differentiable norm || · || : Rn−1 → [0,∞), satisfies these conditions; for those functions, the
following transfer components (si)i are non-constant (also ex interim), ex-post budget-balanced, and
even dominant-strategy incentive-compatible:

si(δ̂) =
∑
j 6=i

∂pj(δ̂j)

∂δji
−
∑
j 6=i

∂pi(δ̂i)

∂δij
.

12



Substituting (7) into (6) yields

Eθ−i,δ−i

[
sj(θ, δ)

] j 6=i
=

∂pi(δi)

∂δij
−
∑
`∈I

Eθ
[
π`(k

∗(θ) | θ`)
]

+ (n− 1) · Eθ
[
πj(k

∗(θ) | θj)
]
.

Hence, Eθ−i,δ−i

[
sj(θ, δ)

]
is independent from θi for all j 6= i. Due to budget balance, the

same holds for Eθ−i,δ−i

[
si(θ, δ)

]
. In particular, there exists a constant vector ai ∈ Rn−1

such that
(
Eθ−i,δ−i

[sj(θ, δ)]
)
j 6=i = ∇pi(δi) + ai. By identities (4) and (5) of Proposition 1,

budget-balance requires

0 =
∑
j∈I

t̄ij(θi, δi)

= pi(δi) +∇pi(δi) · (1− δi)−
∑
j∈I

Eθ−i

[
πj(k

∗(θ) | θj)
]

+

∫ θi

θmin
i

v̄i(r) dr.

Hence, there must exist a constant ci ∈ R such that pi(δi)+∇pi(δi) ·(1−δi) = ci for all δi.

By condition (3) of Proposition 1, pi must also satisfy pi(δi)− pi(δ̂i) ≥ ∇pi(δ̂i) · (δi − δ̂i)

for all δi, δ̂i.

Proposition 3 SPC-mechanisms are ex-post efficient and incentive-compatible.21

Proof. Obviously, T ∗ is budget-balanced; thus, SPC-mechanisms are ex-post efficient by

construction. By assumption, there exists a partially differentiable function pi : ∆i → R,

satisfying pi(δi) +∇pi(δi) · (1− δi) = ci and pi(δi)− pi(δ̂i) ≥ ∇pi(δ̂i) · (δi − δ̂i), such that

∂pi(δi)/∂δij + aij = Eθ−i,δ−i
[sj(θ, δ)] for some aij ∈ R. Suppose the agents other than i

reveal their types truthfully. Then interim-expected transfers are given by

Eθ−i
[ti(θ̂i, δ̂i, θ−i, δ−i)] =

∑
`∈I\{i}

Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]
− (n− 1) · Eθ

[
πi(k

∗(θ) | θi)
]

−
(
∇pi(δ̂i) + ai

)
· 1,

21For dyads, this result was obtained earlier by Bartling and Netzer (2016) in the range of altruism
and spite, and by Bierbrauer and Netzer (2016) for intention-based preferences à la Rabin (1993).
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Eθ−i
[tj(θ̂i, δ̂i, θ−i, δ−i)]

j 6=i
=

∑
`∈I\{i,j}

Eθ−i,θ−j

[
π`(k

∗(θj, θ−j) | θ`)

−
∑

`∈I\{i,j}

Eθ−i,θ−`

[
πj(k

∗(θ`, θ−`) | θj)
]]

+Eθ−i,θ−j

[
πi(k

∗(θj, θ−j) | θi)
]

−Eθ−i

[
πj(k

∗(θ̂i, θ−i) | θj)
]

+
∂pi(δ̂i)

∂δij
+ aij

=
∑
`∈I

Eθ
[
π`(k

∗(θ) | θ`)
]
− (n− 1) · Eθ

[
πj(k

∗(θ) | θj)
]

−Eθ−i

[
πj(k

∗(θ̂i, θ−i) | θj)
]

+
∂pi(δ̂i)

∂δij
+ aij.

Hence, i’s interim-expected utility from reporting (θ̂i, δ̂i) satisfies

Ui(θ̂i, δ̂i | θi, δi) =
∑
j∈I

δij · Eθ−i

[
πj(k

∗(θ̂i, θ−i) | θj) + tj(θ̂i, θ−i)
]

(8)

= Eθ−i

[∑
`∈I

π`(k
∗(θ̂i, θ−i) | θ`)

]

+

 ∑
j∈I\{i}

δij

 · Eθ [∑
`∈I

π`(k
∗(θ) | θ`)

]

− (n− 1) · Eθ

[∑
j∈I

δijπj(k
∗(θ) | θj)

]
−∇pi(δ̂i) · (1− δi)− ai · (1− δi).

If truthful revelation of θi was inferior for i, then there would exist θ̂i and θ such that∑
`∈I π`(k

∗(θ̂i, θ−i) | θ`) >
∑

`∈I π`(k
∗(θi, θ−i) | θ`), which contradicts the definition of k∗. If

truthful revelation of δi was inferior, then there would exist δ̂i such that ∇pi(δ̂i)·(1−δi) <

∇pi(δi) · (1− δi); but since pi satisfies pi(δi) +∇pi(δi) · (1− δi) = ci, this implies that

0 > ∇pi(δ̂i) · (1− δi)−∇pi(δi) · (1− δi)(9)

= ∇pi(δ̂i) · (1− δi) + pi(δi)− ci − pi(δ̂i)−∇pi(δ̂i) · (1− δ̂i) + ci

= ∇pi(δ̂i) · (δ̂i − δi) + pi(δi)− pi(δ̂i),

which contradicts the assumption that pi(δi)− pi(δ̂i) ≥ ∇pi(δ̂i) · (δi − δ̂i) for all δi, δ̂i.
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Proposition 4 SPC-mechanisms are ex-post efficient and incentive-compatible even if

private payoffs are quasi-linear, πi(k | θi) = v̂i(k | θi), as long as the v̂i : K ×Θi → R are

such that SPC-mechanisms are well-defined (i.e., k∗ and all expected values exist).

Proof. The proof of Proposition 3 applies word by word.

5 Interim Participation Constraints

Suppose there exists a status-quo allocation k◦ which is always a social alternative, k◦ ∈

K, and that implementing a different allocation requires mutual consent of all agents at

the stage at which types are private information.

Denote status-quo private payoffs by π◦i (θi) = πi(k
◦ | θi); agent i’s interim reservation

utility is thus given by u◦i (θi, δi) =
∑

j∈I δij ·Eθj
[
π◦j (θj)

]
. For an ex-post efficient allocation

function k∗ : Θ → R, write π∗i (θ) = πi(k
∗(θ) | θi); hence,

∑
i∈I π

∗
i (θ) ≥

∑
i∈I π

◦
i (θ) on Θ.

I will say that ex-post efficiency is incentive-feasible in a given allocation problem if

there exists an ex-post efficient mechanism that is Bayesian incentive-compatible and ex-

interim individually rational, such that Ui(θi, δi) ≥ u◦i (θi, δi) on Θi ×∆i for all i ∈ I. By

Theorem 1, only SPC-mechanisms need to be considered, in which case Ui(θi, δi) is given

by equation (8). I restrict attention to SPC-mechanisms that are social-preference robust

which, by Corollary 1, is necessary for dyads. For networks of at least three agents, social-

preference robustness yields a reference point for the gamification approach developed

below. The following Lemma eases the exposition.

Lemma 3 If SPC-transfer components (si(θ, δ))i∈I are social-preference robust, such that

Eθ−j ,δ−j
[si(θ, δ)] is constant in both θi and δi, then there exist constants (Si)i∈I , with∑

i∈I Si = 0, such that Eθ−j ,δ−j
[si(θ, δ)] = Si for all i, j ∈ I.

Proof. See Appendix A.4.

Theorem 1 yields a clear-cut criterion for when ex-post efficiency is incentive-feasible

in dyads.
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Theorem 2 (A Generalized Myerson-Satterthwaite Theorem) In dyads, ex-post

efficiency is incentive-feasible if and only if, for all θ ∈ Θ,

0 ≥ Eθ
[
π∗1(θ) + π∗2(θ)

]
+
∑
i=1,2

u◦i (θi, δ
min
i )− Eθ−i

[
π∗1(θ) + π∗2(θ)

]
1− δmin

i

.(10)

Proof. By Theorem 1, ex-post efficient mechanisms are incentive-compatible if and only

if transfers are of SPC-type. In this case, interim-expected utility from participation is

given by

U1(θ1, δ1) = Eθ2
[
π∗1(θ) + π∗2(θ)

]
− (1− δ1) · Eθ

[
π∗1(θ)

]
+ (1− δ1) · Eθ2,δ2

[
s(θ, δ)

]
,

U2(θ2, δ2) = Eθ1
[
π∗1(θ) + π∗2(θ)

]
− (1− δ2) · Eθ

[
π∗2(θ)

]
− (1− δ2) · Eθ1,δ1

[
s(θ, δ)

]
,

where Eθi,δi [s(θ, δ)] must be constant on Θ−i × ∆−i for all i. By Lemma 3, there exists

a constant S such that Eθ2,δ2
[
s(θ, δ)

]
= S = Eθ1,δ1

[
s(θ, δ)

]
. Hence, Ui(θi, δi) ≥ u◦i (θi, δi)

holds for both i if and only if there exists a constant S such that both

S ≥ Eθ
[
π∗1(θ)

]
+
u◦1(θ1, δ1)− Eθ2

[
π∗1(θ) + π∗2(θ)

]
1− δ1

,(11)

S ≤ −Eθ
[
π∗2(θ)

]
−
u◦2(θ2, δ2)− Eθ1

[
π∗1(θ) + π∗2(θ)

]
1− δ2

,(12)

which is equivalent to

0 ≥ Eθ
[
π∗1(θ) + π∗2(θ)

]
+
∑
i=1,2

u◦i (θi, δi)− Eθ−i

[
π∗1(θ) + π∗2(θ)

]
1− δi

(13)

for all (θ, δ). Denote the right hand-side of (13) by G(θ, δ). Notice that u◦i (θi, δi) =

π◦i (θi) + Eθ−i

[
π◦−i(θ−i)

]
≤ Eθ−i

[
π∗1(θ) + π∗2(θ)

]
, since π◦1 + π◦2 ≤ π∗1 + π∗2. Hence, G(θ, δ) is

weakly decreasing in δi, such that (13) holds on Θ×∆ if and only if (10) holds on Θ.

Condition (10) resembles Williams’ (1999) criterion for the existence of “desirable”

mechanisms in allocation problems with n ≥ 2 agents whose utilities are independent.

Desirable mechanisms, by definition, Bayesian implement k∗, are ex-interim individually

rational, and satisfy ex-ante budget balance. The criterion derived here (for n = 2) is

stricter in that it builds on ex-post budget balance: As I show below (see Corollary 2),
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ex-ante and ex-post budget balance are not equivalent under incentive-feasible imple-

mentation if agents’ social preferences are private information, contrary to allocation

problems with independent utilities. Based on his criterion, Williams (1999) establishes

the Myerson-Satterthwaite theorem for more than two agents, a result that I show to

be not robust with respect to asymmetric information about agents’ social preferences

(Theorem 5).

The famous non-existence of ex-post efficient incentive-feasible mechanisms for bilat-

erally trading an indivisible good (Myerson and Satterthwaite, 1983) is readily obtained,

thus giving Theorem 2 its name, when applying condition (10) to the allocation problem

specified by: K = {0, 1}; k◦ = 1; π1 = θ1k; π2 = θ2(1 − k); Θi ⊂ [0,∞); Θ1 ∩ Θ2 6= ∅;

and δmin
i = 0. The Myerson-Satterthwaite theorem has been put into perspective through

plenty of model variations, which typically concern the choice of K and k◦.22 I cannot

confront this vast literature with Theorem 2 here, but I want to stress that this theo-

rem provides a simple test to many bilateral-bargaining models, while Theorem 1 and

Lemma 3 provide the desired mechanisms if they exist. All one would have to accept is

that agents’ social preferences (e.g., δi = 0) are not common knowledge.

Theorem 1 helps explain how the feasibility of mutually beneficial agreements varies

with the support of social-type distributions if only social-preference robust mechanisms

are allowed.

Theorem 3 (‘Worst-Type’ Monotonicity) The ‘number’ of allocation problems in

which ex-post efficiency is incentive-feasible through social-preference robust mechanisms

is in the following sense increasing in the lower bounds of agents’ social preferences:

(i) As δmin
ij ↓ −1

n−1 for all i and all j 6= i, ex-post efficiency is incentive-feasible if and

only if π◦i (θi)− Eθi
[
π◦i (θi)

]
= Eθ−i

[∑
j∈I π

∗
j (θ)

]
− Eθ

[∑
j∈I π

∗
j (θ)

]
for all i and θi.

(ii) If ex-post efficiency is (not) incentive-feasible for given (δmin
ij )i,j 6=i, then it is also

(not) if δmin
ij is larger (smaller) for some i and some j 6= i.

(iii) As δmin
ij ↑ 1 for some i and all j 6= i, ex-post efficiency becomes incentive-feasible

whenever i, regardless his payoff type, ex-interim expects a strict efficiency gain

from participation: Eθ−i

[∑
j∈I π

∗
j (θ)

]
> Eθ−i

[∑
j∈I π

◦
j (θ)

]
for all θi.

22E.g., K = [0, 1] as in McAfee (1991), or k◦ = 1/2 as in Cramton, Gibbons, and Klemperer (1987).
Segal and Whinston (2011) even make k◦ contingent on payoff-type distributions.
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Proof. Conditions (ii) and (iii) are trivial. Ad (i): Define Gi(θi, δi) = Ui(θi, δi)−u◦i (θi, δi).

Notice that Gi is continuous in (θi, δi); hence, if δmin
ij ↓ −1n−1 for all j 6= i, then Gi(θi, δi) ≥ 0

holds for all θi if and only if Gi(θi, (
−1
n−1)j) ≥ 0. Due to Lemma 3 and equation (8), this

latter condition can be written as

n

n− 1
· Si = Si +

∑
j∈I\{i}

−1

n− 1
· Sj(14)

≥ π◦i (θi)−
1

n− 1
·
∑

j∈I\{i}

Eθj
[
π◦j (θj)

]
+ n · Eθ

[
π∗i (θ)

]
− Eθ−i

[∑
`∈I

π∗` (θ)

]
,

for constants (Sj)j satisfying
∑

j Sj = 0. Interim individual rationality requires condi-

tion (14) to hold for all i and all θi. Summing (14) over all i yields:

0 ≥
∑
j∈I

π◦j (θj)−
∑
j∈I

Eθj
[
π◦j (θj)

]
+ n · Eθ

[∑
`∈I

π∗` (θ)

]
−
∑
j∈I

Eθ−j

[∑
`∈I

π∗` (θ)

]
.

Denote the right-hand side of this condition by G−(θ) and observe that Eθ
[
G−(θ)

]
= 0,

such that 0 ≥ G−(θ) holds on Θ if and only if G−(θ) = 0 for all θ. Interim individual

rationality thus requires that 0 = Eθ−i

[
G−(θ)

]
= π◦i (θi)−Eθi

[
π◦i (θi)

]
+Eθ

[∑
`∈I π

∗
` (θ)

]
−

Eθ−i

[∑
`∈I π

∗
` (θ)

]
for all i and all θi. On the other hand, if Eθ−i

[
G−(θ)

]
= 0 for all i,

then condition (14) reads

n

n− 1
· Si ≥ Eθi

[
π◦i (θi)

]
− Eθ

[∑
`∈I

π∗` (θ)
]
− 1

n− 1
·
∑

j∈I\{i}

Eθj
[
π◦j (θj)

]
+ n · Eθ

[
π∗i (θ)

]
,

both sides of which sum to zero when summing over all i; hence, when choosing the (Sj)j

such that this latter condition holds with equality, then Gi(θi, (
−1
n−1)j) ≥ 0 for all i.

Condition (ii) is trivial because eliminating (adding) types makes things easier (harder).

Condition (iii) is trivial because a perfect altruist is willing to make any monetary conces-

sion as long as it serves the common goal; if this money is equally distributed among the

others, they will participate, too. Theorem 3 gains substance from condition (i) which

constitutes a meaningful anchor for a chain of banal implications. For instance, if private

payoffs are continuously differentiable in k, and wi = 0 for all i, then (i) implies that k∗
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must satisfy
∑

i∈I π
∗
i (θ) =

∑
i∈I π

◦
i (θ).

23 In this case, extremely spiteful types are stuck

in the status quo.24 Notice that δmin
ij ≥ 0 as n →∞; hence, in very large networks, effi-

ciency gains tend to be not incentive-feasible under social-preference robust mechanisms

even if agents are not spiteful but, at worst, selfish.25

6 Participation Through Gamification

In this section, I pursue an approach similar to the one in Myerson and Satterthwaite

(1983) who introduce a rent-seeking intermediary to bilateral trade and show that ex-post

efficient trade can be rendered incentive-feasible among those sellers and buyers for whom

the gains from trade are sufficiently high. Here, however, a different strategic dimension

will be utilized: agents’ social preferences.26

A mediator, as conceived in this section, is an agent M outside the social network

about whom the following is common knowledge: (i) no agent in the social network cares

about her (i.e., δiM = 0 for all i ∈ I); (ii) she is a pure-payoff maximizer, which means in

particular that she does not care about any of the members of the social network; (iii) she

knows the distribution of agents’ types; (iv) she has the option to complement a social-

preference robust SPC-mechanism with a payoff-type independent game the outcomes of

which redistribute money between agents and herself and vary with the composition of

social types at play; (v) she can commit to the ex-post outcomes of the complemented

mechanism; and (vi) she is willing to offer such a complemented mechanism if and only

if she ex-ante expects a non-negative profit from it.

I define gamification as follows.

Definition 1 (Gamification Mechanisms) A gamification mechanism is specified by

a social-choice function (k∗, T ∗∗) consisting of an ex-post efficient allocation function

23Proof: Differentiating the equation in (i) with respect to θi yields vi(k
◦) = Eθ−i

[
vi(k

∗)
]
, such that

Eθ
[
πi(k

◦)
]

= Eθ
[
πi(k

∗)
]

if wi = 0. Hence, Eθ
[∑

i∈I πi(k
◦)
]

= Eθ
[∑

i∈I πi(k
∗)
]
, while

∑
i∈I πi(k

◦) ≤∑
i∈I πi(k

∗), implying that
∑
i∈I πi(k

◦) =
∑
i∈I πi(k

∗).
24Utility-wise, this result is obvious, and it holds generally: Since

∑
j∈I δij → 0 as (δij)j 6=i → ( −1n−1 )j 6=i,

equal shares of payoff-wise efficiency gains would vanish utility-wise. The result is interesting because
extremely spiteful types are even payoff-wise stuck in the status quo.

25This observation resembles the result of Mailath and Postlewaite (1990) who show that the likelihood
of ex-post efficient public-goods provision being incentive-feasible approaches zero as the number of
(selfish) agents approaches infinity.

26This section builds on ideas developed in an unpublished working paper of mine; see Daske (2016).
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k∗ : Θ → K, with k∗(θ) ∈ arg maxk∈K
∑

i∈I πi(k | θi), and a transfer scheme T ∗∗ =

(t∗∗i )i∈I : Θ×∆→ Rn given by

t∗∗i (θ̂, δ̂) =
∑

`∈I\{i}

[
Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]
− Eθ−`

[
πi(k

∗(θ̂`, θ−`) | θi)
]]

+ s∗i (δ̂),(15)

where the ‘gamification scheme’ (s∗i )i∈I , s
∗
i : ∆→ R, satisfies the following conditions:

(i) (s∗i )i∈I is dominant-strategy incentive-compatible.

(ii) (s∗i )i∈I is ex-ante budget-balanced: For all δ ∈ ∆,

∑
i∈I

Eδ
[
s∗i (δ)

]
= 0.(16)

(iii) Ex interim, (s∗i )i∈I yields each agent i ∈ I a positive utility level: For all δ ∈ ∆,

∑
`∈I

δi` · Eδ−i

[
s∗`(δ)

]
> 0.(17)

The payoff -type related transfer components of gamification mechanisms are those

of SPC-mechanisms; these components are ex-post budget-balanced and ensure the im-

plementation of k∗, due to Theorem 1. By condition (16), gamification replaces ex-post

budget balance by the weaker notion of ex-ante budget-balance. When interpreting gains

and losses on the network level as subsidies or sanctions through a mediator, then the

mediator’s ex-post payoff is given by

sM(δ) = −
∑
i∈I

s∗i (δ),

such that her own (interim) participation constraint is satisfied through condition (16).

Condition (17) requires that agents desire gamification, since it implies an interim-

expected Pareto improvement upon choosing the (s∗i )i∈I constantly zero. In order to

cope with Wilson’s (1987) call for avoiding common knowledge assumptions (here: about

social-type distributions), I require gamification schemes to be dominant-strategy rather

than Bayesian incentive-compatible.27

27This serves the purpose of not assuming common knowledge of social-type distributions right from
the outset, even though interim individual rationality will require common knowledge of some higher
moments of those distributions.
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The purpose of the following subsections is to show that gamification mechanisms

do actually exist, the central result being Proposition 5. Anticipating this result, the

following Theorem states what gamification is good for.

Theorem 4 (Gamification) For any collection of reservation utilities (u◦i )i∈I , there

exists a gamification mechanism that is incentive-feasible, ex-ante budget-balanced, and

implements the ex-post efficient allocation function k∗. The result extends to allocation

problems with quasi-linear private payoffs.

Proof. Consider a gamification mechanism (k∗, T ∗∗) with transfers (s∗i )i∈I from Proposi-

tion 5 below. This mechanism is ex-ante budget-balanced and Bayesian implements k∗,

due to Theorem 1 and Propositions 4 and 5. Notice that the conditions of Definition 1 are

invariant under scaling all the (s∗i )i∈I with the same α > 0. Due to condition (17), agents’

interim participation constraints can thus be satisfied for given (u◦i )i∈I by choosing α > 0

sufficiently large.

The proof of Theorem 4 makes clear that my gamification approach builds on (arbi-

trary) interim-expected Pareto improvements through social-preference dependent trans-

fers that redistribute money between agents and mediator. This would be impossible in

generic social networks if agents’ social types were common knowledge and participation

required ex-post individual rationality; an insight immediate from Lemma 1.

Corollary 2 In dyads, ex-ante and ex-post budget balance are not ‘equivalent’: There

(do not) exist ex-interim individually rational mechanisms that Bayesian implement k∗

and satisfy ex-ante (ex-post) budget balance.28

Proof. Immediate from Theorems 2 and 4.

Börgers and Norman (2009) prove the equivalence of ex-ante and ex-post budget

balance in a model that allows for informational externalities. In terms of the model

conceived here, they prove the equivalence for some sort of ‘semi-altruism’, one under

which each agent i internalizes others’ valuations of social alternatives k but disregards

the distributive effects of transfers; formally, as if ui =
∑

j∈I δij · πj(k | θj) + ti. The here

28Regarding the validity of this statement for n ≥ 3, the results of this paper are inconclusive.
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obtained non-equivalence of ex-ante and ex-post budget balance illustrates the incentive-

theoretical impact of agents internalizing fully the distributive effects of a mechanism.

The mediator can even reap profits from gamification:

Corollary 3 For any collection of reservation utilities (u◦i )i∈I , a rent-seeking mediator

can offer agents a mechanism that is incentive-feasible, implements the efficient allocation

function k∗, and yields the mediator a positive profit ex ante.

Proof. Consider a gamification mechanism in the manner of Theorem 4, with gamifica-

tion scheme (s∗i )i∈I . Then the gamification scheme (s∗∗i (δ))i∈I = (s∗i (δ)− ε)i∈I , with

0 < ε <

∑
`∈I δi` · Eδ−i

[
s∗`(δ)

]∑
`∈I δi`

,

is dominant-strategy incentive-compatible, satisfies
∑

`∈I δi` ·Eδ−i

[
s∗∗` (δ)

]
> 0, and yields

the mediator an ex-ante profit of n · ε. When scaling all the s∗∗i (δ) with the same,

sufficiently large α > 0, each agent’s participation constraint will be satisfied and the

mediator’s ex-ante profit amounts to Eδ
[
sM(δ)

]
= n · α · ε > 0.

When leaving the choice of k ∈ K out of account, Corollary 3 suggests a rationale for

casino gambling (in the manner of competitive games like poker):

Corollary 4 (Rational Gambling) Under asymmetric information about agents’ so-

cial preferences, a rent-seeking ‘casino’ can offer a game that redistributes money between

visitors and the ‘bank’ such that visitors play voluntarily and the casino reaps profits in

expectation. The game is a ‘gamble’ in that its outcomes depend on the unknown social

types of (other) players and effectively determine their competitiveness.29

The conventional economic stance on casino gambling, taking an expected-payoff per-

spective, has been that it is irrational but that it might be rationally addictive (e.g.,

Becker and Murphy, 1988, and Mobilia, 1993). A behavioral rationale, based on “stake-

dependent” utility, has recently been put forward by Eisenhuth, Murphy, and Neuhierl

(2018). Another, more näıve, view is to pronounce the entertainment aspect of gambling

29Game outcomes may also have an exogenous random component (like rolling a dice) in which case
gamification transfers can be interpreted as expected values. For instance, ex-post transfers might be
ŝi(δ,X) = X · s∗∗i (δ), for some real-valued random variable X satisfying EX [X] = 1 and the gamification
scheme (s∗∗i (δ))i∈I in the proof of Corollary 3; in this case, s∗∗i (δ) = EX [ŝi(δ,X)].
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(e.g., Marfels, 2001), simply acknowledging that gambling might be ‘fun’, that gamblers

receive some sort of mental compensation for their expected material losses. The ratio-

nale put forward here is more subtle than that, for it provides an explanation for the

origin of such mental compensation, namely, agents’ social preferences which entail both

agents’ distributive preferences and their propensities to cooperate or compete. To make

transparent how these aspects of social preferences can be exploited to produce a sort of

mental compensation that actually outweighs the disutility from an anticipated material

loss is another purpose of the following subsections, next to showing that gamification

mechanisms do actually exist.

This section proceeds as follows: Without loss of generality, I focus on gamification

schemes (s∗i )i∈I and suppress the payoff-type related transfer components of gamification

mechanisms. I start out (in 6.1) with a simple example that provides some basic intuition

for how arbitrary interim-expected Pareto improvements among mediator and agents are

feasible. I then derive a gamification scheme (in 6.2) for a simplified version of the model

framework of Section 2. This mechanism can be adjusted (in 6.3) to match the general

model framework.

6.1 A Simple Example

Consider a mediator M and two agents i ∈ {1, 2} whose social types are i.i.d., taking

values δi = 0 or δi = 1/2, each with probability of 1/2.

The mediator offers agents to play a game the material outcomes of which are de-

termined by the transfer scheme (si)i=1,2 depicted on the left-hand side of Figure 2; the

ex-post payoff of M is given by sM = −s1 − s2. From a pure-payoff perspective, this

is a prisoners’ dilemma, which could be overcome through mutual pro-social behavior

among agents. Maximizing utility ui = si + δi · s−i, a pure-payoff maximizer (δi = 0)

has the dominant strategy to behave hawkish in that he opts for playing H; an altruist

(δi = 1/2) has the dominant strategy to behave dovish in that he opts for playing D; the

respective utility levels are depicted on the right-hand side of Figure 2. The game offered

by M is thus dominant-strategy incentive-compatible, distinguishing hawks from doves

behaviorally.

Reservation payoffs and, thus, reservation utilities are assumed to be zero for all.
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Figure 2: On the left: The transfer scheme (si)i=1,2 underlying the strategic game that
a mediator M offers two agents to play, where x > 0 and where M ’s ex-post payoff is
given by sM = −s1− s2. At the upper right: An altruist, with ui = si + s−i/2, acts dovish
by playing his dominant strategy D. At the lower right: A pure-payoff maximizer, with
ui = si, acts hawkish by playing his dominant strategy H.

Figure 3 depicts the payoffs s`, for ` ∈ {D,H,M}, and utilities u`, for ` ∈ {D,H},

that a hawk (H, with δi = 0), a dove (D, with δi = 1/2), and the mediator would derive

from each of the feasible type combinations. Figure 3 also depicts the probabilities (Pr`)

that the mediator and privately informed social types do rationally assign to each of

those type combinations. The mediator’s interim-expected payoff, assuming hawks and

doves participate, is zero; her participation constraint as stated by Definition 1(ii) is thus

satisfied. A hawk, assuming the other agent participates, interim-expects a payoff of

2x > 0 and would thus participate, too.

The decisive role is played by the dovish type: Assuming the other agent participates

whatever his type may be, he expects a material loss of 1/2 · (4x− 8x) = −2x, for which

he is mentally compensated by the positive externality his appearance would have on

both a hawk (who would obtain 8x) or another dove (who would obtain 4x); the resulting

interim-expected positive externality, amounting to 1/2·(8x+4x) = 6x, weighted with his

degree of altruism, provides a dovish type with an interim-expected mental compensation

of δD · 6x = 3x, which outweighs his interim-expected material loss of −2x.30

30Leaving all else equal, the above results can also be obtained, qualitatively, when letting δD ∈ ( 1
2 , 1).

In this case, the respective ex-post utility levels from playing hawk or dove (colored red and blue in
Figure 2) are those of a hawk-dove game in the strict, game-theoretical sense.
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Figure 3: The payoffs and utilities that a hawk (H), a dove (D), and the mediator (M)
would obtain under each of the feasible combinations of social types, and the probabilities
( Pr`, ` ∈ {D,H,M}) they rationally assign to each of those type combinations.

The transfer scheme (si)i=1,2 thus satisfies the conditions of Definition 1, such that

mutual participation in the respective game yields an interim-expected Pareto improve-

ment upon the status quo. Letting x approach infinity even allows for arbitrary interim-

expected Pareto improvements.31 I show in Appendix B how similar examples can be

constructed for arbitrary i.i.d. types and discrete social-type sets. The example presented

here is a special case of those.

31To make the example a little more lively, the transfer scheme on the left-hand side of Figure 2 can
be interpreted as resulting from relative or team performance incentives. For instance, M could offer an
all-pay auction in which agents can either invest or abstain, ei ∈ {0, 1}, to obtain a net return of

si(ei, e−i) = −F − C · ei +


P, ei > e−i

P/2, ei = e−i

0, ei < e−i

where F = 8x is a participation fee, C = 8x are investment costs, and P = 24x is the prize; in this case,
the hawkish strategy H is to invest, whereas the dovish strategy D is to abstain. Payoff-equivalently, M
could offer a public-good game in which agents do either invest or free-ride, ei ∈ {0, 1}, to obtain a net
return of si(ei, e−i) = −F −C · ei+B · (ei+ e−i), at participation fee F = 4x, investment costs C = 16x,
and team bonus per unit of effort B = 12x; here, strategy H is to free-ride, whereas D is to invest.
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6.2 Sufficient Conditions in a Simplified Model

With all else equal to the model setup of Section 2.1, suppose here that there are only two

agents, i ∈ {1, 2}, and their social types are i.i.d.. Ease notation by rewriting δi,−i = δi.

A reasonable approach is to look for a gamification scheme (s∗i )i that is symmetric in

the sense that s∗1(δ) = s(δ1, δ2) and s∗2(δ) = s(δ2, δ1) for some twice continuously partially

differentiable function s : ∆ → R. The (s∗i )i are supposed to be dominant-strategy

incentive-compatible. Due to i.i.d. social types, ex-ante budget balance requires

Eδ1,δ2
[
s(δ1, δ2)

]
= 0.(18)

Due to condition (17),

Eδ−i

[
s(δi, δ−i)

]
+ δi · Eδ−i

[
s(δ−i, δi)

]
= g(δi)(19)

for some function g : ∆i → (0, 1) determining i’s strictly positive utility gain from

gamification as compared to a status quo of zero-transfers. I refer to g as the gain

function. Notice that the gain function is the same for both agents, due to i.i.d. social

types, and that it is twice continuously differentiable, due to the assumptions on s.

The idea is to derive s from g for an appropriate g.

Lemma 4 The following holds necessarily:

(i) The gain function g is convex and satisfies Eδi
[
g′(δi)

]
= 0 = Eδi

[
g(δi)− δi · g′(δi)

]
.

(ii) Agent i of type δi expects a transfer of Eδ−i

[
s(δi, δ−i)

]
= g(δi)− δi · g′(δi) to himself.

(iii) Agent i of type δi expects a transfer of Eδ−i

[
s(δ−i, δi)

]
= g′(δi) to agent −i.

(iv) The gamification scheme s(δi, δ−i) is additively separable.

(v) The gamification scheme is given by s(δi, δ−i) = g(δi)− δi · g′(δi) + g′(δ−i).

Proof. For each i, the gain function g is exactly the function pi from Proposition 1(ii)

when letting there n = 2, ti = s∗i , and vi, wi = 0; conditions (ii) and (iii) of Lemma 4

are thus immediate from conditions (5) and (4), respectively. The equation in condi-

tion (i) follows from (ii) and (iii), due to (18), and g is convex due to Proposition 1(ii).
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Due to strategy proofness, agent i’s first-order condition 0 = ∂
∂δi
s(δi, δ−i) + δi

∂
∂δi
s(δ−i, δi)

must be satisfied for all δi, δ−i ∈ (−1, 1); differentiating this with respect to δ−i yields

0 = ∂2

∂δ2∂δ1
s(δ1, δ2) + δ1

∂2

∂δ2∂δ1
s(δ2, δ1) and 0 = ∂2

∂δ1∂δ2
s(δ2, δ1) + δ2

∂2

∂δ1∂δ2
s(δ1, δ2), implying

that 0 = (1− δ1δ2) ∂2

∂δ1∂δ2
s(δ1, δ2); hence, s is additively separable. Condition (v) is easily

obtained from conditions (i) to (iv).

The convexity of g implies that the transfer an agent expects to himself is maximal

(and positive) for a pure-payoff maximizer (δi = 0) and (locally) minimal for (at least

one of) the extreme social types (δmin
i and δmax

i ). That is, money is redistributed toward

those who ‘care least’ about others. Since the monetary externality that an agent imposes

on his opponent, Eδ−i

[
s(δ−i, δi)

]
, increases in his social type and is zero ex ante, least

(most) altruistic types impose a negative (positive) externality on their opponents. This

externality, weighted with an agent’s social type, mentally over-compensates those agents

who expect a material loss : Eδ−i

[
s(δi, δ−i)

]
+ δi · Eδ−i

[
s(δ−i, δi)

]
= g(δi) − δi · g′(δi) +

δi · g′(δi) = gi(δi) > 0. It is easy to see that, from an ex-post perspective, the mediator

prefers less altruistic over more altruistic types, while agents prefer more altruistic over

less altruistic types.

In order to cope with the ‘Wilson doctrine’, the gain function should be chosen such

that common knowledge assumptions about the social-type distribution are as weak as

possible. In fact, it suffices to assume common knowledge of its mean and variance:

Lemma 5 Let δ∗ = −1 +
√

Varδi [δi] + (1 + Eδi [δi])2. Then the function g : (−1, 1) →

(0,∞), with g(δi) = (δi−δ∗)2+2(1+δi)(δ
∗−Eδi [δi]), satisfies the conditions of Lemma 4(i).

Proof. Obviously, g′′ > 0; and Eδi [g′(δi)] = 0, since g′(δi) = 2(δi−Eδi [δi]). Furthermore,

we have Eδi [g(δi)] = Eδi [δi ·g′(δi)] if and only if (1+δ∗)2 = Eδi [δ2i ]+2Eδi [δi]+1. The latter

equality is satisfied for δ∗ = −1+
√
Eδi [δ2i ] + 2Eδi [δi] + 1 = −1+

√
Varδi [δi] + (1 + Eδi [δi])2.

Since Varδi [δi] > 0 by assumption, δ∗ > Eδi [δi], such that g(δi) > 0 for all δi ∈ (−1, 1).

By construction, the transfer scheme defined by Lemmas 4(v) and 5 is a gamification

scheme.
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6.3 Gamification in Arbitrary Social Networks

As utility is linear in transfers, Lemmas 4 and 5 suggest the following approach to deriving

gamification schemes (s∗i )i∈I for arbitrary social networks. Consider transfers

s∗i (δ) = gi(δ
S
i )− δSi · g′i(δSi ) +

∑
j∈I\{i}

g′j(δ
S
j ),(20)

for appropriate functions δSi : ∆i → R, mapping an agent’s (n − 1)-dimensional social

type to a one-dimensional signal (e.g., an effort level), and functions

gi(δ
S
i ) = (δSi − δ∗i )2 + 2(1 + δSi )(δ∗i − E[δSi ]),(21)

δ∗i = −1 +
√

Varδi [δ
S
i ] + (1 + Eδi [δSi ])2.(22)

By Lemma 5, the functions (gi)i each satisfy the conditions of Lemma 4(i), provided

Eδi [δSi ] and Varδi [δ
S
i ] exist. How must the functions δSi be chosen?

If each agent i is asked to report some real-valued signal δSi , then, as I show below, i

has the strictly dominant strategy to report his aggregate degree of altruism,

δSi (δi) =
∑

j∈I\{i}

δij,(23)

which I refer to as i’s degree of pro-sociality.

Proposition 5 Suppose the expected value and variance of each agent’s degree of pro-

sociality are common knowledge. Then the transfer scheme determined by equations (20)

to (22) is a gamification scheme in terms of Definition 1.

Proof. Under (s∗i )i∈I , each agent i reports a social type δ̂i so as to maximize his (interim-

expected) utility, which is strategically equivalent to reporting some degree δ̂Si of pro-

sociality. His ex-post utility is given by

∑
j∈I

δij · s∗j(δ̂) = gi(δ̂
S
i )− δ̂Si · g′i(δ̂Si ) +

∑
j 6=i

g′j(δ̂
S
j ) +

∑
j 6=i

δij ·
[
gj(δ̂

S
j )− δ̂Sj · g′j(δ̂Sj )

]
+
∑
j 6=i

δij ·
∑
6̀=j,i

g′`(δ̂
S
` ) +

(∑
j 6=i

δij

)
· g′i(δ̂Si ).
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Hence, i maximizes the function gi(δ̂
S
i )− δ̂Si ·g′i(δ̂Si )+δSi ·g′i(δ̂Si ) over the choice of δ̂Si . Since

gi is strictly convex, i has the strictly dominant strategy to truthfully report δ̂Si = δSi .

When substituting for Eδj
[
g′j(δ

S
j )
]

= 0 = Eδj
[
gj(δ

S
j ) − δSj · g′j(δSj )

]
, due to Lemma 5,

agent i’s interim-expected utility satisfies
∑

j∈I δij ·Eδ−i
[s∗j(δ)] = gi(δ

S
i ), which is positive.

By Lemma 5 again, ex-ante budget balance is satisfied, since Eδ[s∗i (δ)] = 0 for all i.

The distributive effects of gamification in the manner of Proposition 5 are similar to

those discussed in the last subsection. From an ex-post perspective, the mediator prefers

anti-social over pro-social types, while the opposite is true for agents.

7 Gamification and Network Autonomy

The previous section shows that when ex-post budget balance is replaced by ex-ante bud-

get balance, then an ex-post efficient allocation rule can always be Bayesian implemented

with a mechanism that is individually rational ex interim. I have interpreted ex-ante

budget balance as the participation constraint of a mediator who subsidizes or sanctions

agents based on the outcomes of a game that serves as an add-on to a social-preference

robust SPC-mechanism. Consequently, that mediator is an outsider to the agents’ net-

work in that interpersonal preferences between her and network members are absent. In

this section, I reintroduce ex-post budget balance by asking: Can the role of the mediator

be taken by a network member? In other words: Can all social networks resolve all their

allocation problems autonomously? By Theorem 2, the answer is ‘no’ for dyads; I show

that ‘yes’ for larger networks.

Consider some agent M ∈ I who is to serve as mediator. In line with the model setup

of Section 2.1, this agent’s utility from budget-balanced transfers (si)i∈I is given by

uM = −
∑
j 6=M

sj +
∑
j 6=M

δMj · sj,(24)

where δMj ∈ [δmin
Mj , δ

max
Mj ] ⊂

( −1
n−1 , 1

)
for all j ∈ I \ {M}.
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The results of Section 6.3 suggest the following approach to gamification in au-

tonomous social networks: Define transfers (s∗∗i (δ))i∈I by

s∗∗j (δ) = −F + gj(δ
M
j )− δMj · g′j(δMj ) +

∑
`6=j,M

g′`(δ
M
` ), for j 6= M , and(25)

s∗∗M(δ) = −
∑
j 6=M

s∗∗j (δ),(26)

for an appropriate fee F > 0 and functions δMj : ∆j → R and

gj(δ
M
j ) = (δMj − δ∗∗j )2 + 2(1 + δMj )(δ∗∗j − E[δMj ]),(27)

δ∗∗j = −1 +
√

Varδj [δ
M
j ] + (1 + Eδj [δMj ])2.(28)

By Lemma 5, the functions (gj)j 6=M each satisfy the conditions of Lemma 4(i), provided

Eδj [δMj ] and Varδj [δ
M
j ] exist. How must the functions δMj be chosen?

If each agent j 6= M is asked to report some real-valued signal δMj , then, as I show

below, j has the strictly dominant strategy to report

δMj (δj) =

∑
` 6=j,M(δj` − δjM)

δjj − δjM
,(29)

which can be interpreted as j’s relative marginal utility from a redistribution of M ’s

money either to the others (who obtain equal shares) or to j himself; recall that δjj = 1.

I refer to δMj as j’s relative spite towards M , because δMj decreases in j’s altruism towards

M and increases in j’s aggregate altruism toward the others. Notice that the expected

value and variance of δMj exist, since [δmin
jM , δmax

jM ] ⊂
( −1
n−1 , 1

)
.

Proposition 6 Suppose a social network of at least three agents contains an agent M

such that the expected value and variance of every other j’s relative spite towards M ,

given by (29), are common knowledge. Then the transfer scheme (s∗∗i )i∈I as given by

equations (25) to (28), with a fee F = minj 6=M
(
δ∗∗j − Eδj [δMj ]

)
, is ex-post budget-balanced,

dominant-strategy incentive-compatible, and yields each agent i ∈ I positive interim-

expected utility:
∑

`∈I δi` · Eδ−i

[
s∗∗` (δ)

]
> 0.

Proof. Notice first that F > 0, since Varδj [δ
M
j ] > 0 for all j 6= M , and that M has no

strategic role to play. Under (s∗∗i )i∈I , each agent j 6= M reports a social type δ̂j so as
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to maximize his (interim-expected) utility, which is strategically equivalent to reporting

some degree δ̂Mj of relative spite towards M ; his ex-post utility is given by

∑
6̀=M

(δj` − δjM) · s∗∗` (δ̂) = − F ·
∑
` 6=M

(δj` − δjM)

+ (δjj − δjM) ·

[
gj(δ̂

M
j )− δ̂Mj · g′j(δ̂Mj ) +

∑
`6=j,M

g′`(δ̂
M
` )

]
+
∑
6̀=j,M

(δj` − δjM) ·
[
g`(δ̂

M
` )− δ̂M` · g′`(δ̂M` )

]
+
∑
6̀=j,M

(δj` − δjM) ·
∑

`′ 6=`,j,M

g′`′(δ̂
M
`′ )

+

[ ∑
`6=j,M

(δj` − δjM)

]
· g′j(δ̂Mj ),

where only the second and last line are strategically relevant to j. Since δjj = 1 > δjM ,

agent j maximizes gj(δ̂
M
j ) − δ̂Mj · g′j(δ̂Mj ) + δMj · g′j(δ̂Mj ) over the choice of δ̂Mj , where

δMj =
∑
6̀=j,M(δj` − δjM)/(δjj − δjM). Since gj is strictly convex, j has the strictly

dominant strategy to truthfully report δ̂Mj = δMj . When substituting for Eδ`
[
g′`(δ

M
` )
]

=

0 = Eδ`
[
g`(δ

M
` ) − δM` · g′`(δM` )

]
, due to Lemma 5, agent j’s interim-expected utility is

obtained as

∑
6̀=M

(δj` − δjM) · Eδ−j
[s∗∗` (δ)] = − F ·

∑
`6=M

(δj` − δjM)

+ (1− δjM) ·
[
gj(δ

M
j )− δMj · g′j(δMj )

]
+

[ ∑
` 6=j,M

(δj` − δjM)

]
· g′j(δMj )

= − F ·
∑
`6=M

(δj` − δjM)

+ (1− δjM) ·
[
gj(δ

M
j )− δMj · g′j(δMj ) + δMj · g′j(δMj )

]
= (1− δjM) · gj(δMj )− F ·

∑
`6=M

(δj` − δjM)

= (1− δjM) ·
[
gj(δ

M
j )− F · (1 + δMj )

]
,
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where 1− δjM > 0, and gj(δ
M
j ) > 0 for any δMj . If 1 + δMj ≤ 0, then j’s interim-expected

utility is obviously positive. Suppose, 1 + δMj > 0; then F must satisfy 0 < F <
gj(δ

M
j )

1+δMj
.

Since gj(δ
M
j ) is minimal at δMj = Eδj [δMj ], and δ∗∗j > Eδj [δMj ],

gj(δ
M
j )

1 + δMj
≥

(
δ∗∗j − Eδj [δMj ]

)2
+ 2

(
1 + δMj

) (
δ∗∗j − Eδj [δMj ]

)
1 + δMj

> δ∗∗j − Eδj [δMj ].

Hence, choosing F = minj 6=M
(
δ∗∗j − Eδj [δMj ]

)
ensures that each agent j’s interim-expected

utility is positive. Finally, due to Lemma 5 again, M ’s interim-expected utility is positive:

Eδ−M
[uM(δ)] =

∑
j 6=M

(δMj − 1) ·

[
− F + Eδj

[
gj(δ

M
j )− δMj · g′j(δMj )

]
+
∑
`6=j,M

Eδ` [g
′
`(δ

M
` )]

]
= F ·

∑
j 6=M

(1− δMj).

This completes the proof.32

With this result at hand, gamification can be deployed to ensure the incentive-

feasibility of ex-post efficiency.

Theorem 5 (Gamification in Autonomous Networks) Suppose a social network of

at least three agents contains an agent M such that the expected value and variance of

every other j’s relative spite towards M , given by (29), are common knowledge. Then,

for any collection of reservation utilities, this network can resolve any allocation problem

with a mechanism that is Bayesian incentive-compatible, ex-interim individually rational,

and ex-post Pareto-efficient (in particular, ex-post budget-balanced). The result extends

to allocation problems with quasi-linear private payoffs.

32As suggested by Lemma 2, the functions pi : ∆i → R of Theorem 1 are simply given by pj(δj) =
(1−δjM )·

[
gj(δ

M
j )− F · (1 + δMj )

]
for j 6= M and pM (δM ) = F ·

∑
j 6=M (1−δMj), such that ∂pj(δj)/∂δj` =

Eδ−j [s∗∗` (δ)] and ∂pM (δM )/∂δMj = Eδ−M
[s∗∗j (δ)]. Each pi is smooth and convex, and its transform

pi(1− δi) is homogeneous of degree one. If F = minj 6=M
(
δ∗∗j − Eδj [δMj ]

)
, then pi(δi) > 0 for each i ∈ I.
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Proof. A feasible mechanism is specified by the social-choice function (k∗, T ∗∗) consisting

of an ex-post efficient allocation function k∗ : Θ→ K, k∗(θ) ∈ arg maxk∈K
∑

i∈I πi(k | θi),

and the transfer scheme T ∗∗ = (t∗∗i )i∈I : Θ×∆→ Rn,

t∗∗i (θ̂, δ̂) =
∑

`∈I\{i}

[
Eθ−i

[
π`(k

∗(θ̂i, θ−i) | θ`)
]
− Eθ−`

[
πi(k

∗(θ̂`, θ−`) | θi)
]]

+ s∗∗i (δ̂),(30)

with (s∗∗i )i∈I as defined by equations (25) to (28) for F = minj 6=M
(
δ∗∗j − Eδj [δMj ]

)
. This

mechanism is ex-post Pareto-efficient and Bayesian incentive-compatible, due to The-

orem 1, Proposition 4, and Proposition 6. When scaling the (s∗∗i )i∈I with the same,

sufficiently large α > 0, each agent’s participation constraint will be satisfied, due to

Proposition 6.

Theorem 5 gives proof to the Coase theorem, in its mechanism design interpretation,

for social networks of at least three agents.

8 Limitations to Gamification

There are some limitations to the practical scope of gamification.

The agent who is to serve as mediator, whether she belongs or is an outsider to the

network, must be able to commit to the ex-post outcomes of gamification. This commit-

ment might be enforced by an external institution. In the casino example (Corollary 4),

for instance, the state can enforce the casino’s commitment as long as gambling is legal.

In this respect, the ability to commit can be interpreted as being part of the implicit as-

sumption made throughout this paper: that property rights are well-defined and contracts

are enforceable.

I have assumed that agents are not exposed to any endowment constraints, such that

the redistributive effects of gamification can be scaled up to an arbitrary extent. I show

in Daske (2016) for the case of two agents with i.i.d social types (as considered here

in Section 6.2) how gamification can be deployed to incentivize the production of those

endowments (the market returns from production) that are then to be distributed among

the mediator (employer) and the agents (workers). That is, gamification schemes can

take the form of labor contracts. These contracts payoff-equivalently provide agents with
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relative or team performance incentives, both of which result in a hawk-dove like game

between co-workers.

In order to cope with Wilson’s (1987) call for avoiding common-knowledge assump-

tions, I have derived gamification schemes that merely require common knowledge of the

expected values and variances of specific network determinants; those are agents’ degrees

of relative spite towards an inside mediator or their pro-sociality if the mediator is an

outsider to the network (in which case interpersonal preferences between the mediator

and network members are absent). Realistically, these assumptions are not met in large

networks, if any. Furthermore, the computation of agents’ relative spite from their in-

terpersonal preferences actually requires common knowledge of their entire social-type

distributions. By contrast, the expected values and variances of agents’ pro-sociality are

immediate from the expected values and variances of each of their interpersonal prefer-

ences, which might be easier to observe. From a practical point of view, gamification

might thus be easier to deploy with the help of an outside mediator.

Risk aversion, finally, is another serious issue, for taking risks is essential to gami-

fication as I have defined it.33 The model conceived in this paper assumes that agents

are risk-neutral with regard to ‘money’. While there seems to be no reason to believe

that gamification could deliver risk-averse agents with arbitrary interim-expected Pareto

improvements upon a non-gamified status quo, I show in Appendix C that gamification

with an outside mediator does always yield a slight interim-expected Pareto improve-

ment; the mediator can even be privately informed about her social preferences towards

the network. The observation that an interim-expected social-preference related mental

compensation can outweigh an interim-expected material loss : it persists.

33The mediator takes the risk of ending up with dovish players who would collaborate against her.
Players take the risk of ending up with hawkish opponents who make competition more severe and
undermine collaboration.
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A Omitted Proofs

A.1 Proof of Lemma 1

Having required weak budget balance, Pareto efficiency implies strict budget balance:

Suppose
∑

i∈I ti = −ε for some ε > 0; then a Pareto improvement can be achieved through

transfers (ti + ε/n)i∈I , since
∑

j∈I δij > 0. Provided transfers are budget-balanced, the

payoff -possibility set can be written as



...

πi(k | θi) + ti
...

πn(k | θn)−
∑

i ti




(ti)i<n∈Rn−1,

k∈K

=


σ(k)

n
·



...

1
...

1

+



...

t′i
...

−
∑

i t
′
i




(t′i)i<n∈Rn−1,

k∈K

,

where σ(k) =
∑

i∈I πi(k | θi): For any pair (k, (ti)i), with tn = −
∑n−1

i=1 ti, one can choose

t′i = −σ(k)
n

+πi(k | θi)+ ti for i ≤ n−1, such that −
∑n−1

i=1 t
′
i = n−1

n
σ(k)−

∑n−1
i=1 πi(k | θi)+

tn = −σ(k)
n

+ πn(k | θn) + tn. The utility-possibility set thus satisfies




...

ui
...


(ti)i<n∈Rn−1,

tn=−
∑

i ti,
k∈K

=


σ(k)

n
·


...∑

j∈I δij
...

+


...∑

j∈I δijt
′
j

...


(t′i)i<n∈Rn−1,

t′n=−
∑

i t
′
i,

k∈K

.

Since
∑

j∈I δij > 0 for all i, every increase in σ(k) yields a Pareto improvement (through

an adequate change in budget-balanced transfers.)

Let |δij| < 1/(2n− 3) for all i and all j 6= i, and suppose there exist budget-balanced

transfer schemes T and T ′ such that T ′ Pareto improves upon T . Then there exists

an agent i and types (θ, δ) such that i makes the greatest monetary loss: For (dj)j =

(t′j − tj)j, let i ∈ arg minj dj, where minj dj = −ε < 0. Indicate by j− those agents other

than i who would also lose money when switching from T to T ′; i.e., dj− ∈ [−ε, 0) for

all j−. Then i would realize the maximum utility feasible under T ′ if his favorite agent,
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j∗ ∈ arg maxj 6=i δij, obtained all redistribution mass: dj∗ = ε −
∑

j−
dj− > 0. Therefore,

i’s change in utility when switching from T to T ′ satisfies

u′i − ui ≤ −ε+
∑
j−

δij− · dj− + δij∗ ·

ε−∑
j−

dj−


< −ε+

∑
j−

−1

2n− 3
· (−ε) + δij∗ · (1 + |{j−}|) · ε

<

(
−1 +

2|{j−}|+ 1

2n− 3

)
· ε

≤
(
−1 +

2(n− 2) + 1

2n− 3

)
· ε

= 0.

Hence, i is worse off under T ′; a contradiction.

A.2 Proof of Lemma 2

Suppose (k, T ), with k : Θ→ K and T : Θ×∆→ Rn, is incentive-compatible. Then the

following must hold for all θi, θ̂i ∈ Θi and all δi, δ̂i ∈ ∆i:

Ui(θi, δi) ≥ Ui(θ̂i, δi | θi, δi) = Ui(θ̂i, δi) + (θi − θ̂i) · v̄i(θ̂i),(31)

Ui(θ̂i, δi) ≥ Ui(θi, δi | θ̂i, δi) = Ui(θi, δi) + (θ̂i − θi) · v̄i(θi),(32)

Ui(θi, δi) ≥ Ui(θi, δ̂ij, δ
−j
i | θi, δi)(33)

= Ui(θi, δ̂ij, δ
−j
i ) + (δij − δ̂ij) ·

[
π̄ij(θi) + t̄ij(θi, δ̂i, δ

−j
i )
]
,

Ui(θi, δ̂ij, δ
−j
i ) ≥ Ui(θi, δi | θi, δ̂i, δ−ji )(34)

= Ui(θi, δi) + (δ̂ij − δij) ·
[
π̄ij(θi) + t̄ij(θi, δi)

]
.

Without loss of generality, let θ̂i > θi. Then (31) and (32) imply that

v̄i(θ̂i) ≥
Ui(θ̂i, δi)− Ui(θi, δi)

θ̂i − θi
≥ v̄i(θi).(35)

Hence, v̄i(θi) is non-decreasing in θi and therefore, by Lebesgue’s Theorem, partially dif-

ferentiable in θi almost everywhere. Letting θ̂i approach θi in (35) implies that Ui(θi, δi) is

partially differentiable in θi almost everywhere, with ∂Ui(θi, δi)/∂θi = v̄i(θi). Monotonic-

ity also ensures that v̄i(θi) is bounded around any θi ∈ Θi, such that letting θ̂i approach θi
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in (35) implies that Ui(θi, δi) is continuous on Θi. Hence, Ui(θi, δi) satisfies condition (1)

for some function pi : ∆i → R. Similarly, let δ̂i > δi. By (33) and (34),

π̄ij(θi) + t̄ij(θi, δ̂ij, δ
−j
i ) ≥ Ui(θi, δ̂ij, δ

−j
i )− Ui(θi, δi)

δ̂ij − δij
(36)

≥ π̄ij(θi) + t̄ij(θi, δi).

Hence, t̄ij(θi, δi) is non-decreasing in δij for each j 6= i. By the same reasoning as above,

letting δ̂ij approach δij in (36) implies that (2) must hold for some function qij : Θi ×

Π`∈I\{i,j}∆i` → R. By comparison of (1) and (2), pi and qij are partially differentiable

in δi and θi, respectively.

A.3 Proof of Proposition 1

Suppose (k, T ), with k : Θ → K and T : Θ × ∆ → Rn, is incentive-compatible. Con-

dition (i) is necessary due to Lemma 2(i). By Lemma 2(iii), there exists a partially

differentiable function pi : ∆i → R such that

∂pi(δi)

∂δij
= π̄ij(θi) + t̄ij(θi, δi),(37)

which yields identity (4). Due to identities (1) and (4),

pi(δi) +

∫ θi

θmin
i

v̄i(r) dr = π̄ii(θi) + t̄ii(θi, δi) +
∑

j∈I\{i}

δij ·
[
π̄ij(θ̂i) + t̄ij(θ̂i, δ̂i)

]
= π̄ii(θi) + t̄ii(θi, δi) +∇pi(δi) · δi,

which yields identity (5). Due to identities (4) and (5),

Ui(θ̂i, δ̂i | θi, δi) = θi · v̄i(θ̂i) + w̄i(θ̂i) + t̄ii(θ̂i, δ̂i) +
∑

j∈I\{i}

δij ·
[
π̄ij(θ̂i) + t̄ij(θ̂i, δ̂i)

]
= (θi − θ̂i) · v̄i(θ̂i) +

∫ θ̂i

θmin
i

v̄i(r) dr + pi(δ̂i) +∇pi(δ̂i) · (δi − δ̂i),

implying that interim-expected utility is additively separable in an agent’s payoff type and

social type. As v̄i(θ̂i) is non-decreasing by condition (i), Ui(θi, δ̂i | θi, δi) ≥ Ui(θ̂i, δ̂i | θi, δi)

for all θi, θ̂i, δi, δ̂i. Hence, with respect to payoff types, conditions (i), (4), and (5) are
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Figure 4: The payoff scheme (si)i=1,2 underlying the strategic game that a mediator offers
agents i ∈ {1, 2} to play.

necessary and sufficient for the incentive compatibility of (k, T ). On the other hand, due

to (4) and (5), Ui(θi, δi) ≥ Ui(θ̂i, δ̂i | θi, δi) for all θi, δi, δ̂i if and only if pi(δ̂i)+∇pi(δ̂i)·(δi−

δ̂i) ≤ pi(δi) for all δi, δ̂i. Hence, with respect to social types, condition (ii) is necessary

and sufficient for the incentive compatibility of (k, T ).

A.4 Proof of Lemma 3

If Eθ−j ,δ−j
[si(θ, δ)] is constant for all i, j ∈ I, then αi =

∑
j∈I Eθ−j ,δ−j

[si(θ, δ)] is a constant.

Taking expectations over (θ−`, δ−`) yields αi = Eθ−`,δ−`
[si(θ, δ)] + (n − 1) · Eθ,δ[si(θ, δ)].

Hence, Eθ−`,δ−`
[si(θ, δ)] = Si for all ` ∈ I, where Si = αi−(n−1) ·Eθ,δ[si(θ, δ)] is constant.

B Gamification with Discrete Social-Type Sets

Consider a mediator M and two agents i ∈ {1, 2} whose social types are i.i.d., taking

the value δi = δH with probability p ∈ (0, 1) and the value δi = δD with probability

1− p, where −1 < δH < δD < 1. The mediator offers agents to play a game the material

outcomes of which are determined by the payoff scheme (si)i=1,2 depicted in Figure 4.

The parameters w, x, y, z ∈ R are supposed to be such that the following conditions hold

simultaneously: agents reveal their social types in dominant-strategy equilibrium, with

type δD playing D (condition C.1) and type δH playing H (C.2); interim-expected utilities

from play are positive for both types (C.3); and M ’s payoff sM = −s1 − s2 is zero ex

ante (C.4). Formally,
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0 < (w + δDw)− (y + δDx),(C.1)

0 < (x+ δDy)− (z + δDz);

0 < (y + δHx)− (w + δHw),(C.2)

0 < (z + δHz)− (x+ δHy);

0 < (1− p) · (w + δDw) + p · (x+ δDy),(C.3)

0 < (1− p) · (y + δHx) + p · (z + δHz);

0 = −(1− p)2 · (w + w)− 2 · p · (1− p) · (x+ y)− p2 · (z + z).(C.4)

When substituting for z = −1−p
p
· (x+ y)−

(
1−p
p

)2
·w, as implied by condition (C.4), and

letting x = (1− 1−p
p

) · w − y, the system (C.1)–(C.3) reduces to only two conditions:

(1− δD) · y <

(
1 +

1− p
p
· δD
)
· w,(38) (

1 +
1− p
p
· δH

)
· w < (1− δH) · y.(39)

Observe that the term
(

1 + 1−p
p
· δ
)
/(1 − δ) strictly increases in δ ∈ (−1, 1). Since

δH < δD, conditions (38) and (39) are thus satisfied jointly if and only if w > 0 and

1 + 1−p
p
· δH

1− δH
· w < y <

1 + 1−p
p
· δD

1− δD
· w.

Hence, the system (C.1)–(C.4) is satisfied when letting w > 0,

z = −1− p
p
· w,

y =
1

2
·

[
1 + 1−p

p
· δH

1− δH
+

1 + 1−p
p
· δD

1− δD

]
· w,

x =

(
1− 1− p

p

)
· w − y.

The example of Section 6.1 is obtained when letting δH = 0, δD = 1/2, p = 1/2, and

w = 4x̂ > 0, such that z = −w = −4x̂, y = 2w = 8x̂, and x = −y = −8x̂.
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C Gamification and Risk Aversion

This Appendix addresses the question of whether gamification in the manner of Sec-

tion 6 is feasible if mediator and agents are risk-averse. The mediator may exhibit social

preferences towards the agents.

Consider a group I = {1, ..., n} of n ≥ 2 agents in which agent i’s utility from transfers

(s∗∗j )j∈I is given by ui =
∑

j∈I δij ·vj(s∗∗j ), for continuously differentiable functions vj : R→

R satisfying v′j > 0 and vj(0) = 0 for all j. Again, δii = 1, and δij ∈ [δmin
ij , δmax

ij ] ⊂
( −1
n−1 , 1

)
for all j 6= i. Consider also a mediator M , an outsider to the social network in the sense

that no agent cares about her, whose utility from (s∗∗j )j∈I is given by

uM = vM

(
−
∑
j∈I

s∗∗j

)
+
∑
j∈I

δMj · vj(s∗∗j ),

where δMj ∈ [δmin
Mj , δ

max
Mj ] ⊂

( −1
n−1 , 1

)
for all j ∈ I, and where vM : R → R is continuously

differentiable and satisfies v′M > 0 and vM(0) = 0. That is, transfers are assumed to be

budget-balanced among mediator and agents, while M ’s valuation of a transfer s∗∗M =

−
∑

j∈I s
∗∗
j to herself is just vM(s∗∗M). Suppose further that agents’ and the mediator’s

social types are private information but that the expected value and variance of each

agent’s degree of pro-sociality, δSi =
∑

`∈I\{i} δi`, are common knowledge. Define

(s∗∗j )j∈I =
[
v−1j

(
α ·
(
s∗j − ε

))]
j∈I ,

with the inverse v−1j of vj, the gamification scheme (s∗j)j∈I of Proposition 5, and constants

α ≥ 0 and ε > 0. By Proposition 5, (s∗∗j )j∈I is dominant-strategy incentive-compatible

in agents’ social types. As
∑

j∈I δij · Eδ−i

[
s∗j(δ)

]
> 0, transfers (s∗∗j )j∈I yield each agent i

a positive interim-expected utility level as long as

ε <

∑
j∈I δij · Eδ−i

[
s∗j(δ)

]∑
j∈I δij

.
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Recall that Eδ
[
s∗j(δ)

]
= 0 for all j, where δ = (δi)i∈I = δ−M . The mediator’s interim-

expected utility from (s∗∗j )j∈I , as a function of α, is thus given by

Eδ−M

[
uM
]
(α) = Eδ−M

[
vM

(
−
∑
j∈I

v−1j
(
α ·
(
s∗j(δ−M)− ε

)))]
− α · ε ·

(∑
j∈I

δMj

)
.

Observe that Eδ−M

[
uM
]
(0) = 0 and

∂

∂α
Eδ−M

[
uM
]
(α)

∣∣∣∣
α=0

= Eδ−M

[
−v′M

(
−
∑
j∈I

v−1j
(
α ·
(
s∗j(δ−M)− ε

)))
·
∑
j∈I

s∗j(δ−M)− ε
v′j
(
v−1j

(
α ·
(
s∗j(δ−M)− ε

)))] ∣∣∣∣∣
α=0

−ε ·

(∑
j∈I

δMj

)

= −v′M(0) · Eδ−M

[∑
j∈I

s∗j(δ−M)− ε
v′j(0)

]
− ε ·

(∑
j∈I

δMj

)

= ε ·
∑
j∈I

(
v′M(0)

v′j(0)
− δMj

)
,

which is positive if M is not too altruistic towards the agents. In this case, participation

in the game implementing the transfers scheme (s∗∗j )j∈I yields agents and the mediator

an interim-expected Pareto improvement. Hence, gamification is also feasible if agents

and the mediator are risk-averse, regardless how their valuations of money are shaped.
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