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ABSTRACT

The link between investment and finance usually enters the empirical literature in the form of financial constraints which are defined as the wedge between the costs of internal and external finance or as the risk of being rationed on the credit market. In this context, the sensitivity of investment with respect to single internal or external finance indicators is assumed to be appropriate to proxy for these constraints. However, enterprises that rely on external funds do not only face this external finance premium and potential borrowing limits, but also the risk of not being able to meet their repayment obligations and thus the risk of bankruptcy.

If the risk of bankruptcy enters the profit maximization of the firm, the resulting empirical investment function includes the probability of survival as an additional explanatory variable. This modified neoclassical investment equation is tested with West German panel data which include more than 6000 enterprises and cover a period of 12 years. The empirical results confirm the assumption that the risk of bankruptcy is an important determinant of the enterprises' investment behaviour. Additionally, the results raise the question whether financial constraints respective cash flow sensitivities are the appropriate way to test for the influence of the financial sphere on the investment decisions of enterprises, or whether bankruptcy probabilities better account for these potential financial risks.
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1 Introduction

Real economies unfortunately seldom satisfy the rather strict assumptions of the most famous investment theories like the neoclassical model of investment or Tobin’s q theory. Even though early empirical investigations found evidence for the financial decisions of enterprises being an important determinant of their investment behaviour, these theories eclipse the financial sphere with the postulation of a perfect world as it was put forward by the famous Modigliani-Miller (1958) irrelevance theorem. In their world without any frictions, the financial structure of an enterprise does not influence its investment decisions. Hence, the determination of the firm’s demand for new capital is merely driven by factor prices and technology. Cash flow, the level of debt, and other financial variables are to be ignored while deciding about the level of investment, since firms will always obtain enough funds at the economy-wide riskless interest rate to finance all of their desired investment projects if capital markets are perfect and no frictions arise.

Starting with the seminal lemon paper of Akerlof (1970), the proceedings in the literature on asymmetric information in capital markets shed light on the shortcomings of the neoclassical approach and emphasized potential capital market imperfections between borrowers and lenders and their consequences on the functioning of these markets. As borrowers usually possess more information about their investment projects than lenders do, the latter will have to find ways to mitigate their risk by means of credit contracts that account for the existing informational asymmetries and implement mechanisms which entail self-selection and costly state verification. These mechanisms lead the banks to either demand a risk premium on the market interest rate for borrowed funds or to refrain from meeting the complete demand for credits in case borrowers appear to be too risky. However, as soon as it becomes more expensive to raise borrowed funds than to rely on own funds in order to finance an investment project, the irrelevance of the financial structure on business fixed investment does no longer hold. Due to these capital market imperfections, firms will prefer to use internal rather than external funds to finance their investment spending, as predicted by the pecking order theory. As a consequence, the internal net worth of the firms as well as the level of its indebtedness may play a crucial role in the determination of the enterprise’s optimal level of investment.

The past 15 years have witnessed a number of publications pursuing this track and extending the above mentioned conventional models of business investment with elements of asymmetric information to incorporate the role of financial factors in determining the demand for new capital. As regards the implementation of these financial factors, the performed studies focus on the existence of financial constraints and their impact on business fixed investment.
In this context, financial constraints denote either the risk premium that enterprises have to bear in order to receive borrowed funds, or the risk of being credit rationed by the bank, both of which owe to the incidence of adverse selection or moral hazard for these providers of external funds.

In order to analyze the impact of financial constraints on the investment behavior of enterprises, most studies followed the influential paper of Fazzari-Hubbard-Petersen (1988) and performed tests referring to the excess sensitivity of internal funds such as cash flow with respect to the firm’s investment spending. Since firms that are subject to more severe financial constraints are assumed to rely more heavily on retained earnings and even bank debt than on direct credit, the investment spending of this type of firm is supposed to be more sensitive to fluctuations in internal net worth. The same holds true for enterprises that face some sort of borrowing limits. Furthermore, a number of studies account explicitly for financial constraints by including some sort of external finance premium into the profit maximization of the firm. With this risk premium depending on the enterprise’s level of debt and its capital stock, the empirical investment equation usually contains the firm’s leverage rather than its cash flow. The same holds true for the inclusion of a debt ceiling and the firm’s leverage as a proxy for the risk of reaching this boundary. The appropriateness of cash flow or other financial variables to proxy for financial constraints, as well as the methods of classifying enterprises according to these variables, meet with severe criticism in the course of a still ongoing debate.

Yet, these studies do not account for the complete effect of the enterprise raising external funds in order to finance its investment. Without doubt, the higher costs of external funds and the likelihood that the availability of these funds may be restricted constitute one important part of the financial risks that firms are facing. Yet, borrowing external funds also entails the risk of not being able to repay these funds and consequently default on the debt repayments. Hence, if an enterprise aims at maximizing its future profits by defining the optimal capital accumulation path, it has to take into account the danger of facing bankruptcy in some future period.

The present study therefore tries to expand the conventional literature on financial constraints by establishing the connection between the firm’s investment decision and financial risks as a whole. Hence, the intention of this study is the empirical estimation of an investment function which explicitly accounts for the risk of bankruptcy as a complete measure for the enterprises’ financial risks. Therefore, these bankruptcy risks are introduced into the neoclassical theory of investment by altering the calculations of the profit maximizing firm insofar
that its expected future revenues will be weighted with its probability of survival. The result-
ing modified investment function which contains the firm’s survival probability will then be
tested with data stemming from the balance sheet statistic of the Deutsche Bundesbank.

The remainder of the paper is organized as follows. Section 2 shortly reviews the exist-
ing literature on financial constraints before introducing the concept of financial risks and
explaining its advantages compared to the narrower definition of financial constraints. The
modified neoclassical model of investment which explicitly includes the risk of bankruptcy
will be described in section 3. After the description of the dataset in section 4, the empirical
results will be presented in section 5. Section 6 concludes.

2 Financial Risks and Financial Constraints

Fazzari-Hubbard-Petersen (1988) were the first to investigate whether capital market im-
perfections lead to corporate underinvestment as a result of insufficiently available internal
funds.\(^1\) In order to estimate these financial constraints, they assume the existence of asym-
metric information and a resulting hierarchy of finance, while credit rationing does not occur.
The presumption that at least some enterprises are constrained as regards the costs of credits
is tested by quantifying the investment sensitivity of these enterprises with respect to their
cash flow. Firms with lower dividend payout ratios are assumed to be more constrained
on the credit market, and therefore are expected to exhibit stronger cash flow sensitivities.
The empirical results confirm these assumptions in the way that all groups of enterprises
exhibit significant coefficients for these sensitivities, and those firms with higher retention
ratios prove to be more sensitive with respect to changes in their cash flow than firms that are
deemed to be less financially constrained.

While there is considerable support of the results obtained by Fazzari-Hubbard-Petersen,
Kaplan-Zingales (1997) among others address criticism concerning the usefulness of cash-
flow sensitivities to represent financial constraints by challenging the monotonicity assump-
tion of these sensitivities with regard to the financial constraints. Additionally, they dis-
approve the method of classification that Fazzari-Hubbard-Petersen apply. Cleary (1999)
confirms the results obtained by Kaplan-Zingales using a large sample of U.S. enterprises
and employing a more objective classification criterion which is obtained by using multiple
discriminant analysis analogous to the proceeding of Altman (1968).

\(^1\)At least, their study can be regarded as the most influential paper. For an overview of this strand of literature
as well as the earlier liquidity theory literature, see Kirchesch (2004).
However, Fazzari-Hubbard-Petersen paved the way for a large body of empirical studies that adopted their indirect approach of testing the role of financial constraints for the enterprises’ investment decision in the framework of the q theory. Furthermore, Whited (1992) and Bond-Meghir (1994) were the first to discard the q model in favor of an Euler equation approach, with financial constraints being tested by including variables that account for the external rather than internal finance of the enterprise. Meanwhile, a vast quantity of studies for numerous countries is available which test the influence of financial decisions on the enterprises’ investment behaviour in either theoretical framework. Yet, all of these studies mostly apply internal or external finance sensitivity tests by adding single financial variables to the empirical investment equation in order to find out whether departures from the standard model hold under conditions of imperfect capital markets.

Hence, theories of investment in consideration of the firms’ financial sphere are hitherto limited to theories of financial constraints in the presence of asymmetric information, with the prevalent definition of these financial constraints being unanimously accepted. Without doubt, all firms that rely on external finance are financially constrained in the way that external funds are more expensive than internal funds. Additionally, but not necessarily, the firm can face some sort of credit rationing. Yet, the question remains whether the effect of external finance is fully captured by these financial constraints and thus the wedge between internal and external funds. In a world of asymmetric information, lenders charge an interest premium due to the uncertainty about the enterprise being able to repay its obligations in the future. If this is not the case, the firm will file for bankruptcy, and the bank has to write off its loan. Analogous to the bank, the enterprise has to allow for this risk while calculating its optimal capital accumulation path. However, while many studies are aware of the danger of bankruptcy in case of external financing, this kind of risk does not enter neither the theoretical models nor most of the empirical investment equations in a comprehensive way.

In some studies, the risk of bankruptcy enters the theoretical model of investment in a similar way to the external finance premium in the form of an agency cost function. Under the common assumption that the default risk will rise with the level of the firm’s debt and decline with its capital stock, the specification of the investment function does not differ significantly from the models that include an external finance premium. Yet, those studies do not account for the risk of not being able to earn future revenues as the result of a possible bankruptcy.

2See Schiantarelli (1996), Hubbard (1998), or Chatelain (2002) for overviews of these studies.
3In this study, credit rationing is not taken into consideration since it would not impose any significant changes as regards the functional form of the model.
4See, for example, Leith (1999) or Pratap-Rendón (2003). Other studies include financial distress costs functions in order to capture the effect of the external finance premium on business investment, see, among others, Hansen-Lindberg (1997), Hansen (1999) or Siegrfrid (2000).
If this risk enters the maximization calculus of an enterprise, future profits must be weighted with the probability of survival and therewith the likelihood of gaining future revenues at all. In case the survival probability enters the firm’s profit maximization, the resulting investment equation will contain an additional variable which accounts for this probability. Since the researcher is given plenty of rope to vitalize this bankruptcy probability in the course of the estimation, it must not necessarily be interpreted as the pure risk of bankruptcy, but rather as a comprehensive measure for the financial distress a firm may face. Actually, there exist many possibilities to empirically model this financial risk. In the simplest case, some leverage variable could be employed in order to account for this risk with the consequence of the investment function being equal to many empirical functions that account for financial constraints. Yet, as there exist explicit measures to estimate the firms’ bankruptcy probabilities, these measures can definitely be regarded as being more appropriate to account for the firms’ financial distress.

Bond-Meghir (1994) are one of the few to include both the risk premium on the interest rate as well as the risk of bankruptcy into their model of investment behavior both of which are dependent on the company’s debt in relation to its capital stock. In addition to the risk of default, bankruptcy costs enter the model which depend only on the level of debt, but not on the capital stock. However, the empirical equation does not entail explicitly the risk of bankruptcy, but rather the squared debt-to-capital ratio as the indicator for this risk, since the danger of bankruptcy does not enter the profit maximization as a discounting weight for future revenues. Leith (1999) includes the costs of bankruptcy into a model of aggregate investment by substracting these costs from the revenues in the firm’s profit maximization. Since the model describes aggregate investment spending, the probability of bankruptcy is included in form of the liquidation rate amongst all firms.\footnote{The liquidation rate calculates the number of firms being insolvent in one period in relation to the total number of firms in the economy, see Leith (1999), 6.} According to Leith, this liquidation rate can be seen as a reflection of general macroeconomic conditions, while the bankruptcy probability also depends on firm-specific factors represented by the firm’s cash flow. Integrating this bankruptcy probability into a q model of investment yields a wedge between the rate of investment and marginal q. As a consequence, the adjustment process is slower than without accounting for the firm’s likelihood of insolvency.

Besides the classification of the sample according to the firm’s creditworthiness ratio, Kalkreuth (2001) introduces this ratio as explanatory variable into his estimation of an autoregressive distributed lag model. Drawing his conclusions from the debate about cash flow sensitivities, he argues for the use of rating data to classify the enterprises according to their differential.
access to external finance. In this context, the creditworthiness ratio does not account for the risk of bankruptcy, but rather for the financial risks of firms in terms of a potential increase of the external finance premium in case of financial distress. Frisse-Funke-Lankes (1993) introduce a borrowing limit into the profit maximization of the firm which is assumed to depend on the firm’s Z-score of Altman (1968) as an indicator for the firm’s risk of bankruptcy. The Z-score is used both as explanatory variable and as classification criterion, yielding the result that the group of firms that is considered to be less solvent exhibit significantly higher sensitivities with respect to the Z-score than the more solvent enterprises.

Wald (2003) is the first to include the probability of bankruptcy as a weight into the firm’s profit maximization in order to account for the relationship between risk and investment. This approach yields an empirical investment equation which contains the survival probability as well as a term that is almost identical to q, yet multiplied with the survival probability. Wald draws the conclusion that those studies that supply evidence on the existence of financial constraints may mistake these constraints with bankruptcy risks. Hence, the risk of bankruptcy is not interpreted as an extension of the existing literature on financial constraints, as in the present case, but rather as their counterpart. Yet, both measures indicate some sort of financial distortion due to a deterioration of the borrower’s creditworthiness, with the distinction that financial constraints are the result of informational asymmetries, while the risk of bankruptcy may even occur in an environment with symmetric information, but uncertain revenues. According to Wald, a high bankruptcy risk will decrease the expected value of the firm’s investment and thus renders some projects unprofitable. In contrast, financial constraints will not lower the value of investment, but rather cause the firm to miss profitable investment opportunities. However, while this may be the case if enterprises face some sort of credit rationing, it does not apply if firms are confronted with a risk premium on their borrowed funds, as is the case in the present model. Both a rise in the bankruptcy probability and an increase of the risk premium will lower the costs of postponing the investment decision until tomorrow and consequently renders some investment projects unprofitable.

In order to conclude, it is noteworthy that most of the described studies include a measure of the firm’s default probability into their investment models in a rather ad hoc manner. Only a few studies, which include Bond-Meghir (1994) and Wald (2003), explicitly account for this determinant by introducing some sort of bankruptcy probability into the profit calculation of the firm and the derivation of the optimal investment level. Yet, only the Wald study captures the complete effect of bankruptcy risks on the investment decision of the firm. This approach will be prosecuted subsequently by deriving a model of investment that contains the firm’s

---

6 See Wald (2003), 3-5.
likelihood to survive as a part of its objective function, and consequently as a part of the empirical investment equation.

3 The Model

In this chapter, the model of corporate investment behavior under asymmetric information and financial risks will be derived. The special feature of this model is, as addressed above, the explicit inclusion of financial risks as a whole into the investment decision of enterprises. These financial risks occur in form of the firm’s uncertainty about its future existence which depends on whether the firm is able to pay back its borrowed funds or not. This risk of bankruptcy has two implications for the investment behaviour of the enterprise, one of which is that the interest rate the firm has to pay for its borrowed funds will depend on the degree of the firm’s financial risks. Hence, the cost of capital will rise with the degree of the firm’s indebtedness. Secondly, the company has to account for its default risk by weighting its future profits with its probability of survival. As a consequence, investment projects may become less profitable if the firm accumulates borrowed funds.

The subsequently derived model of investment behavior follows the standard neoclassical partial equilibrium approach that can be found in numerous contributions that deal with Tobin’s q theory or with Euler equations. In order to reproduce the lender’s behavior, the model will integrate the approach that is used among others in Bernanke-Gertler-Gilchrist (1999) by deriving the optimal contractual arrangement between the lender and the borrower and its impact on the investment decision of the firm. As a result, the external finance premium as well as the bankruptcy probability depend on the level of debt as well as the capital stock of the enterprise. Both types of financial risks will be introduced into the profit maximization of the firm. Additionally, the firm’s future revenues will be weighted by the firm’s survival probability. As a consequence, financial variables as well as the probability of survival will enter the resulting investment equation.

3.1 The Basic Setting

Time is discrete, indexed by $t \in \{0, 1, \ldots\}$. All variables in the current period are known, whereas all future variables are stochastic. The time horizon is finite.\(^7\) There exists an infinite

\(^7\)Most of the theoretical models argue in infinite-time optimization models. However, they do not address problems concerning the existence of the optimal solution which is not trivial in case of these models. In order to simplify the analysis, the finite-time horizon is chosen, see Janz (1997), 22.
number of enterprises in the economy that is involved in the production process. Each firm \( i \) produces the output \( Y_i^t \) with period \( t \)'s real input factors capital, \( K_i^t \), and labor, \( L_i^t \), according to the usual neoclassical technology, \( Y_i^t = F(K_i^t, L_i^t) \). The concave production function is twice continuously differentiable in capital and labor, with the technology being characterized as usual by positive, but diminishing returns with respect to any input factor.\(^8\) Changing the capital stock of a company entails adjustment costs, \( G(I_i^t, K_i^t) \), which depend on the level of investment, \( I_i^t \), and the capital stock, \( K_i^t \). These adjustment costs are introduced into the model in the form of lost output which means that a part of the production is lost due to a resource consuming process of installing new capital. The adjustment cost function is convex in both its arguments and, as usual, it is assumed to be twice continuously differentiable with increasing marginal costs.\(^9\) The capital good that is acquired in period \( t \) will become productive in the same period, as will be defined later in the capital accumulation constraint. The existing capital of the previous period is subject to depreciation at the beginning of the following period at the constant economic rate of depreciation \( \delta \), where \( 0 \leq \delta \leq 1 \).

Earnings of firm \( i \) before interest and taxes, \( EBIT_i^t \), are defined as the revenue from producing the output good less the labor outlays and capital adjustment costs:

\[
EBIT_i^t = p_i^t F(K_i^t, L_i^t) - w_t L_i^t - p_t G(I_i^t, K_i^t).
\]

\(^{10}\)This assumption simplifies the notation while leaving the results unchanged. Note that under this assumption, nominal debt equals real debt.

\(^{8}\)That means \( F_K(K_i, L_i) > 0, F_{KK}(K_i, L_i) < 0, F_L(K_i, L_i) > 0, \) and \( F_{LL}(K_i, L_i) < 0 \). Additionally, the production function satisfies the Inada conditions that bound \( K_i^t \) and \( L_i^t \) away from zero, i.e. \( F_L(K_i^t, 0) = F_K(0, L_i^t) = \infty \) for positive \( K_i^t \) and \( L_i^t \), as well as the conditions \( F_L(K_i^t, \infty) = F_K(\infty, L_i^t) = 0 \). Note that the term \( F_x \) will subsequently denote the first partial derivative of a function \( F(x, \cdot) \), i.e. \( \frac{\partial F(x, \cdot)}{\partial x} \), while \( F_{xx} \) will denote the second partial derivative, i.e. \( \frac{\partial^2 F(x, \cdot)}{\partial x^2} \).

\(^{9}\)That means \( G_I(I_i, K_i) > 0, G_K(I_i, K_i) > 0, G_{II}(I_i, K_i) > 0, \) and \( G_K(I_i, K_i) > 0 \).
With $\tau$ being the corporate profit tax rate that is equal to all firms, and $0 \leq \tau < 1$, the earnings after taxes and interest payments, and thus the profit of the firm, can be written as

$$\pi_i^t = (1 - \tau) \left[ p_i F(K_{it}, L_{it}) - w_i L_{it} - p_i G(I_{it}, K_{it}) - r_i B_{it} \right].$$ (2)

Interest payments serve as a tax shield in terms of the static tradeoff hypotheses, which means that the firm is balancing the rising distress costs caused by a higher debt level with the tax benefits of deducting the associated interest payments from corporate taxation.\textsuperscript{11}

Since firms are not necessarily incorporated, profits that are not retained in the company are assumed to be paid out to the owners in the form of entrepreneurial profits. Yet, the usual notation for dividends, $D_i$, applies for the latter as the implications for the model remain the same. These entrepreneurial profits will be positive if the retained earnings exceed the amount of new capital goods that the enterprise intends to purchase. Since investment is financed with retained earnings or net borrowing, the possibility of negative entrepreneurial profits is excluded from the model. The owner of the firm is not obliged to pay the firm’s debt if it is not able to cover its debt payments with its earnings, since there is no credit rationing and firms may borrow as much as they want.\textsuperscript{12}

With the firm’s investment being financed with retained earnings and net borrowed funds, $p_i^t I_{it} = RE_i + B_i$, and after-tax profits being composed of retained earnings and entrepreneurial profits less debt repayments, $\pi_i^t = RE_i + D_i - B_i$, entrepreneurial profits can be written as

$$D_i = (1 - \tau) \left[ p_i F(K_{it}, L_{it}) - w_i L_{it} - p_i G(I_{it}, K_{it}) - r_i B_{it} \right] - p_i^t I_{it} + B_i^t - B_i^t.$$ (3)

The objective function of the firm’s management will be the maximization of entrepreneurial profits over the given time horizon, with these profits being the excess of the firm’s cash inflows over its cash outflows. Each firm has to deal with a firm-specific shock, $\omega_i$, which will be the determinant of bankruptcy in this model.\textsuperscript{13} This idiosyncratic disturbance to the return of firm $i$ is a random variable that is independent and identically distributed across time and firms with the continuously differentiable probability density function $f(\omega_i)$ and the

\textsuperscript{11}See Miller (1977), 262 or Myers (1984), 577.
\textsuperscript{12}See Groessl-Hauenschild-Stahlecker (2000), 4. Yet, the firm-specific interest rate rises with the amount of debt which may lead firms to refrain from borrowing and rather cut back their investment spending if the level of debt rises too high.
\textsuperscript{13}For reasons of simplicity, the economy does not face any aggregate uncertainty which means no aggregate productivity shock occurs.
Note that this shock can be both a positive and a negative shock. Yet, the random variable has a non-negative support and an expected value of 

\[ E(\omega_i) = 1 \]

for all \( t \). In case a negative shock is large enough, the firm will not be able to meet its repayment obligations and thus will default. Besides the firm’s earnings before interest and taxes, the firm-specific shock will also affect its capital stock after depreciation, as will be defined later.

### 3.2 Debt Contracts and the Risk of Bankruptcy

Recalling the link between finance and investment, the amount of debt needed in period \( t \) can be written as that part of the enterprises’ investment that exceeds the firm’s retained earnings, and thus \( B_i^t = p_i^t I_i^t - RE_i^t \). In order to obtain external funds, the enterprise has to negotiate debt contracts with the bank. Under the assumption of informational asymmetries between borrowers and lenders, the determination of the contract conditions will be difficult. Whilst firms can observe the state of nature without any costs, banks cannot. Since the latter cannot act on the assumption that the firm has necessarily an incentive to always report the correct outcome, it would have to specify a comprehensive debt contract. Since this is not possible, a costly state verification (CSV) problem is assumed as put forward by Townsend (1979)\(^{15} \) In this context, lenders can undertake audits to gather missing information which involve monitoring costs. The auditing fee that the bank has to pay in case of monitoring can be interpreted as bankruptcy costs, with these costs being proportional to the value of the monitored firm. The situation in which the lender monitors the borrower can be interpreted as bankruptcy of the latter.\(^{16} \)

Without any aggregate uncertainty, the optimal contract is a standard debt contract including risky debt, as described in Gale-Hellwig (1985). The optimality stems from the fact that this contract maximizes the borrower’s expected profits from being truthful under the constraint of minimizing the informational costs of the lender. The basic feature of a standard debt contract relies on the borrower’s promise to offer a constant repayment over states, with the bank being

\(^{14} \)See, for example, Williamson (1987a), 136 and Bernanke-Gertler-Gilchrist (1999), 1349, or in the case of price uncertainty Groessl-Hauenschild-Stahlecker (2000), 3.

\(^{15} \)See also Gale-Hellwig (1985) or Williamson (1987a). Bernanke-Gertler-Gilchrist (1999) apply such a CSV problem in the general equilibrium approach.

\(^{16} \)See Williamson (1987a), 135. Note that there only exist short-term relationships between borrowers and lenders due to the presumably high anonymity on financial markets. Otherwise informational asymmetries could be reduced, and the contracting problem would take the form of a repeated game with moral hazard. For a theoretical analysis of that case see Gertler (1992). Note also that the assumption of no economies of scale in monitoring may meet with criticism, but it is set up for reasons of simplicity while not being too unrealistic.
allowed to seize the remains of the firm in case the repayment cannot be guaranteed.\(^{17}\)

With the knowledge about the optimal contract between the enterprise and its bank, the condition for bankruptcy and its probability can be derived. The optimal contract is characterized by the gross non-default loan rate \((1 + r_i)\) on the amount of debt \(B_i\), and by the threshold value \(\bar{\omega}_i\) of the firm-specific shock \(\omega_i\). In case the shock exceeds its threshold value, the bank will receive the contracted interest payments and the granted loan. In case of a negative shock, the bank will receive the remains of the firm and thus less than the contracted amount. Following Alessandrini (2003), the firm-specific shock will affect the earnings before interest and taxes and the capital stock after depreciation. If the earning before interest and taxes as well as the remaining capital stock are not large enough to satisfy the repayment obligation of the company, it will declare bankruptcy. The condition for default thus can be written as\(^{18}\)

\[
\omega_i \left[ EBIT^i_t + K^i_t(1 - \delta) \right] < (1 + r_i)B^i_t. \tag{4}
\]

Hence, the bankruptcy threshold for the specific firm is that value of \(\omega_i\) below which the firm’s profits and its residual capital are too small to pay back wages and debt. Rearranging equation (4) with regard to the threshold value then yields

\[
\bar{\omega}_i = \frac{(1 + r_i)B^i_t}{p_t F(K^i_t, L^i_t) - w_t L^i_t - p_t G(I^i_t, K^i_t) + K^i_t(1 - \delta)}. \tag{5}
\]

It is obvious that the bankruptcy threshold is increasing in the amount of debt and, if the adjustment of the capital stock is assumed to be costless, decreasing in the amount of capital. The same holds true for the latter in case of a costly adjustment process if \(p_t F(K^i_t, L^i_t) + (1 - \delta) > p_t G(K^i_t, I^i_t)\). To summarize, a rising level of debt as well as a declining capital stock will augment the firm’s bankruptcy threshold. As the insolvency threshold rises, the probability of being solvent in the next period decreases, since the range of negative shocks that may render the firm insolvent grows. Therefore, the enterprise’s survival probability can be written as follows:\(^{19}\)

\[\text{Survival Probability} = \]
Pr(no default) = P_i(B_i, K_i). \hspace{1cm} (6)

Naturally, the probability of bankruptcy is Pr(default) = 1 - P_i(B_i, K_i). As derived above, the probability of survival increases with the level of capital, and decreases with the level of debt, i.e. \( P_K(B_i, K_i) > 0 \), and \( P_B(B_i, K_i) < 0 \).

3.3 The Lending Behavior of the Bank

By lending funds to the enterprise, the bank faces opportunity costs equal to the economy’s riskless gross rate of return, \( (1 + r) \), since this is the rate the bank can serve to agents holding bonds due to its perfect diversification.\(^{20}\) Without doubt, the lending activity of the bank must yield at least its opportunity costs. The only uncertainty about the return is still idiosyncratic to the firm. If the firm cannot repay its contractary repayment and thus defaults, the bank will monitor the firm and seize everything it finds. However, the bank has to pay the auditing fee, \( \mu \), and only receives \( (1 - \mu) \) of the remaining firm value. Accounting for the bankruptcy threshold, \( \bar{\omega}_i \), the return of the bank is as follows:

\[
\begin{align*}
(1 + r_i)B_i & \quad \omega_i \geq \bar{\omega}_i, \\
(1 - \mu)\omega_i \left[ EBIT_i + K_i(1 - \delta) \right] & \quad \omega_i < \bar{\omega}_i.
\end{align*}
\hspace{1cm} (7)
\]

In equilibrium, lending to firms with their firm-specific interest rate has to be at least as profitable for the bank as lending to others imposing the risk-free market interest rate. Thus, the risk-free return \( (1 + r)B_i \) must equal the return from lending \( B_i \) to firm \( i \), with both the case of default and the case of non-default necessarily entering this calculation:\(^{21}\)

\[
\begin{align*}
\omega_i & \rightarrow \int_0^\infty \left[ (1 - \mu)\omega_i \left( EBIT_i + K_i(1 - \delta) \right) \right] dF(\omega_i) + \int_0^\infty (1 + r_i)B_i dF(\omega_i).
\end{align*}
\hspace{1cm} (8)
\]

With \( \lim_{\omega_i \rightarrow \infty} F(\omega_i) = 1 \), and \( P_i(B_i, K_i) = 1 - F(\bar{\omega}_i) \), the firm-specific interest rate can be written,

\(^{20}\)Since the bank is assumed to hold sufficiently large and diversified portfolios to achieve perfect risk-pooling, it behaves as if it was risk-neutral, see Gale-Hellwig (1985), 650. Note that for reasons of simplicity this risk-free interest rate is equal across firms and constant over time.

after rearrangement, as

\[ 1 + r_i^j = \frac{(1 + r)B_i^j}{P^i(B_i^j, K_i^j)B_i^j} - \frac{\int_0^{\omega_i^j} \left[ (1 - \mu)\omega_i^j \left( EBIT_i^j + K_i^j(1 - \delta) \right) \right] dF(\omega_i^j)}{P^i(B_i^j, K_i^j)B_i^j}. \tag{9} \]

This interest rate will be higher than the market interest rate, since the bank needs to be compensated for the firm’s risk of bankruptcy and the resulting uncertain repayment of the borrowed funds. Equation (9) shows this mark-up that reflects the firm’s probability of default. This risk premium is a decreasing function of the survival probability and thus an increasing function of the default probability.\(^{22}\) A decreasing level of debt as well as a rising capital stock reduce the default probability and thus the risk premium, since a lower compensation of the bank for a potential default is needed. Thus, for reasons of simplicity, it is assumed that the idiosyncratic interest rate only depends on the firm’s level of debt and its capital stock,

\[ r_i^j = r_i^j(B_i^j, K_i^j), \tag{10} \]

with \( r_{iB}^j(B_i^j, K_i^j) > 0 \) and \( r_{iK}^j(B_i^j, K_i^j) < 0. \)

### 3.4 The Profit Maximization of the Firm

As derived in the previous sections, the investment decision of the firm has to take place simultaneously with the decision about its financing. In doing so, the firm is aware of its risk of default and thus the risk of the firm value falling to zero in any future period. Therefore, future values of the firm have to be weighted with the probability to survive. Both the amount of capital and debt will have an impact on this probability, and thus real and financial decisions will interact.

The time schedule of the investment decision is as follows: After the firm decides on its desired level of new capital and the required amount of debt, the bank fixes the interest rate for the demanded borrowed funds with the latter being transferred to the firm. Now, the bankruptcy threshold can be calculated, before the firm-specific shock is realized, and the output good is produced and sold. Hereafter, bankruptcies are determined. Surviving com-

\(^{22}\)If the latter is zero and survival thus is guaranteed, the firm’s interest rate equals the economy wide riskless rate of return.
panies calculate their profits, pay back their borrowed funds and their interest obligations, before paying out the entrepreneurial profits to their owners. Bankrupt companies will be liquidated, with the banks seizing the remains and paying the monitoring costs.

Recapitulating the explications about the decisions of the firm, its maximization problem can now be determined within the above described neoclassical model of capital accumulation in the presence of adjustment costs and bankruptcy risks. Assuming a finite time horizon and no agency problems between managers and owners of a firm, the management’s aim is to maximize the value of the enterprise over the given time horizon, with the firm value being

\[ V_{i_0} = E_{i_0} \left\{ \sum_{t=t_0}^{T} \beta^t \left( \prod_{u=t_0}^{t} P^i(B^i_u, K^i_u) \right) D^i \right\}, \quad (11) \]

where \( \beta = \frac{1}{1+r} \) is the discount factor equal to all firms.\(^{23}\) Hence, the maximization of the expected firm value equals the maximization of all expected future entrepreneurial profits discounted with \( \beta \) and \( P^i(B^i; K^i) \). While maximizing the value of the firm, the entrepreneur has to take into account several constraints.

The first constraint is the flow of funds constraint that defines the composition of the entrepreneurial profits which add up to the firm value. As already derived in equation (3), these profits are defined as the difference between total revenue and total costs,

\[ D^i_t = (1-\tau) \left[ p_t F(K^i_t, L^i_t) - w_t L^i_t - p_t G(I^i_t, K^i_t) - r^i(B^i_t, K^i_t)B^i_t \right] - p^i I^i_t. \quad (12) \]

The second constraint is the usual capital stock accounting identity. The capital stock of firm \( i \) at period \( t \) is formed by the existing capital stock from the last time period, \( K^i_{t-1} \), which is subject to depreciation with rate \( \delta \), and the sum of the capital acquired in the present period, \( I^i_t \). Note again that newly invested capital becomes productive immediately:

\[ K^i_t = I^i_t + K^i_{t-1}(1-\delta). \quad (13) \]

\(^{23}\)The value \( V^i_t \) of firm \( i \) can be derived from the arbitrage condition which must hold when investors are risk-neutral and capital markets are in equilibrium, \( rV^i_t = D^i_t + E^i_t \left\{ P^i(B^i_{t+1}, K^i_{t+1})V^i_{t+1} \right\} - V^i_t \), see, for example, Whited (1992), 1430. Remember that no dividends are paid to shareholders, as commonly assumed in the context of this arbitrage condition, but rather the revenue to the entrepreneur from operating his business. This revenue is composed of current entrepreneurial profits, \( D^i_t \), and the value added of the enterprise in future periods, \( E^i_t \left\{ P^i(B^i_{t+1}, K^i_{t+1})V^i_{t+1} \right\} - V^i_t \). Hereby, \( E^i_t \) is the expectation operator conditional on all relevant information which is available at time \( t \). Solving this stochastic difference equation forward to find the time path for the value of the firm, and taking into account the transversality condition which prevents this value from becoming infinite in finite time yields the above expression for the value of the firm at time \( t_0 \), see, for example, Poterba-Summers (1983), 142.
The next two constraints recall that the interest rate which firm $i$ has to pay for its borrowed funds, as well as its survival probability depend on the levels of capital and debt, as was derived before:

$$r^i = r^i(B^i, K^i), \quad (14)$$

$$P^i = P^i(B^i, K^i). \quad (15)$$

The last constraints specify the starting values for both the capital stock and the debt level:

$$K_{t-1} = \bar{K} \geq 0, \quad (16)$$

$$B_{t-1} = \bar{B} \geq 0. \quad (17)$$

In every period, the enterprise has to decide about the level of investment, $I^i_t$, and labor, $L^i_t$, knowing about its level of capital, $K^i_t$. After substituting the entrepreneurial profits in the objective function (11) with equation (12), and taking into account equations (14) - (17), the discrete Hamiltonian at time $t$ for the optimization problem of the profit maximizing enterprise can be written as

$$H^i_t(L^i_t, I^i_t, K^i_t, B^i_t, \lambda^i_t) = E^i_t[\beta^t P^i(B^i_t, K^i_t)\{(1 - \tau)(p_t F(K^i_t, L^i_t) - w_t L^i_t - p_t G(I^i_t, K^i_t) - r^i(B^i_t, K^i_t)B^i_t - p^i I^i_t)\} + \lambda^i_t[I^i_t - \delta K^i_{t-1}]] \quad \text{for} \quad t = t_0, ..., T. \quad (18)$$

In the following, the expected value of the shadow price for capital, $\lambda^i_t$, will be inserted for the periods $t$ and $t+1$ into the first order condition for capital in order to derive the investment equation. Note that, when setting up its expectations about its firm value in period $t$, the firm faces a zero probability of default in this period, and thus $P(B_t, K_t) = 1$. Likewise, there is no discounting in the current period, and thus $\beta^t = 1$ for period $t$. Assuming the existence and optimality of the derived solution, the rearranged first-order condition for capital thus can be written as

---

24Since debt is completely repaid at the end of each period, $B_{t-1}^i$ is known to be zero in the present case.

25For a description of the stochastic maximum principle in discrete time, see for example Bertsekas-Shreve (1978), Whittle (1982), Arkin-Evstigneev (1987). For a more detailed derivation of the investment equation, see Appendix A.
\\begin{equation}
E_i \left\{ p_i G_i(I_i, K_i') + \frac{p_i'}{(1-\tau)} \right\} \\
= E_i \left\{ \beta P_i(B_i', K_i') (1-\delta) \left[ p_{i+1} G_{i+1}(I_{i+1}, K_{i+1}) + \frac{p_{i+1}'}{(1-\tau)} \right] \right\} + \\
+ E_i \left\{ p_i F_K(K_i', L_i') - p_i G_K(I_i', K_i') - r_i'(B_i', K_i') B_i' \right\} \\
+ E_i \left\{ \frac{1}{(1-\tau)} P'_K(B_i', K_i') D_i' \right\},
\\end{equation}

while the rearranged debt function takes the following form:
\\begin{equation}
E_i \left\{ \tau \left[ r_b'(B_i', K_i') B_i' + r_i'(B_i', K_i') \right] \right\} = \\
= E_i \left\{ P_i'(B_i', K_i') \left[ r_b'(B_i', K_i') B_i' + r_i'(B_i', K_i') \right] - P'_b(B_i', K_i') D_i' \right\}.
\\end{equation}

### 3.5 The Investment and Financing Decision of the Firm

The rearranged first order condition for capital, equation (19), relates the costs of investing today to the costs of postponing the investment until tomorrow, and thus shows the optimal capital allocation path. As can easily be seen, the standard Euler equation for capital is subject to some important extensions due to the introduction of taxes, adjustment costs, and the possibility of default.

The left hand side of equation (19) shows the marginal installation and purchasing costs of investing today, with the latter being tax-adjusted. The right hand side presents the opportunity costs of delaying the investment until tomorrow. These costs include the expected discounted value of the costs for purchasing and installing the new capital, with the former again being tax-adjusted, as well as the foregone change in production less the marginal change of the installation costs due to the change in the capital stock.

Additionally, the firm has to take into account the changes of its bankruptcy risk due to changes in the level of capital and debt. Thus, the opportunity costs of postponing the investment decision are weighted by the probability of survival. Since capital becomes productive immediately, only the costs for the delayed investment project have to be weighted. While the firm has to bear the opportunity costs of not earning the revenue from today’s investment in any case, it needs to pay the postponed investment project only in case of survival. Together with the corporate tax rate, this weighting reduces the present value of an additional unit of tomorrow’s capital.
Two additional consequences of a potential default have to be taken into account both of which offer an incentive to invest rather today than tomorrow. Firstly, such a change in the capital stock increases the chance of future profits by lowering the default probability. As a consequence, the probability of receiving entrepreneurial profits in the future and thus the present discounted value of an additional unit of today’s capital increases. Secondly, this investment lowers interest rates and thus interest payments for the necessary borrowed funds. With the newly invested capital becoming productive immediately, and interest rates being fixed after its installation, the costs of capital decrease in the present period.

The rearranged first order condition for debt, equation (20), presents the optimal decision of the firm concerning its level of borrowed funds, saying that the firm should take on debts until it is indifferent between the tax advantages of an additional unit of debt and its associated costs. Regarding the right hand side, the first term of equation (20) captures the aggravated credit conditions in the present period as a consequence of the higher debt level. Since the bank includes the new debt into its calculation, it will charge the risk premium according to the present financial indicators of the firm. Hence, the higher level of debt will increase the probability of not being able to repay the borrowed funds at the end of the period which results in higher interest rates and thus dearer credits on the part of the bank. The second term takes into account that a rising debt level will decrease the survival probability and thus the chance to receive entrepreneurial profits at the end of the period. The left hand side of the debt equation shows the discounted present value of the tax advantages of the additional unit of debt weighted with the survival probability. This is the amount of tax relief that stems from the higher costs of borrowing as described on the right hand side.

3.6 Econometric Specification of the Investment Function

The econometric estimation of the rearranged first order condition for capital, equation (19) is not possible. In order to derive the investment equation explicitly, it is necessary to specify the production function and the adjustment cost function. In the present case, the default probability and the external finance premium also have to be specified. Following Bond-Meghir (1994), an explicit specification of the production function can be avoided by assuming that it is linear homogenous in capital and labor. Under this assumption, the following equality, achieved by total differentiation, holds:

\[ F(K_i^t, L_i^t) = F_K(K_i^t, L_i^t)K_i^t + F_L(K_i^t, L_i^t)L_i^t. \]  

(21)

Substituting the marginal productivity of labor by the real wage, and rearranging the produc-
tion function produces the following expression for the marginal productivity of capital:

\[ F_K(K_i', L_i') = \frac{F(K_i', L_i') - \frac{w_i}{p_i} L_i'}{K_i'} = \frac{Y_i - \frac{w_i}{p_i} L_i'}{K_i'}. \]  

(22)

Since it is not possible to replace the adjustment costs of investment in a way similar to the marginal costs of labor, an adjustment cost function has to be explicitly specified. In the present case, a standard quadratic adjustment cost function of the Summers (1981) type that is linear homogenous in its arguments is introduced into the model as follows:

\[ G(I_i', K_i') = b \left( \frac{I_i'}{K_i'} - a \right)^2 K_i', \]  

(23)

where \( a \) and \( b \) are finite constants with \( b > 0 \). The constant term \( a \) denotes some rate of investment that can be undertaken without facing adjustment costs, and thus can be interpreted as a 'normal' rate or a target rate of investment. Otherwise, adjustment costs rise quadratically in the investment ratio. The premium on external finance, \( r'(B_i', K_i') \), will be specified by the following financial distress function:

\[ r'(B_i', K_i') = c \frac{B_i'}{K_i'}, \]  

(24)

where \( c > 0 \). Thus, the interest rate on debt that a firm has to pay, consists of the riskless market rate plus an external finance premium that is linear in the degree of the debt-to-capital ratio. The parameter \( c \) displays the extent to which a deterioration of the firm’s creditworthiness is transferred into a higher firm-specific interest rate. For reasons of simplicity, the financial distress function is assumed to be linear in the debt-to-capital ratio. This specification meets the requirements for the external finance premium, as derived before. A higher level of debt will increase the external finance premium, and a larger capital stock will decrease this premium. The default probability will be set up in a comparable way by

---

26See Bond-Meghir (1994), 207. The real wage equation is derived in equation A.2 in appendix A.
28See equation (A.10) in appendix A for the first derivatives of this adjustment cost function.
29See equation (A.11) in appendix A for the first derivatives. Note that the existing literature mostly introduces some sort of financial distress function that is assumed to be quadratic and homogenous of degree one in debt and capital, see Hansen-Lindberg (1997), 17, for example. However, in the present case, default probabilities rather than external finance premia are the crucial element of the investment function. Hence, the agency cost function will be held as simple as possible which also holds true for the bankruptcy cost function. In any case, different specifications do not alter the results significantly.
\[ P_i(\text{B}_i, \text{K}_i^i) = 1 - d \frac{\text{B}_i}{\text{K}_i}, \]

where \( d > 0 \). Analogous to the financial distress function, the parameter \( d \) specifies the transformation of a higher debt-to-assets ratio into a higher bankruptcy probability.

Additionally, the expectations of the managers who decide about the investment projects are assumed to be rational which means that mistakes will not be made systematically as concerns the managers’ formation of expectations. Formally, the forecast error is white noise and thus serially uncorrelated, Hence, the unobserved terms in the first order condition for capital, equation (19), can be substituted by their realizations plus an error term, \( \varepsilon_{i+1}^j \), with zero mean, \( E_{i} \{ \varepsilon_{i+1}^j \} = 0 \), and no correlation with the information set available to the firm at time \( t \), i.e. \( E_{i} \{ \varepsilon_{i+1}^j \varepsilon_{i+1}^j \} = 0 \) for \( t \neq t + 1 \). Including the specifications for the adjustment costs, the external finance premium, and the default probabilities as well as the manager’s rational expectations, equation (19) can be written as

\[
P_{i+1}^j \frac{I_{i+1}^j}{K_{i+1}^j} = \alpha_0 + \alpha_1 \frac{I_i^j}{K_i^j} + \alpha_2 \left( \frac{I_i^j}{K_i^j} \right)^2 + \alpha_3 \frac{Y_{i}^j}{K_i^j} + \alpha_4 \frac{w_{i+1}^j}{K_i^j} + \\
+ \alpha_5 \left( \frac{B_i^j}{K_i^j} \right) + \alpha_6 \left( \frac{B_i^j D_i^j}{K_i^j} \right) + \alpha_7 P_{i+1}^j + f_i + \eta_{i+1} + \varepsilon_{i+1}^j,
\]

where the coefficients are the following:

\[
\alpha_0 = \left( \frac{a^2}{2} - a + \frac{1}{b(1-\tau)} \frac{p_i^j}{p_j} \right) \phi_{i+1}, \quad \alpha_1 = \phi_{i+1}, \quad \alpha_2 = -\frac{1}{2} \phi_{i+1}, \quad \alpha_3 = -\frac{1}{b} \phi_{i+1}, \quad \alpha_4 = \frac{1}{bp_i} \phi_{i+1}, \quad \alpha_5 = -\frac{c}{bp_i^j} \phi_{i+1}, \\
\alpha_6 = -\frac{d}{bp_i(1-\tau)} \phi_{i+1}, \quad \alpha_7 = a - \frac{1}{b(1-\tau)} \frac{p_{i+1}^j}{p_{i+1}}, \quad \phi_{i+1} = \frac{1}{(1-\delta)p_i} \frac{p_i}{p_{i+1}}.
\]

Analogous to Bond-Meghir (1994), \( \phi_{i+1} \) is defined as the real discount rate. As is common practice in studies that deal with neoclassical investment functions, the rate of inflation is assumed to be constant over time and across firms for the output prices and the price of the capital good. Consequently, the real discount rate \( \phi_{i+1} \) and the coefficients \( \alpha_0, ..., \alpha_7 \) do not vary

---

30The default probability is \( 1 - P_i(\text{B}_i, \text{K}_i^i) = d \frac{\text{B}_i}{\text{K}_i} \), and the survival probability hence is \( 1 - P_i(\text{B}_i, \text{K}_i^i) \). The first derivative can be seen in equation (A.12) in appendix A.

over time which permits an estimation of equation (26). In any case, the neoclassical model assumes that firms face identical prices due to perfect competition, with the consequence of no variation of prices across firms within one year. Hence, even if there are changes in the price level, these changes may be captured by the inclusion of the time-specific term $\eta_{t+1}$, which may additionally account for changes in macroeconomic conditions. The term $f_i$ captures firm-specific effects, while the disturbance term $\epsilon_{i,t+1}$ reflects forecast errors, as discussed earlier.

The coefficient on the lagged investment ratio, $\alpha_1$, is positive and greater than one, while $\alpha_2$ as the coefficient on the lagged squared investment ratio is negative. With $b > 0$, the output coefficient, $\alpha_3$, is negative, while the coefficient on the labor outlays, $\alpha_4$, is positive. Note that both coefficients depend on the magnitude of the adjustment costs. The coefficients on both debt-to-assets ratios, $\alpha_5$ and $\alpha_6$, control for "the non-separability between investment and borrowing decisions."32 Like the output and labor costs coefficients, they depend on the adjustment costs parameter, and additionally on the magnitude of the financial distress respective bankruptcy probability parameters $c$ and $d$. Both coefficients have a negative sign. Interestingly, the coefficient of the survival probability, $\alpha_7$, merely depends on the adjustment cost parameters $a$ and $b$, but not on the parameter of the survival probability function. Yet, the coefficient in the theoretical model does not point in one specific direction.

4 The Data

The empirical analysis was performed with firm-level data stemming from the corporate balance sheet database of the Deutsche Bundesbank. It constitutes the largest source of accounting data for non-financial enterprises in Germany. An extensive description is provided by Deutsche Bundesbank (1998) or Stoess (2001). The dataset is based on the financial statements that enterprises submitted to the German central bank in connection with bill-based rediscount and lending operations. With the beginning of the European Monetary Union in the year 1999, the Bundesbank discontinued its rediscount lending operations which is the reason for the year 1998 being the last year of the covered period. Due to accounting regulatory changes in German corporate law in line with the harmonization of national requirements to financial statements in the mid 1980’s, the use of data prior to the year 1987 is not possible for reasons of comparability. Thus, a period of 12 years ranging from 1987 to 1998 is available for the present investigation. Since the coverage of the Eastern part of Germany being rather unsatisfactory, and no data being available for the years prior to the German unifica-

tion, the analysis will be restricted to enterprises having their principle office in the Western part of Germany.

The balance sheet statistic includes between 50000 and 70000 enterprises for each year most of which are part of the industrial sector or the sectors of construction and commerce. After balancing as well as controlling for outliers and plausibility, 6238 enterprises remain in the dataset.\(^{33}\) Note that enterprises that do not make it into this sample may have ended or interrupted their participation in bill transactions for different reasons. Hence, no information about bankruptcies is available. Yet, the chance of leaving the sample of reporting enterprises is considerably higher for small and medium-sized enterprises which causes a potential survivor bias in favor of larger firms. Nevertheless, the firms included in the dataset are only to a small extent large incorporated or even stock quoted firms as in many other investigations. More than 80% of the included enterprises are small and medium-sized enterprises with an annual turnover less than 100 Mill. DM, and more than half of the dataset consists of unincorporated enterprises, as can be seen in table 1.

Table 1:

<table>
<thead>
<tr>
<th>Class</th>
<th>Turnover</th>
<th>Firms</th>
<th>%</th>
<th>Inc.</th>
<th>%</th>
<th>Uninc.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>less than 10 Mill. DM</td>
<td>1154</td>
<td>18.5</td>
<td>474</td>
<td>16.3</td>
<td>680</td>
<td>20.4</td>
</tr>
<tr>
<td>ME</td>
<td>10 - 100 Mill. DM</td>
<td>3873</td>
<td>62.1</td>
<td>1761</td>
<td>60.6</td>
<td>2112</td>
<td>63.4</td>
</tr>
<tr>
<td>LE</td>
<td>100 Mill. DM and more</td>
<td>1211</td>
<td>19.4</td>
<td>671</td>
<td>23.1</td>
<td>540</td>
<td>16.2</td>
</tr>
<tr>
<td>ALL</td>
<td>All enterprises</td>
<td>6238</td>
<td>100.0</td>
<td>2906</td>
<td>100.0</td>
<td>3332</td>
<td>100.0</td>
</tr>
</tbody>
</table>

In order to classify the included firms, the size of these firms measured by their turnover will be employed as the main classification criterion.\(^{34}\) Yet, the method of classification is subject to a broad discussion. This debate is reflected in the wide variety of classification methods that are used in empirical investigations.\(^{35}\) Without doubt, since all these criteria divide the

\(^{33}\)In order to control for outliers, the upper and lower 1% tail of the investment-capital ratio, \(I_i^t/K_i^t\), the cash flow-capital ratio, \(CF_i^t/K_i^t\), and the sales-capital ratio, \(Y_i^t/K_i^t\), were discarded, as well as enterprises with implausible observations. Missing values have been deleted in advance.

\(^{34}\)The number of employees is not considered to be a completely reliable information in the present case, since it is an optional declaration for the firms undertaking rediscount operations and thus may be subject to misrepresentations.

\(^{35}\)The classification criteria range from the age and the size of the firms measured by their turnover, total assets, or number of employees, to their debt-to-assets-ratios, coverage ratios, dividend payouts, bond ratings, and ownership structure.
sample a priori into different subgroups of enterprises, they all may be subject to the criticism put forward by Kaplan-Zingales (1997).

In the present case, the size of the firm is regarded to be a qualified approximation for the degree of financial risks the firms are exposed to, apart from the fact that this is the most commonly used classification if economic problems are addressed in the context of different groups of enterprises. The descriptive analysis will reveal that the risk position of the included enterprises decreases with the size of the firm. Additionally, as derived before, bankruptcies rise with decreasing firm size, as can be seen in table 2 which presents the number of German enterprises that declared bankrupt in the year 2002. It is obvious that smaller enterprises, measured either by the number of employees or the level of outstanding debt, account for a disproportionate share of insolvencies in Germany.\footnote{In the course of the empirical analysis, other classification criteria were applied to confirm the obtained results. These criteria included the level of total assets as another measure for firm size, as well as the debt-to-assets ratio and the bankruptcy probabilities as measures for the firms’ financial strength. Since the different measures of firm size did not yield significantly different results, which also holds true for the classification according to the firms’ financial risk position, the presentation of the empirical results from estimating the investment function will be restricted to the turnover size classes.}

Table 2:
Insolvencies in Germany (2002)

<table>
<thead>
<tr>
<th>Level of debt</th>
<th>Firms</th>
<th>%</th>
<th>Employees</th>
<th>Firms</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 50000 Euro</td>
<td>7562</td>
<td>20.1</td>
<td>no employees</td>
<td>12935</td>
<td>34.4</td>
</tr>
<tr>
<td>50000 - 250000 Euro</td>
<td>14307</td>
<td>38.1</td>
<td>1 employee</td>
<td>4182</td>
<td>11.1</td>
</tr>
<tr>
<td>250000 - 500000 Euro</td>
<td>5838</td>
<td>15.5</td>
<td>2 - 5 employees</td>
<td>6481</td>
<td>17.2</td>
</tr>
<tr>
<td>500000 - 1 Mill. Euro</td>
<td>3958</td>
<td>10.5</td>
<td>6 - 10 employees</td>
<td>2806</td>
<td>7.5</td>
</tr>
<tr>
<td>1 Mill. - 5 Mill. Euro</td>
<td>3935</td>
<td>10.5</td>
<td>11 - 100 employees</td>
<td>4237</td>
<td>11.3</td>
</tr>
<tr>
<td>&gt; 5 Mill. Euro</td>
<td>1057</td>
<td>2.8</td>
<td>&gt; 100 employees</td>
<td>373</td>
<td>1.0</td>
</tr>
<tr>
<td>unknown</td>
<td>922</td>
<td>2.5</td>
<td>unknown</td>
<td>6565</td>
<td>17.5</td>
</tr>
</tbody>
</table>


Table 3 presents the summary statistics of the ratios that will be employed in the estimation of the investment function as well as selected indicators for the risk position of the included enterprises.\footnote{The variables that will be employed in the course of the present analysis will be described in detail in appendix B.} Note that the median values of the variables are all well below their means which indicates that the distributions of the variables are skewed, with the longer tail for larger values. Groessl-Stahlecker-Wohlers (2001) as well as Kirchesch-Sommer-Stahlecker...
(2001) find out that the risk position of small and medium-sized enterprises has undergone a significant deterioration during the observation period, with unincorporated enterprises being concerned even more severe. While all firms shifted their assets from non-financial towards financial assets, the latter enterprises faced a significant reduction of their own funds and an increase in their borrowed funds ratio. Additionally, the whole group of small and medium-sized enterprises expanded its long-run debt, and unincorporated enterprises even increased their short-run debt, while nearly all groups relied to a greater extent on bank loans. Splitting the mean and median values of these variables according to the different turnover size classes shows that these size classes prove to be rather homogenous. The main point of difference is certainly the borrowing behavior of enterprises. With decreasing size, firms depend to a rising extent on external funds which holds true for short-run and long-run liabilities as well as bank liabilities.

Since the empirical investment equation contains the financial risk of enterprises in terms of their default probability, the rather arbitrary inclusion of selected single indicators is not sufficient to describe the financial situation of the enterprises comprehensively. The most widely-used measures of bankruptcy probability will serve as the measure for these financial risks, namely the Z-score of Altman (1968) and the O-score of Ohlson (1980). As Dichev notes, these models are likely to complement each other, since they are derived in different time periods, using different samples, variables, and methods.38 Concerning the latter, these models employ the multivariate discriminant analysis in case of the Z-score and the logit analysis in case of the O-score.

The final discriminant function that is employed to calculate Altman’s Z-score contains five financial ratios and takes the following form:39

\[
Z'_i(Altman) = 1.2WCTA'_i + 1.4RETA'_i + 3.3EBITTA'_i + \\
+ 0.6EQTL'_i + 0.99YTA'_i, (27)
\]

Appendix B gives a brief description of the included variables. The variable \( WCTA'_i \) serves as a measure for the firm’s liquidity, while \( RETA'_i \) can be regarded as a measure for leverage. According to Altman, \( EBITTA'_i \) serves as a measure of the true productivity of the enterprise’s assets. Additionally, \( EQTL'_i \) can be considered as the second part of the bankruptcy condition described in the theoretical model, and \( YTA'_i \) serves as a measure of productivity. Begley-Ming-Watts (1996) re-estimate the model of Altman with more recent data and obtain

38See Dichev (1998), 1133.
Table 3: Summary Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Code</th>
<th>Mean</th>
<th>Std.Dev.</th>
<th>0.25</th>
<th>Median</th>
<th>0.75</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment capital ratio</td>
<td>IK</td>
<td>0.26</td>
<td>0.17</td>
<td>0.12</td>
<td>0.22</td>
<td>0.36</td>
<td>68618</td>
</tr>
<tr>
<td>Output capital ratio</td>
<td>YK</td>
<td>15.50</td>
<td>24.68</td>
<td>4.50</td>
<td>7.95</td>
<td>16.92</td>
<td>74856</td>
</tr>
<tr>
<td>Labor cost capital ratio</td>
<td>LCK</td>
<td>2.56</td>
<td>3.16</td>
<td>0.95</td>
<td>1.64</td>
<td>2.97</td>
<td>74856</td>
</tr>
<tr>
<td>Cash flow capital ratio</td>
<td>CFK</td>
<td>0.37</td>
<td>0.79</td>
<td>0.03</td>
<td>0.17</td>
<td>0.46</td>
<td>68618</td>
</tr>
<tr>
<td>Debt capital ratio</td>
<td>BK</td>
<td>4.12</td>
<td>7.26</td>
<td>1.35</td>
<td>2.27</td>
<td>4.41</td>
<td>74856</td>
</tr>
<tr>
<td>Entr. Profits to capital ratio</td>
<td>DK</td>
<td>0.09</td>
<td>1.05</td>
<td>-0.16</td>
<td>0.07</td>
<td>0.32</td>
<td>74856</td>
</tr>
<tr>
<td>Non financial assets ratio</td>
<td>NFATA</td>
<td>0.60</td>
<td>0.18</td>
<td>0.48</td>
<td>0.61</td>
<td>0.73</td>
<td>74856</td>
</tr>
<tr>
<td>Financial assets ratio</td>
<td>FINTA</td>
<td>0.40</td>
<td>0.18</td>
<td>0.27</td>
<td>0.38</td>
<td>0.51</td>
<td>74856</td>
</tr>
<tr>
<td>Own funds ratio</td>
<td>OFTA</td>
<td>0.16</td>
<td>0.19</td>
<td>0.06</td>
<td>0.13</td>
<td>0.25</td>
<td>74856</td>
</tr>
<tr>
<td>Borrowed funds ratio</td>
<td>BFTA</td>
<td>0.84</td>
<td>0.19</td>
<td>0.75</td>
<td>0.87</td>
<td>0.94</td>
<td>74856</td>
</tr>
<tr>
<td>Total liabilities ratio</td>
<td>TLTA</td>
<td>0.69</td>
<td>0.26</td>
<td>0.54</td>
<td>0.72</td>
<td>0.86</td>
<td>74856</td>
</tr>
<tr>
<td>Current liabilities ratio</td>
<td>CLTA</td>
<td>0.48</td>
<td>0.24</td>
<td>0.29</td>
<td>0.47</td>
<td>0.64</td>
<td>74856</td>
</tr>
<tr>
<td>Long-term liabilities ratio</td>
<td>LLTA</td>
<td>0.21</td>
<td>0.20</td>
<td>0.04</td>
<td>0.17</td>
<td>0.33</td>
<td>74856</td>
</tr>
<tr>
<td>Total bank liabilities ratio</td>
<td>BTLTA</td>
<td>0.26</td>
<td>0.22</td>
<td>0.07</td>
<td>0.22</td>
<td>0.41</td>
<td>74856</td>
</tr>
<tr>
<td>Current bank liabilities ratio</td>
<td>BCLTA</td>
<td>0.14</td>
<td>0.16</td>
<td>0.01</td>
<td>0.08</td>
<td>0.21</td>
<td>74856</td>
</tr>
<tr>
<td>Long-term bank liabilities rati</td>
<td>BLLTA</td>
<td>0.12</td>
<td>0.15</td>
<td>0.00</td>
<td>0.07</td>
<td>0.20</td>
<td>74856</td>
</tr>
<tr>
<td>Debt coverage ratio</td>
<td>CFTL</td>
<td>0.16</td>
<td>0.55</td>
<td>0.01</td>
<td>0.07</td>
<td>0.19</td>
<td>68618</td>
</tr>
<tr>
<td>Short-term debt coverage rati</td>
<td>CFCL</td>
<td>0.27</td>
<td>0.84</td>
<td>0.02</td>
<td>0.10</td>
<td>0.30</td>
<td>68618</td>
</tr>
<tr>
<td>Long-term debt coverage rati</td>
<td>CFTL</td>
<td>0.99</td>
<td>5.44</td>
<td>0.00</td>
<td>0.15</td>
<td>0.54</td>
<td>68618</td>
</tr>
<tr>
<td>Interest coverage ratio</td>
<td>I_COV</td>
<td>8.69</td>
<td>43.88</td>
<td>0.21</td>
<td>1.48</td>
<td>4.84</td>
<td>68618</td>
</tr>
<tr>
<td>Wage coverage ratio</td>
<td>W_COV</td>
<td>0.19</td>
<td>1.62</td>
<td>0.02</td>
<td>0.11</td>
<td>0.26</td>
<td>68618</td>
</tr>
<tr>
<td>Tax coverage ratio</td>
<td>T_COV</td>
<td>3.52</td>
<td>52.39</td>
<td>0.07</td>
<td>2.28</td>
<td>5.68</td>
<td>68618</td>
</tr>
<tr>
<td>Interest rate</td>
<td>i</td>
<td>0.05</td>
<td>0.50</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
<td>74856</td>
</tr>
</tbody>
</table>

The following discriminant coefficients:

\[
Z_i^{(Begley)} = 10.40WCTA_i^t + 1.01RETA_i^t + 10.60EBITTA_i^t +
+ 0.30EQT L_i^t + 0.17YTA_i^t.
\]

The O-score model of Ohlson (1980) was derived in order to overcome the restrictive assumptions and the resulting problems of the multivariate discriminant analysis by applying the conditional logit analysis, and to obtain a measure with more intuitive appeal than the Z-score. The derived probability function is defined as follows:40

40See Ohlson (1980), 121.
where $y^i_t$ is given by:

$$
y^i_t = -1.32 - 0.407SIZE^i_t + 6.03TLTA^i_t - 1.43WCTA^i_t +
\quad + 0.0757CLCA^i_t - 2.37NITA^i_t - 1.83CFTL^i_t +
\quad + 0.285INTWO^i_t - 1.72OENEG^i_t - 0.521CHIN^i_t.
$$

(30)

Again, the O-score model is re-estimated by Begley-Ming-Watts (1996) which yields the following coefficients:

$$
y^i_t = -1.249 - 0.211SIZE^i_t + 2.262TLTA^i_t - 3.451WCTA^i_t -
\quad - 0.293CLCA^i_t + 1.080NITA^i_t - 0.838CFTL^i_t +
\quad + 1.266INTWO^i_t - 0.907OENEG^i_t - 0.960CHIN^i_t.
$$

(31)

In order to provide an overview, table 4 presents some overall descriptive statistics for these bankruptcy probabilities that serve as indicators for financial distress, with the 25 %- and the 75 %-quartiles serving as cut-off values for the distinction between financially distressed, indeterminate and financially healthy enterprises.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Code</th>
<th>Mean</th>
<th>Std.Dev.</th>
<th>0.25</th>
<th>Median</th>
<th>0.75</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-Score (Altman)</td>
<td>P_Z_ALTMAN</td>
<td>3.40</td>
<td>1.94</td>
<td>2.29</td>
<td>3.10</td>
<td>4.11</td>
<td>74856</td>
</tr>
<tr>
<td>Z-Score (Begley)</td>
<td>P_Z_BEGLEY</td>
<td>2.95</td>
<td>3.20</td>
<td>0.89</td>
<td>2.74</td>
<td>4.89</td>
<td>74856</td>
</tr>
<tr>
<td>O-Score (Ohlson)</td>
<td>P_O_OHLSON</td>
<td>0.28</td>
<td>0.26</td>
<td>0.50</td>
<td>0.21</td>
<td>0.47</td>
<td>68618</td>
</tr>
<tr>
<td>O-Score (Begley)</td>
<td>P_O_BEGLEY</td>
<td>0.11</td>
<td>0.13</td>
<td>0.03</td>
<td>0.07</td>
<td>0.15</td>
<td>68618</td>
</tr>
</tbody>
</table>

Yet, the implementation of bankruptcy prediction models like Altman’s Z-score or Ohlson’s O-score on recent data may be problematic, as regards the different time periods and different samples. Tests to assess the applicability of these models on datasets other than they were developed with, should include tests concerning the actual error rates of these models with different data, as in the case of Begley-Ming-Watts (1996). Yet, in the Bundesbank dataset, no bankruptcies can be detected. Therefore, the applicability of both bankruptcy prediction
models can only be tested by comparing the mean values of the different samples, as put forward by Bhagat-Moyen-Suh (2003), in order to assess whether significant structural breaks occurred in the meantime, or whether fundamental differences can be detected between the different countries of the datasets. Note that, in the present case, bankruptcy probabilities are employed to describe the enterprises’ degree of financial distress rather than their default probability. Hence, the predictive ability with regard to the firm’s bankruptcy is not the crucial requirement.

Table 5: 
Applicability of the Bankruptcy Probabilities

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WCTA</td>
<td>-0.061</td>
<td>0.414</td>
<td>0.178</td>
<td>0.321</td>
</tr>
<tr>
<td>RETA</td>
<td>-0.626</td>
<td>0.355</td>
<td>-1.110</td>
<td>0.030</td>
</tr>
<tr>
<td>EBITTA</td>
<td>-0.318</td>
<td>0.153</td>
<td>-0.137</td>
<td>0.070</td>
</tr>
<tr>
<td>EQTL</td>
<td>0.401</td>
<td>2.477</td>
<td>7.845</td>
<td>5.029</td>
</tr>
<tr>
<td>YTA</td>
<td>1.500</td>
<td>1.900</td>
<td>0.619</td>
<td>1.558</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Turnover Classes</th>
<th>O-Score Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>medium</td>
</tr>
<tr>
<td>fin. distr.</td>
<td>not distr.</td>
</tr>
<tr>
<td>9.126</td>
<td>8.017</td>
</tr>
<tr>
<td>0.808</td>
<td>0.697</td>
</tr>
<tr>
<td>0.764</td>
<td>0.430</td>
</tr>
<tr>
<td>0.156</td>
<td>0.375</td>
</tr>
<tr>
<td>1.057</td>
<td>0.418</td>
</tr>
<tr>
<td>0.092</td>
<td>0.005</td>
</tr>
<tr>
<td>0.123</td>
<td>0.044</td>
</tr>
<tr>
<td>0.099</td>
<td>0.016</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Firms</th>
<th>33</th>
<th>33</th>
<th>105</th>
<th>2058</th>
<th>165</th>
<th>3300</th>
<th>1154</th>
<th>3873</th>
<th>1211</th>
<th>1712</th>
<th>3051</th>
<th>1475</th>
</tr>
</thead>
</table>

1 Bhagat-Moyen-Suh (2003) only state the sample size of their unbalanced sample. For the estimation of Altman’s model, 9123 (27273) observations for (not) financially distressed firms were included, for Ohlson’s model 4320 (12961).

In order to assess the applicability of the bankruptcy prediction models to the balance sheet data of the Deutsche Bundesbank, table 5 presents the descriptive statistics of the original studies of Altman and Ohlson first. Since the empirical implementation of the investment function will additionally be tested with the re-estimated bankruptcy prediction models of Begley-Ming-Watts, they will also be considered in the table. Unfortunately, they only display the means of the variables that are part of Ohlson’s O-score model. The descriptive statistics of Bhagat-Moyen-Suh (2003) complete the reference studies in the table.41

41Grice-Ingram (2001) and Grice-Dugan (2001) test both the Z-score and the O-score model to assess their generalizability. To keep the table as simple as possible, their results will not be included. Both studies draw the conclusion that these models are more appropriate to predict financial distress than bankruptcies.
On the right hand side of table 5, the mean values of the current sample are presented for the different turnover size classes. Even though the variation between the groups is considerably smaller for the Bundesbank sample, the differences between the size classes point in the same direction. Consistent with the conclusions of Begley-Ming-Watts and Bhagat-Moyen-Suh, Ohlson’s O-score model will be regarded subsequently as an appropriate model to assess the risk of financial distress, since possible structural changes that could distort the prediction of financial distress for the dataset of the Bundesbank cannot be detected. The generalizability of Altman’s Z-score turns out to be more problematic, since the variable means of the current dataset partly differ fundamentally from the original data of the Altman study. In addition, the variation between the size classes is very low. Therefore, in line with the Bhagat-Moyen-Suh findings, caution is indicated for the prediction even of financial distress if the Z-score is used.42

5 Empirical Results

In this chapter, the above derived model of investment behaviour will be estimated using the balance sheet statistic of the Deutsche Bundesbank. The included enterprises will be classified according to their size measured by their turnover. Additionally, the sample is split according to the legal form of the enterprises. The investment function takes the form of a linear fixed effects model, with the transformed investment-to-capital ratio as dependent variable and the above described ratios as regressors, as captured by equation (26). Prices are, as discussed earlier, not explicitly included in the investment equation, since they do not display any cross-sectional variation. This also holds true for macroeconomic variables such as the sectoral capacity utilization. In order to capture the influence of these determinants, time dummies are included in the regression equation.

The investment equation will be estimated using Ordinary Least Square (OLS), Fixed Effects (FE) respective Within Group (WITHIN), and Generalized Method of Moments (GMM) as developed by Arellano-Bond (1991). The OLS level estimator is known to be upward biased, since it does not control for the possibility of unobserved firm-specific effects, while the WITHIN estimator may produce rather downward biased parameter values in finite samples. Consequently, the GMM estimator will serve as some sort of compromise between these two approaches. Yet, in case of weak instruments it may likewise be biased. Hence, the strategy will be to account for all three estimators. Referring to the severe finite sample biases in the presence of weak instruments, Bond (2002) concludes that the comparison of these estimators

42It is noteworthy that these results also apply for the tests performed by Grice-Ingram and Grice-Dugan.
may help detecting and avoiding the above mentioned biases.\textsuperscript{43}

The reported GMM estimates are two-step estimates. Although the standard errors of two-step GMM estimations are more efficient than the one-step estimators, they tend to be biased downwards in small samples. For reasons of inference, the one-step standard errors that are asymptotically robust to heteroscedasticity of arbitrary form will be reported. Additionally, Wald tests regarding the joint significance of all regressors and the dummy variables are included in terms of their p-values. In case of the OLS and WITHIN estimations, the adjusted R-squared statistic is reported. Instruments that are used for estimation include the undifferenced values of all regressors, lagged two periods and earlier.\textsuperscript{44} In order to verify that the error term is not serially correlated beyond first-order correlation, m1 and m2 are included as tests for first- and second-order serial correlation. Additionally, the validity of the included instruments will be tested using the Sargan test of overidentifying restrictions. For all of the validity tests, p-values will be reported in the included tables.

Table C.1 in appendix C shows the estimation results of equation (26) for the different size classes and legal forms with the financial risk position of the included enterprises being measured by Ohlson’s O-score. Note that the performance of the GMM regressions in terms of the second-order serial correlation and the Sargan test statistic is rather unsatisfactory for medium-sized and large enterprises, whereas the performance of the OLS and WITHIN estimations can be regarded as satisfactory. Hence, caution is advisable for the valuation of the GMM results in all of the cases, and OLS respective WITHIN estimates will always be taken into account for inference.\textsuperscript{45}

Turning to the estimated parameters, the coefficients of the investment ratio, $\beta_1$, and the squared investment ratio, $\beta_2$, have their expected signs. The values of these coefficients are furthermore reasonable and in line with earlier studies. The higher parameter values of the lagged investment ratio of larger enterprises may be an indicator for the fact that enterprises invest more continuously with rising size, while small firms tend to invest more intermittently. The test statistics concerning the second-order serial correlation may point in the same direction.

\textsuperscript{43}See Bond (2002), 26-27.
\textsuperscript{44}Additionally, four lags were added to the investment function in order to capture the dynamics of the investment decision. Including these lags does not change the results significantly, but improves the performance of the regressions. Only the magnitude of the lagged investment ratio and the lagged squared investment ratio increases slightly.
\textsuperscript{45}The estimations of medium and large enterprises may suffer from the finite sample bias as a consequence of weak instruments in terms of Blundell-Bond (1998). However, the standard errors of the GMM estimates appear to be not too large, even though they exceed the OLS and WITHIN standard errors. Consequently, if the estimated GMM coefficients turn out to be significant, have the expected signs, and do not diverge fundamentally from both the OLS and the WITHIN estimates, then the results may nevertheless suggest some validity of the derived investment function despite of the rather low performance of the GMM regressions.
tion, as they are lower for larger and incorporated enterprises. In contrast to the theoretical model, but consistent with other studies, $\beta_3$ as the coefficient of the output ratio displays positive values for all groups of enterprises, yet insignificant for large unincorporated enterprises. The influence of labor outlays on investment, captured by the coefficient, $\beta_4$, match with theory, as all enterprises display positive values which prove to be significant and higher for larger enterprises. This confirms the assumption about large enterprises producing more capital intensive than their smaller counterparts. The difference between smaller and larger firms is even higher for unincorporated enterprises. The GMM estimates appear to overestimate the influence of labor costs, regardless of the size and legal form. Yet, the increase of their influence with the size of the firm can be found in these estimates, too.

As could be expected, and in line with the predictions from the model, the coefficients of the debt-to-capital ratio, $\beta_5$, display a negative relation between external finance and investment. Usually, higher parameter values or a higher significance of the debt-to-assets ratio of smaller enterprises are interpreted as indication for informational problems on capital markets being more severe for these firms. Yet, no unambiguous conclusion can be drawn for the debt-to-assets ratio concerning the different size classes. Medium-sized unincorporated enterprises display the closest negative relation between debt and investment, while their incorporated counterparts show the opposite behavior. Large unincorporated enterprises even display positive values of their debt coefficient if estimated with OLS or WITHIN regressions. The second debt term which is composed of the debt-to-capital ratio times the entrepreneurial profits ratio, is a rather technical term stemming from the profit maximization of the firm associated with the bankruptcy probability, and is not easy to interpret. Anyhow, its coefficient, $\beta_6$, proves to be very small and furthermore insignificant. The reason for the low performance of this debt indicator is presumably the debt-to-assets ratio which already captures the influence of external funds on the investment decision of the firm.

The remaining coefficient, $\beta_7$, belongs to the variable that accounts for the influence of financial risks in terms of the bankruptcy probability. While the model does not provide an unambiguous relation between the bankruptcy probability of an enterprise and its level of investment, one would rather assume this relation to be negative which corresponds to a positive influence of the survival probability on the company’s investment. The few existing studies dealing with the link between investment and bankruptcy risk confirm this view.\(^{46}\) The same holds true for the results obtained with the Bundesbank’s balance sheet statistics. Without exception, all size classes display rather high positive correlations between their investment and their financial healthiness in terms of survival probabilities. These correlations

are throughout significant at the 1 % level. According to the theory of asymmetric information and in line with the financial constraints literature, smaller enterprises should exhibit a rather high sensitivity of their investment with regards to their financial risks. This can be observed for incorporated enterprises, while the opposite holds true for unincorporated enterprises. Additionally, the latter surprisingly display lower sensitivities than corporations, even though incorporated enterprises are assumed to have easier access to the capital market than unincorporated firms.

In order to verify whether the obtained results are due to the specific calculation of Ohlson’s O-score with the original parameters, Tables C.2-C.4 in appendix C provide estimation results for the same investment function, yet with bankruptcy probabilities calculated with, in order of their appearance, the O-score as calculated by Begley-Ming-Watts, the Z-score of Altman, and the Z-score of Begley-Ming-Watts. The modified calculation of the O-score in table C.2 yields almost the same results as the original O-score, with the parameter values being slightly smaller. Yet, the relation between firm size and the influence of financial risks on the firm’s investment decision is more ambiguous in case of the modified O-score. The GMM estimates provide evidence for a decline of this influence with firm size for both incorporated and unincorporated enterprises, while OLS and WITHIN estimates do not point in this direction.

Even though Altman’s Z-score is calculated completely different from the O-score, it is evident that its inclusion instead of the O-score does not change the obtained results in a fundamental way, as can be seen in tables C.3 and C.4. Yet, it is not clear whether the influence of financial risks rises with the size of the firm or not. If the Z-score is calculated by the method of Begley-Ming-Watts, this correlation is again decreasing with the size of the firm in case of incorporated enterprises, and rising with firm size in case of their unincorporated counterparts. Note that the estimations were additionally performed with other classification criteria such as Ohlson’s O-score. Yet, the results remain almost unchanged.

6 Conclusion

Financial risks traditionally enter the theoretical models of investment such as the q model or the Euler equation model in the form of financial constraints that enterprises are facing as a consequence of informational asymmetries while deciding on the level of their investment. In this context, financial constraints are unanimously defined as the risk premium that enterprises have to bear in order to raise external funds, or as a limited access to borrowed funds.

Note that, with a rising value being equal to declining financial risks, it is not necessary to transform the Z-score into a survival probability as in the case of the O-score.
Tests for financial constraints are performed by estimating excess sensitivities of investment with regard to financial indicators concerning the enterprises’ internal or external funds that are assumed to best approximate these constraints.

However, the impact of financial risks as a whole rather than merely financial constraints has rarely been implemented explicitly in theoretical or empirical investigations dealing with the interaction of the firms’ financial sphere with their investment decisions. While financial risks contain the wedge in the costs between internal and external funds and therewith financial constraints, they furthermore account for the possibility of the firm loosing its ability to repay its borrowed funds and thus being subject to potential bankruptcy. Beyond doubt, both kinds of risks point in the same direction. The external finance premium will cause the investment costs to rise directly which lowers the firm’s demand for new capital. The probability of bankruptcy lowers expected future profits and thus dampens the enterprises’ demand for investment, too.

The inclusion of the bankruptcy probabilities has to take place by weighting the future revenues of the company with the probability of actually earning these revenues, and thus the probability of survival. As a consequence, the resulting specification of the investment function explicitly includes this survival probability as an additional explanatory variable. The advantage of this variable is a rather high degree of freedom for the researcher to understand and to model this survival probability. Whether one may understand this probability in the original sense or in the sense of financial distress, one may employ bankruptcy prediction models to calculate the degree of financial distress the enterprises may face. It is even possible to understand these probabilities as a proxy for financial constraints, since these constraints represent one case of financial risks, namely the case of firms facing higher costs for external finance without being endangered by the risk of bankruptcy.

The empirical analysis performed with the balance sheet data of the Deutsche Bundesbank confirms the position that the survival probabilities as measured by the different bankruptcy prediction models are appropriate to account for the link between the investment and the financial risks of enterprises. As the results show, some groups of enterprises turned out to display a higher sensitivity of their investment with regard to their survival probabilities than others. Thus, apart from the debate about the usefulness of the analysis of single internal or external financial indicators to proxy for financial constraints, the results of both methods undisputedly point in the same direction, independent of whether one tests for financial constraints or financial risks as a whole.
A Mathematical Appendix

The Hamiltonian for the profit maximizing firm which faces an external finance premium and the risk of bankruptcy can be written as

\[ H_i^t(L_i^t, I_i^t, K_i^t, B_i^t, \lambda_i^t) = E_i^t[\beta^t P^t(B_i^t, K_i^t)(1 - \tau)p_iF(K_i^t, L_i^t) - w_iL_i^t - p_iG(I_i^t, K_i^t) - r^t(B_i^t, K_i^t)B_i^t] - p_iI_i^t + \lambda_i^t[L_i^t - \delta K_i^t - 1]. \]  

(A.1)

Since the enterprise has to survive up to time \( t \) to calculate the Hamiltonian at time \( t \), the probabilities of survival are equal to 1 for \( s = i_0, ..., t - 1 \). The necessary conditions of the maximum principle for the present problem involve three first order difference equations in the state variables, \( K_i^t \) and \( B_i^t \), and the costate variable, \( \lambda_i^t \), with the latter denoting the shadow price of capital. Besides these necessary conditions, the maximum principle requires the marginal productivity rule for labor:

\[ \frac{\partial H_i^t}{\partial L_i^t} = E_i^t[\beta^t P^t(B_i^t, K_i^t)(1 - \tau)p_iF(K_i^t, L_i^t) - w_i] = 0 \]  

\[ \Leftrightarrow F_L(K_i^t, L_i^t) = \frac{w_i}{p_i}. \]  

(A.2)

The first order condition for investment, \( I_i^t \), gives:

\[ \frac{\partial H_i^t}{\partial I_i^t} = E_i^t[\beta^t P^t(B_i^t, K_i^t)((1 - \tau)p_iG(I_i^t, K_i^t) + p_i) - E_i^t[I_i^t] - \delta I_i^t]. \]  

\[ \Leftrightarrow E_i^t[\beta^t P^t(B_i^t, K_i^t)((1 - \tau)p_iG(I_i^t, K_i^t) + p_i)] = E_i^t[I_i^t]. \]  

(A.3)

For capital, \( K_i^t \), the necessary condition reads:

\[ \frac{\partial H_i^t}{\partial K_i^t} = -E_i^t[I_i^t - \lambda_i^t] \]  

\[ \Leftrightarrow -E_i^t[I_i^t - \lambda_i^t] = E_i^t\left\{ \frac{\beta^t P_k^t(B_i^t, K_i^t)D_i^t + \beta^t P^t(B_i^t, K_i^t)(1 - \tau)[p_iF(K_i^t, L_i^t) - r_i^t(B_i^t, K_i^t)B_i^t] - \delta I_i^t + 1}{\beta^t P_k^t(B_i^t, K_i^t)D_i^t + \beta^t P^t(B_i^t, K_i^t)(1 - \tau)[p_iF(K_i^t, L_i^t) - r_i^t(B_i^t, K_i^t)B_i^t] - \delta I_i^t + 1} \right\}. \]  

(A.4)
The necessary condition with respect to debt, \( B_i^t \), is as follows:

\[
\frac{\partial H_i^t}{\partial B_i^t} = E_i^t \left\{ \beta^P P_i^i (B_i^t, K_i^t) D_i^t - \beta^P (B_i^t, K_i^t)(1 - \tau) \times \right\} = 0 \tag{A.5}
\]

\[
\iff E_i^t \left[ \tau \left[ r_b (B_i^t, K_i^t) B_i^t + r_i (B_i^t, K_i^t) \right] \right] = E_i^t \left[ P_i^i (B_i^t, K_i^t) \left[ r_b (B_i^t, K_i^t) B_i^t + r_i (B_i^t, K_i^t) \right] \right] - P_i^i (B_i^t, K_i^t) D_i^t.
\]

To be complete, the first partial derivative with respect \( \lambda_i^t \), as well as the necessary transversality condition are

\[
E_i^t \left[ K_i^t - K_i^{t-1} \right] = E_i^t \left[ I_i^t + \delta K_i^{t-1} \right], \tag{A.6}
\]

\[
E_i^t \left[ \lambda_i^t \right] = 0. \tag{A.7}
\]

In order to derive the empirical investment equation, the expected shadow price of capital, \( E_i^t \{ \lambda_i^t \} \), from the first order condition with respect to investment, equation (A.3), is substituted into the first order condition for capital, equation (A.4). Rearranging yields the following equation:

\[
E_i^t \left\{ P_i^i (B_i^t, K_i^t) \left[ p_i G_i (I_i^t, K_i^t) + \frac{p_i^l}{(1 - \tau)} \right] \right\} = \tag{A.8}
\]

\[
e_i^t \left\{ \beta P_i^i (B_i^{t+1}, K_i^{t+1}) (1 - \delta) \left[ p_{i+1} G_i (I_i^{t+1}, K_i^{t+1}) + \frac{p_{i+1}^l}{(1 - \tau)} \right] \right\} + E_i^t \left[ P_i^i (B_i^t, K_i^t) \left[ p_i F_K (K_i^t, I_i^t) - p_i G_K (I_i^t, K_i^t) - r_i^i (B_i^t, K_i^t) B_i^t \right] \right] + E_i^t \left\{ \frac{\beta}{(1 - \tau)} P_k^i (B_i^t, K_i^t) D_i^t \right\}. \]

Since \( \beta^P = P(B_i^t, K_i^t) = 1 \) for period \( t \), and the expected values of period \( t \) are the realized values, equation (A.8) can be written as follows:

\[
p_i G_i (I_i^t, K_i^t) + \frac{p_i^l}{(1 - \tau)} = \tag{A.9}
\]

\[
e_i^t \left\{ \beta P_i^i (B_i^{t+1}, K_i^{t+1}) (1 - \delta) \left[ p_{i+1} G_i (I_i^{t+1}, K_i^{t+1}) + \frac{p_{i+1}^l}{(1 - \tau)} \right] \right\} + p_i F_K (K_i^t, I_i^t) - p_i G_K (I_i^t, K_i^t) - r_i^i (B_i^t, K_i^t) B_i^t + \frac{1}{(1 - \tau)} P_k^i (B_i^t, K_i^t) D_i^t. \]
The first derivatives of the adjustment cost function with respect to new and old capital are

\[ G_I(I_t, K_t^i) = b \left( \frac{I_t^i}{K_t^i} - a \right), \quad G_K(I_t, K_t^i) = -b \left( \frac{I_t^i}{K_t^i} \right)^2 + \frac{b}{2} a^2. \] (A.10)

Additionally, the first derivatives of the interest premium function as well as the survival probability function read

\[ r'_B(B_t^i, K_t^i) = c \frac{1}{K_t^i}, \quad r'_K(B_t^i, K_t^i) = -c \frac{B_t^i}{(K_t^i)^2}, \] (A.11)

and

\[ P^i_B(B_t^i, K_t^i) = -d \frac{1}{K_t^i}, \quad P^i_K(B_t^i, K_t^i) = d \frac{B_t^i}{(K_t^i)^2}. \] (A.12)

Substituting these derivatives into equation (A.9), assuming rational expectations, and denoting the survival probability in period \( t + 1 \) with \( P^i_{t+1} \) yields:

\[ p_t b \left( \frac{I_t^i}{K_t^i} - a \right) + \frac{p_t^i}{1 - \tau} = \]

\[ = \beta P^i_{t+1} (1 - \delta) \left[ p_{t+1} b \left( \frac{I_{t+1}^i}{K_{t+1}^i} - a \right) + \frac{p_{t+1}^i}{1 - \tau} \right] + p_t \left( \frac{Y_t^i - \nu_t L_t^i}{K_t^i} \right) - \]

\[ - p_t \left[ - \frac{b}{2} \left( \frac{I_t^i}{K_t^i} \right)^2 + \frac{b}{2} a^2 \right] - c \frac{B_t^i}{(K_t^i)^2} B_t^i + \frac{d}{(1 - \tau)(K_t^i)^2} D_t^i + \epsilon_t^i. \]

This equation can be written after rearranging and dividing by \( \beta(1 - \delta)b p_{t+1} \):

\[ \frac{P_t^i}{p_{t+1}^i} \frac{I_{t+1}^i}{K_{t+1}^i} = \frac{1}{\beta(1 - \delta)} \frac{p_t}{p_{t+1}} \frac{I_t^i}{K_t^i} - \frac{1}{2\beta(1 - \delta)} \frac{p_t}{p_{t+1}} \left( \frac{I_t^i}{K_t^i} \right)^2 - \]

\[ - \frac{1}{\beta(1 - \delta)b} \frac{p_t}{p_{t+1}} Y_t^i + \frac{1}{\beta(1 - \delta)b} \frac{p_t}{p_{t+1}} W_t L_t^i + \]

\[ + \frac{c}{\beta(1 - \delta)b} \frac{p_t}{p_{t+1}} \frac{1}{p_t} \left( \frac{B_t^i}{K_t^i} \right)^2 - \frac{d}{(1 - \tau)\beta(1 - \delta)b} \frac{p_t}{p_{t+1}} \frac{1}{p_t} \frac{B_t^i}{(K_t^i)^2} D_t^i + \]

\[ + \left( a - \frac{b}{(1 - \tau)p_{t+1}} \right) P_t^i + \frac{a^2}{2\beta(1 - \delta)} \frac{p_t}{p_{t+1}} - \frac{a}{\beta(1 - \delta)} \frac{p_t}{p_{t+1}} + \]

\[ + \frac{p_t^i}{b(1 - \tau)\beta(1 - \delta)p_{t+1}}. \]
Substituting $\phi_{t+1} = \frac{1}{(1-\delta) p_t}$ yields the investment equation

$$P_{i+1}^{t} = \phi_{t+1} \frac{I_i^{t+1}}{K_i^{t+1}} - \frac{1}{2} \phi_{t+1} \left( \frac{I_i^{t}}{K_i^{t}} \right)^2 - \frac{1}{b} \phi_{t+1} \frac{Y_i^{t}}{K_i^{t}} + \frac{1}{b} \phi_{t+1} \frac{w_i L_i^{t}}{K_i^{t}} +$$

$$+ \frac{c}{b p_t} \phi_{t+1} \left( \frac{B_i^{t}}{K_i^{t}} \right)^2 - \frac{d}{b p_t (1-\tau)} \phi_{t+1} \frac{B_i^{t} D_i^{t}}{K_i^{t} K_i^{t}} +$$

$$+ \left( a - \frac{b}{(1-\tau) p_t} \right) I_i^{t+1} + \left( \frac{a^2 - 2}{2} + \frac{1}{b(1-\tau) p_t} \right) \phi_{t+1},$$

(A.15)

with the following coefficients:

$$\alpha_0 = \left( \frac{a^2}{2} - a + \frac{1}{b(1-\tau) p_t} \right) \phi_{t+1}, \quad \alpha_1 = \phi_{t+1}, \quad \alpha_2 = -\frac{1}{2} \phi_{t+1},$$

$$\alpha_3 = -\frac{1}{b} \phi_{t+1}, \quad \alpha_4 = \frac{1}{b p_t} \phi_{t+1}, \quad \alpha_5 = -\frac{c}{b p_t} \phi_{t+1},$$

$$\alpha_6 = -\frac{d}{b p_t (1-\tau)} \phi_{t+1}, \quad \alpha_7 = a - \frac{1}{b(1-\tau) p_t}, \quad \phi_{t+1} = \frac{1}{(1-\delta) p_t}.$$
B  Definition of the Variables

The variables that are included in the empirical analysis are derived from the balance sheets and the profit and loss accounts included in the balance sheet statistic of the Deutsche Bundesbank. Albeit all variables are measured in thousands of Deutsche Mark, the dimension is not of importance, since the empirical analysis will rely on financial ratios composed of these variables.48

- The level of the capital stock, $K$, of the included enterprises is defined as the level of gross tangible fixed assets of firm $i$ in period $t$. These tangible fixed assets include assets that are used in production longer than one year, comprising land, buildings, machinery, technical plant, as well as furniture and equipment. They include assets under construction and payments made on account of such assets.

- The level of investment, $I$, of an enterprise thus is calculated as additions to the gross tangible fixed assets in one year. Note that both the capital stock and the level of investment are not derived from the detailed schedule of fixed asset movements.

- Output, $Y$, is the level of turnover achieved by the particular enterprise.

- Cash flow, $CF$, as a measure of the internally generated funds is calculated from the profit for the year plus write-downs and changes in provisions, special reserves and deferred income, less write-ups of tangible fixed assets and changes in prepayments.

- Total assets, $TA$, as the sum of all property owned by the business is calculated as current assets, $CA$, plus long-term assets, $LA$. The former include all property the business owns for short-term use, and include particularly cash, securities, bank accounts, and business equipment. Besides the tangible fixed assets, long-term assets particularly include intangible assets and financial assets.

- Non-financial assets, $NFA$, encompass tangible fixed assets and inventories, while financial assets, $FIN$, are composed of cash holdings, short- and long-term outstanding accounts, securities, and shareholdings.

- Own funds, $OF$, consist of the firm’s equity and reserves, while borrowed funds, $BF$, are composed of short- and long-term liabilities, trade credits, and provisions. Own funds and borrowed funds sum up to total assets, $TA$ if deferrals are ignored.

48For a detailed description of all variables contained in the Bundesbank’s balance sheet statistics, see Deutsche Bundesbank (1999b), 10-14.
• *Total liabilities*, $TL$, are composed of *current liabilities*, $CL$, and *long-term liabilities*, $LL$. The Bundesbank classifies the former by short-run liabilities not exceeding a maturity of one year, including among others trade creditors, liabilities on bills, and payments received on account. Long-term liabilities include debt with a residual maturity of at least one year. The same classification with respect to the maturity holds true for *total bank liabilities*, $BTL$, which are part of total liabilities and thus consist of *current bank liabilities*, $BCL$, and *long-term bank liabilities*, $BLL$.

• *Working capital*, $WC$, is defined as current assets minus current liabilities and thus includes the accessible resources needed to support the day-to-day operations of an organization.

• Besides wages and salaries, *labor cost*, $LC$, consist of social security contributions, voluntary social security expenses and transfers to provisions for pensions. *Interest paid*, $IC$, are made of interest payments as well as discount expenditures, loan and overdraft commissions and write-downs of discounts shown on the asset side. *Taxes*, $TC$, include among others taxes on income and earnings, corporation taxes and operating taxes.

• *Net income*, $NI$, is the amount of profit a company realizes after all costs, expenses and taxes have been paid. It is calculated by subtracting business, depreciation, interest and tax costs from revenues. In order to assess the financial performance of companies with high levels of debt and interest expenses, *net income before interest and taxes*, $EBIT$, is often used rather than the net income after interest and taxes.

• *Entrepreneurial profits*, $D$, are defined as that part of net income that is not used as *retained earnings*, $RE$, and thus can be distributed to the owners of the enterprise.

The definitions of the variables that are included in the Z-score model of Altman (1968) are as follows:

\[
\begin{align*}
Z_i^t &= \text{Overall index}, \\
WCTA_i^t &= \text{Working Capital / Total assets}, \\
RETA_i^t &= \text{Retained earnings / Total assets}, \\
EBITTA_i^t &= \text{Earnings before interest and taxes / Total assets}, \\
EQTL_i^t &= \text{Market value equity / Book value of total debt}, \\
YTA_i^t &= \text{Sales / Total assets}.
\end{align*}
\]
The variables that are included in the O-score model of Ohlson (1980) are defined in the following way:

\[ \text{SIZE}_i = \log \left( \frac{\text{Total assets}}{\text{GNP price level}} \right) \]

\[ \text{TLTA}_i = \frac{\text{Total liabilities}}{\text{Total assets}} \]

\[ \text{WCTA}_i = \frac{\text{Working capital}}{\text{Total assets}} \]

\[ \text{CLCA}_i = \frac{\text{Current liabilities}}{\text{Current assets}} \]

\[ \text{NITA}_i = \frac{\text{Net income}}{\text{Total assets}} \]

\[ \text{CFTL}_i = \frac{\text{Funds provided by operations}}{\text{Total liabilities}} \]

\[ \text{INTWO}_i = \begin{cases} 1 & \text{if net income was negative for the last two years,} \\ 0 & \text{otherwise,} \end{cases} \]

\[ \text{OENEG}_i = \begin{cases} 1 & \text{if total liabilities exceed total assets,} \\ 0 & \text{otherwise,} \end{cases} \]

\[ \text{CHIN}_i = \frac{(NI_i - NI_{i-1})/(|NI_i| + |NI_{i-1}|)}{\text{where } NI_i \text{ is net income in the most recent period.}} \]
### Table C.1: Investment Function with Financial Risks

Bankruptcy Probability: O-Score (Ohlson)

#### Incorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>FE</td>
<td>GMM</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.266*** 0.009 0.116</td>
<td>0.487*** 0.158*** 0.210***</td>
<td>0.734*** 0.391*** 0.431***</td>
</tr>
<tr>
<td></td>
<td>(0.0278)</td>
<td>(0.0301)</td>
<td>(0.1230)</td>
</tr>
<tr>
<td><strong>IK&lt;sup&gt;2&lt;/sup&gt;</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.255*** -0.012 -0.140</td>
<td>-0.421*** -0.150*** -0.217***</td>
<td>-0.603*** -0.361*** -0.322***</td>
</tr>
<tr>
<td></td>
<td>(0.0368)</td>
<td>(0.0387)</td>
<td>(0.1569)</td>
</tr>
<tr>
<td><strong>YK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.001*** 0.001*** 0.001</td>
<td>0.001*** 0.001*** 0.003***</td>
<td>0.000*** 0.002*** 0.002***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0002)</td>
<td>(0.0009)</td>
</tr>
<tr>
<td><strong>LCK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.008*** 0.014*** 0.043***</td>
<td>0.009*** 0.014*** 0.032***</td>
<td>0.015*** 0.035*** 0.130***</td>
</tr>
<tr>
<td></td>
<td>(0.0006)</td>
<td>(0.0012)</td>
<td>(0.0052)</td>
</tr>
<tr>
<td><strong>BK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.000*** -0.000***</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td><strong>BKDK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.000 0.000 0.000</td>
<td>-0.000 -0.000 -0.000</td>
<td>-0.000 -0.000 -0.000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td><strong>P</strong>&lt;sub&gt;t&lt;/sub&gt;</td>
<td>0.273*** 0.277*** 0.266***</td>
<td>0.265*** 0.260*** 0.228***</td>
<td>0.235*** 0.211*** 0.201***</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0098)</td>
<td>(0.0141)</td>
</tr>
</tbody>
</table>

#### Unincorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>FE</td>
<td>GMM</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.250*** 0.029 0.074</td>
<td>0.457*** 0.156*** 0.326***</td>
<td>0.576*** 0.335*** 0.304***</td>
</tr>
<tr>
<td></td>
<td>(0.0196)</td>
<td>(0.0210)</td>
<td>(0.0941)</td>
</tr>
<tr>
<td><strong>IK&lt;sup&gt;2&lt;/sup&gt;</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.252*** -0.035 -0.134</td>
<td>-0.418*** -0.154*** -0.285***</td>
<td>-0.388*** -0.267*** -0.227***</td>
</tr>
<tr>
<td></td>
<td>(0.0286)</td>
<td>(0.0298)</td>
<td>(0.1214)</td>
</tr>
<tr>
<td><strong>YK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.001*** 0.003*** 0.005***</td>
<td>0.001*** 0.003*** 0.005***</td>
<td>0.000 -0.000 -0.001</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0003)</td>
<td>(0.0010)</td>
</tr>
<tr>
<td><strong>LCK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.004*** 0.009*** 0.014**</td>
<td>0.009*** 0.022*** 0.076***</td>
<td>0.020*** 0.061*** 0.177***</td>
</tr>
<tr>
<td></td>
<td>(0.0006)</td>
<td>(0.0014)</td>
<td>(0.0082)</td>
</tr>
<tr>
<td><strong>BK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td><strong>BKDK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.000 0.000 0.000</td>
<td>0.000 0.000 0.000</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0001)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td><strong>P</strong>&lt;sub&gt;t&lt;/sub&gt;</td>
<td>0.219*** 0.213*** 0.192***</td>
<td>0.236*** 0.217*** 0.191***</td>
<td>0.273*** 0.247*** 0.210***</td>
</tr>
<tr>
<td></td>
<td>(0.0041)</td>
<td>(0.0072)</td>
<td>(0.0123)</td>
</tr>
</tbody>
</table>

#### Notes:
- **P**<sub>IK</sub> is the dependent variable. Constants and time dummies are included in the regression, but not reported.
- Parameter estimates are from the two-step estimation. One-step standard errors are given in parentheses. *** / ** / * denotes significance at the 1% / 5% / 10% level. Wald1 is the Wald test for joint significance of all regressors, Wald2 for all time dummies. m1 and m2 are tests for first- and second-order serial correlation based on residuals from the first-differenced equation. These tests are asymptotically distributed as N(0,1) under the null of no serial correlation. Sargan is a test of the overidentifying restrictions, asymptotically distributed as χ<sup>2</sup> under the null of valid instruments.
<table>
<thead>
<tr>
<th>Table C.2: Investment Function with Financial Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bankruptcy Probability: O-Score (Begley)</td>
</tr>
</tbody>
</table>

### Incorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>FE</td>
<td>GMM</td>
</tr>
<tr>
<td>IKₜ₋₁</td>
<td>0.373***</td>
<td>0.022</td>
<td>0.149</td>
</tr>
<tr>
<td>(0.0369)</td>
<td>(0.0402)</td>
<td>(0.1071)</td>
<td>0.0195</td>
</tr>
<tr>
<td>IK²ₜ₋₁</td>
<td>-0.355***</td>
<td>-0.021</td>
<td>-0.212**</td>
</tr>
<tr>
<td>(0.0489)</td>
<td>(0.0517)</td>
<td>(0.1300)</td>
<td>0.0263</td>
</tr>
<tr>
<td>YKₜ₋₁</td>
<td>0.002***</td>
<td>0.002***</td>
<td>0.002**</td>
</tr>
<tr>
<td>(0.0002)</td>
<td>(0.0003)</td>
<td>(0.0011)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>LCKₜ₋₁</td>
<td>0.006***</td>
<td>0.021***</td>
<td>0.057***</td>
</tr>
<tr>
<td>(0.0007)</td>
<td>(0.0016)</td>
<td>(0.0063)</td>
<td>(0.0004)</td>
</tr>
<tr>
<td>BKᵢ₋₁</td>
<td>-0.000***</td>
<td>-0.000***</td>
<td>-0.000***</td>
</tr>
<tr>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>BKDKᵢ₋₁</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.005)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Pᵢ</td>
<td>0.226***</td>
<td>0.229***</td>
<td>0.225***</td>
</tr>
<tr>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0017)</td>
<td>(0.0001)</td>
</tr>
</tbody>
</table>

### Unincorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS</td>
<td>FE</td>
<td>GMM</td>
</tr>
<tr>
<td>IKₜ₋₁</td>
<td>0.404***</td>
<td>0.065**</td>
<td>0.058</td>
</tr>
<tr>
<td>(0.0269)</td>
<td>(0.0289)</td>
<td>(0.0899)</td>
<td>0.0164</td>
</tr>
<tr>
<td>IK²ₜ₋₁</td>
<td>0.412***</td>
<td>-0.074**</td>
<td>-0.070</td>
</tr>
<tr>
<td>(0.0393)</td>
<td>(0.0407)</td>
<td>(0.1113)</td>
<td>0.0246</td>
</tr>
<tr>
<td>YKₜ₋₁</td>
<td>0.002***</td>
<td>0.004***</td>
<td>0.008***</td>
</tr>
<tr>
<td>(0.0002)</td>
<td>(0.0004)</td>
<td>(0.0014)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>LCKₜ₋₁</td>
<td>0.007***</td>
<td>0.018***</td>
<td>0.032***</td>
</tr>
<tr>
<td>(0.0008)</td>
<td>(0.0019)</td>
<td>(0.0119)</td>
<td>(0.0005)</td>
</tr>
<tr>
<td>BKᵢ₋₁</td>
<td>-0.000***</td>
<td>-0.000***</td>
<td>-0.000***</td>
</tr>
<tr>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>BKDKᵢ₋₁</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(0.0001)</td>
<td>(0.0001)</td>
<td>(0.0003)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Pᵢ</td>
<td>0.199***</td>
<td>0.158***</td>
<td>0.154***</td>
</tr>
<tr>
<td>(0.0077)</td>
<td>(0.0133)</td>
<td>(0.0171)</td>
<td>(0.0074)</td>
</tr>
</tbody>
</table>

### Notes:
- P·IKₜ is the dependent variable. Constants and time dummies are included in the regression, but not reported.
- Parameter estimates are from the two-step estimation. One-step standard errors are given in parentheses. *** / ** / * denotes significance at the 1% / 5% / 10% level. Wald1 is the Wald test for joint significance of all regressors, Wald2 for all time dummies. m₁ and m₂ are tests for first- and second-order serial correlation based on residuals from the first-differenced equation. These tests are asymptotically distributed as χ² under the null of no serial correlation. Sargan is a test of the overidentifying restrictions, asymptotically distributed as χ² under the null of valid instruments.
Table C.3: Investment Function with Financial Risks
Bankruptcy Probability: Z-Score (Altman)

### Incorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS FE GMM</td>
<td>OLS FE GMM</td>
<td>OLS FE GMM</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>1.204*** -0.035 2.871***</td>
<td>2.083*** 0.476*** 3.344</td>
<td>2.865*** 1.084*** -1.460***</td>
</tr>
<tr>
<td></td>
<td>(0.1501) (0.1625) (1.1249)</td>
<td>(0.0938) (0.0972) (5.6649)</td>
<td>(0.1387) (0.1437) (0.9927)</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sup&gt;2&lt;/sup&gt;</td>
<td>-1.106*** 0.059 -3.389***</td>
<td>-1.795*** -0.482*** -4.335*</td>
<td>-2.299*** -0.900*** 2.732***</td>
</tr>
<tr>
<td></td>
<td>(0.1989) (0.2089) (1.3846)</td>
<td>(0.1266) (0.1274) (7.3429)</td>
<td>(0.2021) (0.2034) (1.2844)</td>
</tr>
<tr>
<td><strong>YK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.008*** 0.012*** 0.013***</td>
<td>0.008*** 0.014*** 0.024***</td>
<td>0.006*** 0.016*** 0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.0007) (0.0013) (0.0062)</td>
<td>(0.0002) (0.0005) (0.0100)</td>
<td>(0.0004) (0.0008) (0.0074)</td>
</tr>
<tr>
<td><strong>LCK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.023*** 0.061*** 0.207***</td>
<td>0.026*** 0.050*** 0.115***</td>
<td>0.063*** 0.117*** 0.500***</td>
</tr>
<tr>
<td></td>
<td>(0.0030) (0.0064) (0.0294)</td>
<td>(0.0018) (0.0037) (0.0629)</td>
<td>(0.0040) (0.0096) (0.0688)</td>
</tr>
<tr>
<td><strong>BK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-1.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.000*** -0.000***</td>
</tr>
<tr>
<td></td>
<td>(0.0000) (0.0000) (0.0001)</td>
<td>(0.0000) (0.0000) (0.0000)</td>
<td>(0.0000) (0.0001) (0.0004)</td>
</tr>
<tr>
<td><strong>BKDK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.000 -0.001 0.001</td>
<td>0.001** 0.001*** 0.001</td>
<td>-0.001 -0.000 0.007***</td>
</tr>
<tr>
<td></td>
<td>(0.0067) (0.0117) (0.0304)</td>
<td>(0.0022) (0.0039) (0.1340)</td>
<td>(0.0005) (0.0007) (0.0188)</td>
</tr>
<tr>
<td><strong>P</strong>&lt;sub&gt;t&lt;/sub&gt;</td>
<td>0.008*** 0.012*** 0.013***</td>
<td>0.008*** 0.014*** 0.024***</td>
<td>0.006*** 0.016*** 0.024***</td>
</tr>
<tr>
<td></td>
<td>(0.0007) (0.0013) (0.0062)</td>
<td>(0.0002) (0.0005) (0.0100)</td>
<td>(0.0004) (0.0008) (0.0074)</td>
</tr>
</tbody>
</table>

### Unincorporated enterprises

<table>
<thead>
<tr>
<th></th>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS FE GMM</td>
<td>OLS FE GMM</td>
<td>OLS FE GMM</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>1.374*** 0.118 0.309</td>
<td>2.066*** 0.593*** 0.579</td>
<td>2.031*** 0.654*** 4.791***</td>
</tr>
<tr>
<td></td>
<td>(0.1242) (0.1238) (0.7269)</td>
<td>(0.0671) (0.0714) (0.4894)</td>
<td>(0.1694) (0.1744) (3.5977)</td>
</tr>
<tr>
<td><strong>IK</strong>&lt;sup&gt;2&lt;/sup&gt;</td>
<td>-1.303*** -0.066 -0.411</td>
<td>-1.829*** -0.557*** 0.048</td>
<td>-1.028*** -0.412*** -5.285***</td>
</tr>
<tr>
<td></td>
<td>(0.1811) (0.1880) (0.8690)</td>
<td>(0.1003) (0.1031) (0.6423)</td>
<td>(0.2424) (0.2449) (4.9510)</td>
</tr>
<tr>
<td><strong>YK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.012*** 0.029*** 0.049***</td>
<td>0.009*** 0.023*** 0.040***</td>
<td>0.003*** 0.008*** -0.001</td>
</tr>
<tr>
<td></td>
<td>(0.0008) (0.0017) (0.0081)</td>
<td>(0.0004) (0.0008) (0.0053)</td>
<td>(0.0003) (0.0007) (0.0249)</td>
</tr>
<tr>
<td><strong>LCK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.017*** 0.037*** 0.071***</td>
<td>0.037*** 0.073*** 0.285***</td>
<td>0.091*** 0.224*** 0.688***</td>
</tr>
<tr>
<td></td>
<td>(0.0037) (0.0090) (0.0550)</td>
<td>(0.0020) (0.0053) (0.0392)</td>
<td>(0.0055) (0.0136) (0.2070)</td>
</tr>
<tr>
<td><strong>BK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>-0.000*** -0.000*** -0.000***</td>
<td>-0.000*** -0.001*** -0.001***</td>
<td>-0.000 -0.000 -0.000***</td>
</tr>
<tr>
<td></td>
<td>(0.0000) (0.0000) (0.0000)</td>
<td>(0.0000) (0.0000) (0.0000)</td>
<td>(0.0001) (0.0001) (0.0015)</td>
</tr>
<tr>
<td><strong>BKDK</strong>&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.000 -0.000 0.001</td>
<td>0.001*** 0.000 -0.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0003) (0.0003) (0.0014)</td>
<td>(0.0002) (0.0002) (0.0006)</td>
<td>(0.0009) (0.0011) (0.0194)</td>
</tr>
<tr>
<td><strong>P</strong>&lt;sub&gt;t&lt;/sub&gt;</td>
<td>0.221*** 0.189*** 0.142***</td>
<td>0.228*** 0.156*** 0.103***</td>
<td>0.259*** 0.225*** 0.115***</td>
</tr>
<tr>
<td></td>
<td>(0.0048) (0.0084) (0.0330)</td>
<td>(0.0027) (0.0049) (0.0167)</td>
<td>(0.0050) (0.0093) (0.1176)</td>
</tr>
</tbody>
</table>

### Notes:
- IK<sub>t</sub> is the dependent variable. Constants and time dummies are included in the regression, but not reported.
- Parameter estimates are from the two-step estimation. One-step standard errors are given in parentheses. *** / ** / * denotes significance at the 1% / 5% / 10% level. Wald1 is the Wald test for joint significance of all regressors, Wald2 for all time dummies. m1 and m2 are tests for first- and second-order serial correlation based on residuals from the first-differenced equation. These tests are asymptotically distributed as N(0,1) under the null of no serial correlation. Sargan is a test of the overidentifying restrictions, asymptotically distributed as χ² under the null of valid instruments.
| Table C.4: Investment Function with Financial Risks
| Bankruptcy Probability: Z-Score (Begley) |
|---|---|---|
| Incorporated enterprises | Medium Enterprises | Large Enterprises |
| Small Enterprises | OLS | FE | GMM | OLS | FE | GMM | OLS | FE | GMM |
| $IK_{t-1}$ | 0.992*** (0.1816) | -0.064 (0.2018) | 1.356 (3.1671) | 2.037*** (0.1012) | 0.788*** (0.1052) | 3.264 (6.8789) | 2.821*** (0.1526) | 1.409*** (0.1605) | 3.889* (3.7811) |
| $IK_{t-1}^2$ | -0.954*** (0.2407) | 0.039 (0.2594) | -1.753 (3.8936) | -1.753*** (0.1366) | -0.810*** (0.1378) | -4.221 (8.3718) | -2.282*** (0.2225) | -1.226*** (0.2269) | -4.485* (4.8786) |
| $YK_{t-1}$ | 0.006*** (0.0007) | 0.009*** (0.0079) | 0.020*** (0.0581) | 0.048*** (0.0019) | 0.078*** (0.0040) | 0.181*** (0.0677) | 0.082*** (0.0046) | 0.200*** (0.0107) | 0.542*** (0.1812) |
| $LCK_{t-1}$ | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0001) | -0.000*** (0.0001) | -0.000*** (0.0000) |
| $BK_{t-1}^2$ | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) | -0.000*** (0.0000) |
| $BK_{t-1}D_{t-1}$ | 0.000 0.000 (0.0000) | -0.001 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) | 0.000 0.000 (0.0000) |
| $P_t$ | 0.273*** (0.0007) | 0.272*** (0.0008) | 0.211*** (0.0018) | 0.255*** (0.0030) | 0.250*** (0.0033) | 0.181*** (0.0045) | 0.245*** (0.0049) | 0.228*** (0.0054) | 0.183*** (0.0059) |
| Adj. $R^2$ | 0.612 | 0.392 | 0.607 | 0.389 | 0.662 | 0.408 |

Notes: $PIK_t$ is the dependent variable. Constants and time dummies are included in the regression, but not reported. Parameter estimates are from the two-step estimation. One-step standard errors are given in parentheses. *** / ** / * denotes significance at the 1% / 5% / 10% level. Wald1 is the Wald test for joint significance of all regressors, Wald2 for all time dummies. m1 and m2 are tests for first- and second-order serial correlation based on residuals from the first-differenced equation. These tests are asymptotically distributed as $N(0,1)$ under the null of no serial correlation. Sargan is a test of the overidentifying restrictions, asymptotically distributed as $\chi^2$ under the null of valid instruments.

Unincorporated enterprises

<table>
<thead>
<tr>
<th>Small Enterprises</th>
<th>Medium Enterprises</th>
<th>Large Enterprises</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>FE</td>
<td>GMM</td>
</tr>
<tr>
<td>$IK_{t-1}$</td>
<td>0.868*** (0.1795)</td>
<td>-0.179 (3.844)</td>
</tr>
<tr>
<td>$IK_{t-1}^2$</td>
<td>0.835*** (0.2459)</td>
<td>0.356 (4.7064)</td>
</tr>
<tr>
<td>$YK_{t-1}$</td>
<td>0.006*** (0.0000)</td>
<td>0.002*** (0.0023)</td>
</tr>
<tr>
<td>$LCK_{t-1}$</td>
<td>0.025*** (0.0050)</td>
<td>0.088*** (0.0122)</td>
</tr>
<tr>
<td>$BK_{t-1}^2$</td>
<td>-0.000*** (0.0000)</td>
<td>-0.000*** (0.0000)</td>
</tr>
<tr>
<td>$BK_{t-1}D_{t-1}$</td>
<td>0.000 0.000 (0.0000)</td>
<td>-0.001 0.000 (0.0000)</td>
</tr>
<tr>
<td>$P_t$</td>
<td>0.223*** (0.0026)</td>
<td>0.205*** (0.0046)</td>
</tr>
<tr>
<td>Wald1</td>
<td>563.26</td>
<td>173.21</td>
</tr>
<tr>
<td>Wald2</td>
<td>3.87</td>
<td>7.05</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.554</td>
<td>0.299</td>
</tr>
</tbody>
</table>

Notes: $PIK_t$ is the dependent variable. Constants and time dummies are included in the regression, but not reported. Parameter estimates are from the two-step estimation. One-step standard errors are given in parentheses. *** / ** / * denotes significance at the 1% / 5% / 10% level. Wald1 is the Wald test for joint significance of all regressors, Wald2 for all time dummies. m1 and m2 are tests for first- and second-order serial correlation based on residuals from the first-differenced equation. These tests are asymptotically distributed as $N(0,1)$ under the null of no serial correlation. Sargan is a test of the overidentifying restrictions, asymptotically distributed as $\chi^2$ under the null of valid instruments.
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