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Abstract: 
This paper examines the performance of a particular method for predicting poverty. The method is a 
supplement to the approach of measuring poverty through a fully-fledged household expenditure 
survey. As most developing countries cannot justify the expenses of frequent household expenditure 
surveys, low cost methods are of interest, and such models have been developed and used. The 
basic idea is a model for predicting the proportion of poor households in a population based on 
estimates from a total consumption regression relation, using data from a household expenditure 
survey. As a result, the model links the proportion of poor households to the explanatory variables of 
the consumption relation. These explanatory variables are fast to collect and are easy to measure. 
Information on the explanatory variables may be collected through annual light surveys. Several 
applications have shown that this information, together with the poverty model, can produce poverty 
estimates with confidence intervals of a similar magnitude as the poverty estimates from the 
household expenditure surveys. There is, however, limited evidence for how well the methods 
perform in predicting poverty from other surveys. 
 
A series of seven household expenditure surveys conducted in Uganda in the period 1993-2006 are 
available, allowing us to test the predictive ability of the models. We have tested the poverty models 
by using data from one survey to predict the proportion of poor households in other surveys, and vice 
versa. All the models predict similar poverty trends, whereas the respective levels are predicted 
differently. Although in most cases the predictions are precise, sometimes they differ significantly 
from the poverty level estimated from the survey directly. A long time span between surveys may 
explain some of these cases, as do large and sudden changes in poverty. 
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1 Introduction 
The widely accepted approach for measuring poverty is through measurement of household 

expenditure during a twelve month survey. If policymakers demand annual estimates, and register data 

are not available, a country has to run a continuous household expenditure survey program. However, 

hardly any country can afford or justify such expenses. A cheaper alternative is to base a household 

survey program on a twelve month household expenditure survey every fifth or seventh year, and then 

supplement with light, two-month, surveys on an annual, or bi-annual, basis for the years in between. 

If the light surveys are combined with a poverty model, such program can give model based poverty 

estimates with confidence intervals of a similar magnitude as the poverty estimates from the household 

expenditure surveys. The main test, however, is whether the model predicts the same poverty as new 

twelve months household budget surveys. Hence, this paper is outlined to examine the predictive 

ability of a poverty model.  

 

The method applied is developed in Mathiassen (2007). The basic idea of this method is to estimate a 

consumption model from a household expenditure survey, linking consumption per capita and poverty 

to variables that are fast to collect and easy to measure. Information on the explanatory variables in the 

poverty model is then collected through the annual light surveys. This information, together with the 

estimated model, is used to predict poverty rates and their standard errors for years where there is no 

household expenditure survey. The method in Mathiassen (2007) as well as related ones, such as those 

of Simler et al, (2003), Stifel and Christiansen (2007)1 and Datt and Jolliffe (2005), have now been 

applied in several countries. Empirical evidence shows that the models are able to predict poverty 

levels well within the sample, with standard errors at similar levels as in the traditional household 

expenditure survey estimates of poverty. There is, however, limited evidence for how well the 

methods perform in predicting poverty levels outside the sample.2   

 

In this paper we want to test how well the model approach performs in predicting poverty over time. 

The assumption that there is a stable relation between per capita expenditure and the poverty 

indicators is critical because one may expect that the parameters change over time. In order to test the 

                                                      
1 Simler et al. (2003) and Stifel and Christiansen (2007) are modifications of the Poverty Mapping method, see Elbers et al. 
(2003). The Poverty Mapping method is designed to combine a Census with a household expenditure survey to produce small 
area estimates of poverty,  but can be adapted to combine a light survey with a household expenditure survey. 
2 There are two recent papers that examine the performance of the poverty mapping method, Elbers et al. (2008) and 
Demombynes et al. (2007). The results from these analyses indicate that the method produce small area estimates of welfare 
that are in line with the actual values. 
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performance of the model, a comparison between predicted poverty rates and the “actual” poverty 

rates estimated directly from the household expenditure aggregates are necessary. Thus, to test the 

assumption on stable model parameters, one needs at least two household expenditure surveys with 

comparable household expenditure aggregates.  

 

Fortunately, a series of seven household expenditure surveys from Uganda are available, allowing us 

to test the assumption of stable parameters. The surveys were undertaken in the period 1993-2006, a 

time period where Uganda experienced strong growth with more than twenty percentage point 

decrease in poverty. The surveys are well suited to our purpose as the questionnaires and sampling 

methods have been kept more or less unchanged over the time period in question. Moreover, 

significant work has been done to ensure comparable household expenditure constructs and poverty 

estimates from the survey (see Appleton et al., 2001). It is in fact rather unique that an African country 

has so many high-quality household expenditure surveys available over such a short time span.  

 

The test of the paper is organized as follows: The next section outlines the methodology applied. In 

section three we describe the data and the setting. The following sections are concerned with the 

empirical testing, and the paper concludes with a discussion of the results. 

2 The method 
In this section, we outline the main features of the methodology for predicting poverty rates. Readers 

looking for further references should consult Mathiassen (2007). 

2.1 A predictor for the poverty headcount ratio 
An individual is considered poor if his or her consumption or income falls below a certain threshold. 

This threshold defines the poverty line. We wish to predict the headcount ratio, i.e., the proportion of 

individuals with consumption below a given poverty line.3 

  

Let iY  denote the consumption of individual i. Consumption typically consist of the aggregated 

consumption of food items, non-food items, consumer durables and housing4. Because the unit in the 

survey is the household, one needs to adjust total household consumption for the number of members 

in each household. The simplest solution is to adjust for the number of individuals living in the 

                                                      
3 We will return to the data requirement and definitions of these concepts in the next section. 
4 There can be considerable variation in the design of questionnaires across countries so that the consumption constructs not 
always contains the same items, see Deaton and Zaidi (2002) for guidelines.  
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household. Another approach is to adjust for the number of adult equivalents in the household, i.e. one 

applies a system of weights that depends on size of household and age and sex of the individual 

household members.5 In the following we refer to iY  as household consumption per capita. Let z 

denote the poverty line. Let 1=iy  if individual i is poor, i.e. when zYi ≤ , and zero otherwise. The 

population is Ω  and it consists of NH households. The population can, for example, refer to a region 

within a country. Let is be the number of members in household i, and let N be the number of 

individuals in the population. Hence, the share of poor individuals in Ω  is estimated by   

(1) ∑
Ω∈

=
i

ii ys
N

y 1 . 

  

We wish to use a model to predict y  for a given set of household variables (indicators). To this end we 

assume that: 

(2) iii XY σεβ +=ln , 

where Xi is a vector of selected poverty indicators, β  is a vector of unknown parameters and iε , 

i=1,2,…, are i.i.d. error terms with unit variance. The parameter σ  represents the standard deviation 

of iσε . Assume further that the ε  and X are uncorrelated. The log transformation of the consumption 

variable serves to reduce the usual asymmetry in the distribution of the error term and stabilizes the 

variance.6  

  

Model (2) postulates that log consumption per capita depend on a systematic, as well as a stochastic 

component. Due to the stochastic component all individuals have a non-zero probability of being poor. 

Thus, rather than counting the number of individuals with predicted consumption below the poverty 

line, we use the average probability that an individual is poor as the predicted estimator for the 

headcount ratio. The probability that individual i’s consumption falls below the poverty line, z, is 

found by inserting the regression model in a probability function: 

(3) ( ) ( ) ( ) ⎟
⎠

⎞
⎜
⎝

⎛ −
Φ=<+=<=<=

σ
βσεβ i

iiiii
Xz

zXPzYPzYPP
ln

lnlnln  

where ( )Φ  denotes the standard cumulative normal distribution function.7 

                                                      
5 There are two main arguments for using adult equivalents: First, there are economies of scale in household consumption of 
household public goods. Second, one may argue that the needs of children are less than those of adults, in particular when 
food expenditure constitutes a large share of the households’ budgets. 
6 One should test for homoscedasticity in the empirical analyses, and if necessary apply the method allowing for 
heteroscedasticity as outlined in Mathiassen (2007). 
7 Other distribution function can be applied if it seems more reasonable. 
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Let n denote the number of individuals in the sample. Then our predictor for the headcount ratio in (1) 

is then given by: 

(4) ∑
∈

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
Φ=

Si

i
i

Xz
s

n
P

σ
β

ˆ

ˆln1ˆ . 

It can be shown that this predictor is biased due to the errors in the estimates β̂  and σ̂ . Hence, we 

will use the formula for the unbiased predictor given in (6) in the Appendix.8  

2.2 The standard error of the poverty predictor 

The prediction error is the deviation between the poverty level predicted by our model and the true 

poverty level in the population. One way to decompose the prediction error is: 

(5) 
.ˆ1ˆ1ˆ1111

ˆ11
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⎣

⎡
−+
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⎦

⎤

⎢
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⎣

⎡
−

=−
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∑∑
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∈Ω∈

Si
ii

i
ii

i
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i
ii

i
ii

i
ii

Si
ii

i
ii
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n
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N
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N

Ps
N

Ps
N

ys
N

Ps
n

ys
N

 

The first term on the right-hand side of (5) is the difference between the actual and expected 

population poverty levels. This term captures how the headcount ratio in the population deviates from 

its expected value. This component will generally be very small when we provide predictions for large 

samples. 

  

The second term in (5) is the difference between the expected poverty level and the poverty level 

predicted by the estimated model for the entire population, Ω . This term captures uncertainty from 

the error in the estimate, β̂ . 

  

The last term in (5) is the difference between the predicted poverty level in the population Ω  and the 

predicted poverty level in sample S. This term captures uncertainty due to S being a finite random 

sample. All error components are also affected by the variation of the X-vector in the sample. 

 

The expression of the variance of the prediction error given in (5) is given in (8) the Appendix.  

                                                      
8 When calculating the standard error of the predictor below, it is however the simpler predictor in (4) that is used. This is 
reasonable as using the biased corrected predictor substantially increases the complexity of the calculations, and because the 
error caused by using the unbiased predictor is marginal. 
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3 The household surveys and constructs  

3.1 Comparability of the household expenditure surveys 
Fortunately, Uganda, as probably the only country in Sub-Sahara Africa, has had a recent large scale 

household survey program. It began in 1992 and covers eight households expenditure surveys up to 

the most recent survey in 2005.  

 

To test the models predictive ability it is critical that the consumption aggregates are comparable 

between the surveys9 and that there are sufficiently identical indicators (explanatory variables). As the 

Uganda household surveys rely on similar sampling procedures and questionnaires, and substantial 

work has been done to ensure comparability (see Appleton et al., 2001), they are suitable for our 

testing. The 1992 survey, however, differs too much with respect to core indicators, and it is therefore 

not used in the analyses.10  

 

Table 1 shows the period and number of households covered in each of the surveys. We will in the 

following refer to the survey by the year when it started.  

Table 1. Survey round, 1993-2006 
Survey Round Dates Households covered 

Monitoring survey 1 (MS-1) Aug. 1993 – Feb. 1994 4,925 

Monitoring survey 2 (MS-2) Jul. 1994 – Mar. 1995 4,925 

Monitoring survey 3 (MS-3) Sep. 1995 – Jun. 1996 5,515 

Monitoring survey 4 (MS-4) Mar. 1997 – Nov. 1997 6,654 

Uganda National Household survey 1 (UNHS-1) Aug. 1999 – Jul. 2000 10,696 

Uganda National Household survey 2 (UNHS-2) May 2002 – Apr. 2003 9,711 

Uganda National Household survey 3 (UNHS-3) May 2005 – Apr. 2006 7,400 

Source UBoS (2006). 

 

As can be seen from the tables, the monitoring surveys from 1993, 1994 1995 and 1997 did not cover 

an entire calendar year. Because consumption will vary over the year, the fact that most consumption 

                                                      
9  Modelling approaches have also been used to ensure comparable poverty estimates between incomparable surveys, see 
Deaton, 2003. In this case one may also use expenditure variables for which the definition and question has not changed 
between the survey. 
10 In particular the household consumption expenditure on food is based on a 30 days recall period compared to 7 days in the 
other surveys.  
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goods is recorded only over a short period (food is reported for one week), without adjustments, 

implies that the inflated annual consumption aggregates may be affected by seasonality. Depending on 

whether it is an above or below annual average season that is covered by the survey, the poverty level 

may be over- or underestimated, as compared to when the entire calendar year is covered. For the 

purpose of replicating the estimated poverty figures by using a model, we might get a biased 

prediction if we do not adjust for the months covered. We will return to this in the empirical section. 

 

The poverty line was computed on the basis of the 1992 survey, and it has remained fixed in real terms 

up to 2005, allowing for comparison of changes in poverty. It is an absolute poverty line anchored in a 

minimum required caloric intake; see Appleton et al. (2001) for details on the construction of the 

poverty line. 

3.2 Poverty estimates from the household expenditure surveys 
To familiarize the reader with the Ugandan setting we will briefly discuss the trends in the actual11 

poverty levels.  Figure 1 shows the national and rural/urban poverty estimated from the surveys in the 

period12. Uganda experienced a substantial decrease in poverty in the period and the national 

headcount ratio fell from about 52 percent in 1993 to 31 percent in 2005. 

Figure 1. Poverty estimated from household expenditure surveys. National and Rural/Urban. 
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11 We will throughout the paper refer to the poverty level estimated in the traditional way by using the per capita 
consumption from the household expenditure surveys as the actual poverty level. 
12 Due to security problems parts of districts in Northern and Western region were excluded in some of the surveys 
(Bundibugyo, Kasese, Gulu, Kitgum and Pader). Thus, for comparability these districts are also excluded from the other 
surveys. 
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The rural poverty trend follows the national trend closely as the major share of the population lives in 

these areas (85 percent in 2005, UBOS (2005)).  Poverty fell more in rural than in urban areas, both in 

absolute and relative terms.  

 

Some papers have addressed the poverty trends up to 2002 (see Kappel et al., 2004, Obwona et al., 

2006 and Okidi et al., 2005), and the brief summary of the key factors behind the development in 

poverty given below, refers to these papers. As the 2005 survey is still fresh there is as yet (to the 

author’s knowledge) no publication addressing the further development in poverty.  

 

The decrease in national poverty from 1992 to 1999, took the form of a period with strong growth in 

average per capita consumption, and only small changes in the income distribution (at least up to 

1997) (see Table 2 on Gini indices). From 1999 to 2002 growth slowed down, and at the same time 

inequality widened, resulting in an increase in poverty. From 2002-2005 poverty reduction was again 

on the right track, due to reduction in poverty in rural areas.  

 

Agriculture, being the most important sector for the rural poor, has played an important role in the 

poverty reduction in Uganda in the 1990s. The reduction in poverty up to 1999 has been associated 

with a structural shift towards increased cash crops production. Trade liberalization in the early 90s 

and increased world market price on coffee, the main cash crop in Uganda, are important explanations 

for this shift. Diversification into non-agricultural activities with high growth rates further benefited 

many poor households. From 1999 till 2002, however, poverty among subsistence farmers increased 

considerably. The price of coffee started to fall after 1994, and in 2001 reached a level of only ten 

percent of that of 1994. Also prices on other important cash crops; cotton, tobacco and tea fell in this 

period, which together with slow growth in the subsistent agriculture are likely to be key factors 

behind the increase in poverty. UBOS (2006) suggests the recovery of coffee prices13 to be important 

for the improvements of poverty from 2002 to 2005. 

 

Figure 2 shows that similar poverty trends are found in all regions, except in the Northern region. The 

war-affected Northern region continues to suffer from long-term instability. The poverty level was 

initially high and has only slightly decreased from about 70 to 60 percent during the period. The 

Central region has the lowest poverty level both at the beginning and the end of the period, and faced a 

reduction in poverty of about 15 percentage points. This is the region with the highest level of 

urbanization. The Western part of Uganda has experienced the largest improvements in poverty with a 

                                                      
13 The coffee prices increased from $0.56/kg in 2002/03 to $1.38/kg in 2005/06. 
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decrease at nearly 35 percentage points. East, the second poorest region, has also seen large 

improvements with a reduction in poverty at nearly 25 percentage points. 

Figure 2. Regional Poverty in Uganda 
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3.3 The explanatory variables 
Since the aim is to test whether a model could be used in years where no household expenditure 

survey is available, we focus on the types of indicators that are feasible to include in a light survey. 

That is indicators that are easy to measure and collect. It is important that the indicators are exactly 

identical in the two surveys. Thus, it is both necessary that the question is identical; that the method 

for getting the information is the same (for example recall versus diary), and that the reference period 

is the same. In the case of the Uganda dataset, the recall method was always used to obtain the 

information about food consumption and the report period for consumption variables were the same in 

all questionnaires.  

 

We identify the common set of indicators in pairs of household surveys and select among these a 

smaller set of indicators by comparing estimated models with various combinations of poverty 

indicators, including square and log-linear transformation of variables. Based on statistical criteria, we 

choose the set of indicators that constitute the “best” model for predicting the poverty headcount 

ratio.14 Since the poverty indicators normally are collected in light surveys there should not be too 

                                                      
14 One may do this through automated stepwise procedures. 
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many indicators, although a sufficient number of variables should be selected to ensure that the 

marginal gain of including additional variables is low. Typically, around twenty indicators enter into a 

model.  

The following groups of indicators were included;  

• Demography: Indicators comprising variables like dependency ratio15, number of members in 

household, marital status, and age distribution among members in household.  

• Education: Indicators comprising education level and literacy.   

• Labour market: Indicators capturing type of work done by head defined by industry and whether 

head is employed or self-employed.16  

• Housing: for example type of roof and lightening. In the available data material for 1994 and 1995 

housing variables are not available.   

• Consumption of food: Binary “yes/no” variables on household consumption of food like for ex-

ample meat, sugar and rice the last seven days. 

• Expenditure of non-durables: “yes/no” variables on expenditure of non-durables like for example 

energy, transport and bathing soap the last thirty days. 

• Expenditure of semi-durables: “yes/no” variables on household expenditure on semi-durables like 

for example clothes, shoes and furniture the last year. 

• Welfare indicators: for example number of meals per week and ownership of shoes. 

• Regional control: Dummies capturing regional differences. Included only in the national and ru-

ral/urban models. 

• Seasonal adjustment: Dummies accounting for seasonal variability in food consumption. Good 

periods will normally be after harvest while food will be scarcer prior to harvest17. These control 

variables can only be included when we estimate models based on surveys covering the whole cal-

endar year, thus not for 1993, 1994, 199518 and 1997.  

                                                      
15 Defined as the ratio of children below 15 and old above 65 relative to the total number of members in the household. 
16 In the 2005-survey the definitions of the labour market variables are slightly different compared to the other surveys and 
could therefore not be used in our analyses. 
17 “There are two agricultural seasons in a year in most part of the country. The first one is between January and June, while 
the second one lasts from July to December.  Harvesting of the crop planted in one season usually extends to another season. 
For example the crop planted during the first season may be harvested in July-September. On the other hand, the crop planted 
during the second season may be harvested in January-March of another agricultural year. Agriculture in Uganda is rain-fed 
which determines whether to plant early or late depending on when the rain starts. This in turn dictates the extent to which 
harvesting will be pushed into the following season.” UBoS (2005). We have added one month to the harvest time as one 
may expect food to be relatively plentiful shortly after harvest., and accordingly divided the calendar year into the following 
four periods; January-April, May-June, July-October, and November –December. Thus, we expect the first and third period 
listed to be better than the two others. 
18 For 1995-survey we lack information on date of interview. 
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• Community variables: Indicators accounting for location specific effects, such as access to mar-

kets, infrastructure and availability of electricity may be included. Due to various problems in 

data, we have only been able to link up the community information for two household surveys 

(2002 and 2005).   

 

The explanatory variables are the driving forces behind the prediction results. They are correlated with 

the household consumption, and one should expect them to change with changes in the poverty level. 

For example, lower poverty levels are associated with higher education levels, better housing 

standards and a larger share of population consuming the non-inferior goods. As people may switch to 

more expensive calories as they become wealthier, one could also expect that consumption of some, 

inferior, goods decrease.   

 

The types of variables have different “roles” in the model. Demographic and education variables tend 

to change slowly, and will thus reflect long-term improvements. Consumption variables, to the 

contrary, are able to reflect sudden changes, or shocks to the household, for example due to a 

household head loosing his work and poor weather affecting the harvest. Housing variables are in-

between, and change as conditions improve, but are normally not able to capture short term 

fluctuations in income.  

 

One potentially important group of variables, assets, was not available for the analyses, because 

households were asked about the total value of a large group of assets rather than availability and 

value of specified assets. Thus, we were neither able to include indicators for single assets19, nor to 

construct an asset index based on the number of assets in the household.  This is unfortunate as 

changes in the asset stocks may capture coping strategies for the poor as they may sell off assets in bad 

times, while building up the stock in good times. 

 

Thus, reasons that one survey model do not predict well for another survey, given that the modelling 

assumptions are reasonable, may be that important variables are omitted from the model and/or that 

some model parameters have changed. The parameters could change as a population become 

wealthier, for example at a certain level of welfare in a country whether people eat meat or not are not 

a result of income but rather whether one is a vegetarian. Also, one can expect that the parameters 

change as new food varieties and technologies are introduced leading to shifts in the demand curves.  

                                                      
19 Except for ownership of bicycle included in the three last surveys (1999, 2002 and 2005). 
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4 Empirical results 
After identifying the joint set of variables in two surveys, we estimate a consumption model for one of 

the surveys. The model is then used to predict consumption per adult equivalent and thus the poverty 

level in the other survey. We use a t-test to compare model-predicted poverty to the actual poverty 

estimates. It is not feasible to include the estimation results for all models here. Therefore, we will 

rather discuss some general findings, before moving on to the prediction results.  

4.1 Some general modelling results  
The estimated models 

We estimate models for urban and rural areas separately, as the underlying economic structures in 

these domains may differ substantially. R-square adjusted is about 0.6-0.7 for the urban models and 

about 0.5-0.6 for the rural models. The models were inspected for heteroscedasticity by visual 

interpretation of plots of the residual versus predicted expenditure per capita as well as by formal 

tests.20 Because the pattern looks reasonably random, we did not correct for heteroscedasticity.21 After 

inspecting the distribution of the residuals, we chose to apply the normal distribution function for 

estimating the poverty predictor.  

 

Indicators from each group of the explanatory variables; demography; education; labour; housing; 

consumption of food; consumption of non-durables; consumption of semi-durables and welfare indica-

tors, entered into almost every model. Community indicators, from two surveys were available, but 

were not selected in any of these survey-models. This may have to do with too little variation in these, 

or that we do not have the relevant community variables at hand. Seasonal adjustment did not seem to 

have an effect. It could be that seasonality is captured by other variables (for example the binary vari-

ables for food consumption).  

 

Some surveys did not cover the entire calendar year. It would thus have been formally correct to limit 

the samples to the joint field work months covered by pairs of surveys. For the sake of presentation we 

have used the full sample in all cases.22 We have, however, in some cases predicted poverty also when 

                                                      
20 Formal tests (White test and Breusch Pagan, see for example Wooldridge, 2002) reject the assumption on constant variance 
of the error term (homoscedasticity) for most of the models. These tests are, however, sensitive to the number of observations 
as with a large number of observations a small deviation leads to rejection of the hypothesis. Thus, when we use a smaller 
randomly drawn sample (down to about 1000 observations for some models) the hypothesis on constant variance is no longer 
rejected. 
21 We have tested the impact on the prediction and the standard error of adjusting for heteroscedasticity in some of the 
models, but this has very little impact on the prediction results. We will return to this below. 
22 If the sample sizes for a given survey is reduced, the actual poverty estimate that is compared will change as well, and thus 
the presentation of the results will be rather messy. 
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adjusting the sample size to correct for differences in coverage, but it does not seem to be important. 

The three last surveys cover the entire year and thus, no adjustments of the samples are necessary in 

comparisons among these surveys. 

 

Standard errors of the predictions 

All standard errors incorporate the two-stage sampling design, and for the survey poverty estimates, 

sampling is the only source for the standard error. For the model predictions, however, the standard 

error comprises three components.23 At sample sizes as at the national, rural/urban and sub regional 

levels in the Uganda surveys, the largest share is due to the estimated parameters. As could be 

expected, total standard errors are larger for the model predictions than for the survey estimates. 

However, the sub-component of the model standard error due to sampling is smaller than the sampling 

error of the survey estimate.24 For some predictions at the sub-regional level, the standard errors of the 

model-based estimates are actually lower than of the actual ones. Thus, if one accepts the confidence 

interval of the survey based estimates, there is no need to reject the model based predictions due to 

their confidence interval. However, the critical question whether the model is valid from one survey to 

another remains, because it is not reflected in the magnitude of the standard errors. We use t-tests for 

the change in the poverty level to judge whether the model prediction and the survey based estimates 

are statistically different.  

4.2 Predicted poverty trends 
For each survey, we estimate models that are used to predict rural and urban poverty for other surveys. 

This is repeated for all pairs of surveys, which yields the seven predicted poverty trends in Figure 3 

and Figure 4. For example, the solid line labelled the Rural 93-model shows the predictions made by 

models from 1993 onto each other survey from 1994 to 2005. It also includes the actual poverty level 

in 1993.25 The thick lines show the actual poverty trends for rural and urban domain in the same 

period.   

 

Figure 3 and Figure 4 show rural and urban predictions, respectively. A first glance at the figures 

shows that the models are able to predict the poverty level quite well. No rural model predicts poverty 

                                                      
23 Uncertainty due to sampling of the indicators; uncertainty due to the estimated model parameters; as well as uncertainty 
due to an idiosyncratic component (which will be relatively small as we predict for large domains). See also equation (5). 
24 This is because information about the dependent variable is a priori given by the model, and for a given level of sampling 
uncertainty one needs fewer observations when using a model compared to when one estimates poverty by using the 
consumption aggregates directly. 
25 We will refer to a model estimated on data for a given survey by the survey year. For example the 93-model refers to a 
model estimated on data for the 1993-survey. 



15 

at the urban level and vice versa. The predicted poverty trends for urban areas follow more closely the 

actual trend than in rural areas. All rural models are, however, able to capture the decline in poverty 

over the period26. Even though none of the models predicts the entire 25 percentage points fall in 

actual poverty, the predicted fall in poverty is near to 20 percent for most survey-models, and lowest 

for the 1999 survey-model predicting a 15 percentage points fall in poverty from the beginning to the 

end of the period.  

 

The predicted poverty trends are fairly similar for each model. Thus, focusing on changes in poverty 

over the period, all survey-models give nearly the same result. This suggests that the relation between 

the consumption aggregates and the set of explanatory variables are consistent in predicting the 

poverty trend. The bias may be due to omitted variables or conditions that are more important for 

some years than others.  

 

Some models estimated from surveys with relatively low poverty, like 1999 and 2005, tend to predict 

lower poverty for a given year compared to predictions from models based on surveys with higher 

poverty levels. This feature is particularly visible for urban models. For the rural domain the models 

estimated on data for 1993, 1994, 1997 and 2002 produce fairly similar predictions over the entire 

period, even though the actual poverty levels in these surveys differ substantially.  

 

Figure 3. Rural poverty, actual and predicted by seven models 
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26 Poverty fell from about 57 to 34 percent in the period 
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Figure 4. Urban poverty, actual and predicted by seven models 
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Predictions for 2005 seem to indicate that the time which has elapsed from the model base survey to 

the prediction is important. All surveys predict too high poverty level for 2005, and older surveys tend 

to predict farther off from the actual prediction for 2005 than newer ones. Time, however, is not 

important when predicting for 2002. For example models estimated on data for 1993 predict as well 

for 2002 as the models estimated on data for 2005. Rather, the combination of time elapsed and large 

fall in poverty level may be factors contributing to break down of the models. 

Even though the rural models capture the overall trend of decreasing poverty, they do not capture the 

variability within the overall trend. In particular, none of the models are able to capture the strong fall 

in actual poverty from 1997-1999 with the following increase to 2002. The large deviations from the 

actual values are mainly due to predictions made by and for the surveys in 1995 and 1999. While the 

1999 model produces the lowest predicted poverty levels for all the surveys, the 1995 survey predicts 

a substantially higher poverty level than the other models. Correspondingly, all models predict too low 

poverty level for 1995. Also the 1999-survey is problematic when it comes to predicting poverty levels 

for the urban areas.  

 

Neither adjustment for seasonality nor accountancy for heteroscedasticity improved on the bad 

predictions for, and by, 1995 and 1999. Reducing the samples in 1999, 2002 and 2005 to allow for the 

correct comparison with 1995 does not improve on the results.27 Similarly, reducing the sample in 

                                                      
27 July and August, normally two good months in terms of food availability, were not included in the 1995 survey. Taking out 
these months from the samples in 1999, 2002 and 2005 to allow for the correct comparison with 1995, gives only minor 
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1999 to account for the difference in monthly coverage compared to 1993 and 1997 does not improve 

on the results.28 The degree of heteroscedasticity seems to be so small that it hardly has any impact on 

the predictions and the standard error in the case tested.29 Figure 5 shows that when the troublesome 

1995 and 1999 surveys are taken out, the predictions are more in line with the actual poverty trend.  

Figure 5 Poverty trends, predicted and actual for 5 surveys 
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Table 3 shows t-values for the test on difference in model-based and actual poverty levels. 22 of the 42 

rural predictions are unfortunately significantly different from the actual poverty level, but most of 

these have to do with predicting for, or by, 1995 and 1999. Also, it seems to be rather problematic to 

predict for 2005, and it is only the 1999-model that predicts non-significantly different poverty rate in 

2005. All other predictions made by and for the 1993, 1994, 1997 and 2002 surveys are not 

significantly different than the actual ones.   

 

                                                                                                                                                                      
changes in the difference between the predicted and the actual poverty level: predicting rural and urban poverty for 1995, 
reduce the difference in predicted and actual poverty rates by about a half percentage points or less in the six cases tested.  
28 We have not done any more analyses to account for differences in monthly coverage in two surveys, as it does not seem to 
play any role for our results.  
29 The predictions by the 1999-models for the rural and urban domain in 2002 are respectively 35.0 (1.6) and 11.4 (1.6) when 
applying the heteroscedasticity model compared to 35.4 (1.6) and 12.7 (1.8) with no correction for heteroscedasticity 
(standard errors in parenthesis). The predictions by the 1995-models for the rural and urban domain in 1997 are respectively 
58.4 (2.8) and 22.7 (2.5) when applying the heteroscedastic model compared to 58.2 (2.7) and 22.9 (2.6) with no correction 
for heteroscedasticity. And, finally the predictions by the 2002-models for the rural and urban domain in 2005 are 
respectively 41.1 (2.0) and 18.0 (2.2) when applying the heteroscedastic model compared to 40.4 (1.9) and 16.5 (2.2) with no 
correction for heteroscedasticity. 
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The urban models seem to do better. Seven out of the 42 predictions are significantly different than the 

actual estimate. This applies to when using models from 1993, 1994 and 1995 to predict for 1999 and 

2005, as well as when using the 1997 model to predict for 1999. No other predictions differ 

significantly from the actual value.   

 

So why is it that the modelling approach seems to work for most of the surveys but not for all?  By 

gathering more evidence at the sub-regional level we will explore further to which extent this can be 

explained by the time elapsed between surveys, and/or large changes in poverty levels. In particular it 

will be explored whether the models are able to capture sudden changes in the poverty level. Further, 

one may suspect that the reason that a model fits well at high level of aggregation is that errors at sub-

regional neutralize each other. Alternatively, low prediction capability at the rural or urban level could 

be caused by a bad predictions for only one sub-region rather than for all.  

4.3 Sub-regional level predictions 
Is the time elapsed important? 

From Figure 3 and Figure 4we have seen some indication that time elapsed between surveys are 

important as early models had lower predictive power for 2005 than for 2002. The 1993-model 

predicts almost perfectly for 2002, while the predictions at both urban and rural domain significantly 

differ from the actual poverty level when applying the 1993-model for 2005. This picture is confirmed 

by the predictions at the sub-regional level: the 1993 model reproduces the actual poverty estimates 

very well for 2002, while the predictions differ significantly for most sub-regions in 200530 (Table 4 

and Table 5). Note also that the sub-regional predictions confirm the earlier finding that the models 

tend to produce rather conservative estimates, underestimating the changes in poverty.  

 

Predictions at the sub-regional level for 2005 by the 1997- and 2002-models give some further support 

to the “time” hypothesis (Table 5). The reason that the 2002-model predicts significantly higher rural 

poverty rate than the actual one in 2005, is due to one single prediction. The problem is to predict for 

Rural West, which also is the rural region that had the largest fall in poverty between the two 

surveys.31 Thus, from the sub-regional predictions we can conclude that the 2002-model does not 

predict too badly for 2005. The sub-regional figures, when using the 1997-model to predict for 2005, 

                                                      
30 Except for Northern region for both domains as well as for urban Central ( 
Table 5). The Northern region is the region with lowest fall in poverty. 
31 When we re-run the rural model and predict for all rural regions except West, we find that the prediction are no longer 
significantly different from the actual one. The predicted poverty level for the three remaining regions is 42,4 percent as 
compared to the actual poverty level at 39,3 percent. 
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show the same pattern. The problem is again to predict for the Western region. The differences in the 

predicted values and the actual one are, however, larger when using the 1997-models compared to 

using the 2002-models. This pertains also to the urban models.  

 

Thus, the sub-regional predictions for 2005 give some indications that time elapsed between surveys 

are important as 2002-models perform better than 1997-models which again perform better than the 

1993-models in predicting poverty for 2005. The 1993-models do not, however, seem to be outdated 

in the same way when predicting for 2002. One reason may be that there is a substantially higher fall 

in rural poverty in 2005 compared to 2002, but this does not hold for urban areas for which the poverty 

level is about the same in 2002 and 2005. One may, however, expect that structural changes in the 

consumption pattern are introduced gradually, and that there is some time lag before it becomes 

visible.  

 

Is it more difficult to predict large changes in poverty? 

The above results suggest that a more important factor for explaining when the model “does not work” 

seems to be large and/or sudden changes in the poverty level. We will explore this further by looking 

at predicted poverty trends in the rural regions. We have used the 1997-survey as the base for 

estimating the models, because it is in the middle, and because it performs well in predicting for most 

surveys.  

 

West was the most dynamic region, in the sense that it had the largest fall in poverty. In rural areas the 

actual poverty level fell by 34 percentage points from 1993 to 2005, while the model predicts about 25 

percentage points decrease in poverty (Figure 6). The predictions are significantly different from the 

actual ones in the survey years 1999 and 2005 that experienced the most dramatic fall in poverty32 

(Table 6). 

 

 

 

 

 

 

 

 

                                                      
32 1999 and 2005 showed, respectively, 17 and 11 percentage point reduction in poverty from the previous survey. 
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Figure 6. Poverty trend for Rural West, actual and predicted by 1997 model 
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The model is not able to capture the fall in poverty level in Central regions at 10 percentage points 

from 1997 to 1999 (Figure 7 and Table 6). In fact, the model predicts increased poverty between these 

two surveys.    

Figure 7. Poverty trend for Rural Central, actual and predicted by 1997 model 
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In the Eastern region poverty fell with more than 20 percentage points over the period. Here the model 

predicts far too low poverty in 1995, and it was not able to predict the almost 20 percentage points fall 

in poverty from 1997 to 1999 (Figure 8 and Table 6).  
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Figure 8. Poverty trend  for Rural East, actual and predicted by 1997 model 
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Finally, for the North the model works fine except for 1995. There was a substantial increase in 

poverty this year which is not captured by the 1997-model (Figure 9 and Table 6). 

Figure 9. Poverty trend for Rural North, actual and predicted by 1997 model 
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Overall, the predicted poverty trends for the rural regional are to a large extent in line with the actual 

poverty trends. Most cases when it fails coincide with large falls, i.e. more than 10 percentage points 

in poverty compared to the previous survey. Worryingly, in some of these cases we unexpectedly 

predict an increase in poverty. Also the 1995 survey is problematic in a couple of the regions, the bad 

predictions can in these cases not be explained by large changes in the poverty levels.   

 

Thus, adding evidence from more disaggregated levels suggest that the elapsed time may be an 

important factor when the models does not predict well. Furthermore, the models have trouble 

capturing sudden and large changes in the poverty level. 
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4.4 The variables behind the predictions 
In this section we examine trends in the explanatory variables in the surveys, and compare them to the 

poverty trend. The crude picture is that the poor performance of the 1995 and 1999 surveys can be 

attributed to the levels of core explanatory variables relative to the poverty levels, as compared to the 

other surveys. Table 7 and Table 8 show the weighted averages of the selected explanatory variables 

for each survey, for the rural and urban areas respectively. We have selected variables to represent 

each group included in the model; demography, education, employment and housing.33 From each 

group we have tried to report on indicators that typically enter into a model.  

 

The strong fall in actual poverty from 1997 to 1999, followed by the increase in poverty in 2002 and a 

subsequent fall in poverty in 2005 are not reflected in the variables in the consumption model, in 

particular for the rural domain. The developments of the housing variables reflect a steady 

improvement. Even indicators which are prone to change fast, like consumption variables, do not 

reflect the marked dip in poverty in 1999. Rather, the figures in Table 7 indicate a steady 

improvement, and 2002 seems to be a relatively good year in terms of the share of the population that 

consumed food, non- and semi durable goods like meat and bathing soap. This holds not only for the 

variables included in the table, but for all consumption variables in our dataset. This finding is also 

confirmed when looking at the welfare quintiles separately, and at the sub-regional level. From 1999 

to 2002 the growth in mean consumption per capita was negative, and only among the upper 20 

percentile there was an increase in per capita consumption, Kappel et al. (2005). The variables in 

Table 7, however, are not variables that one associate to be consumed only by the wealthiest, and thus 

the improvements in these are not in accordance with what one could expect from the fall in 

consumption per capita in this period.34 

 

 

                                                      
33 As the questions used as welfare indicators changed between the surveys, exactly identical welfare variables were only 
identified in two or three surveys. Thus, although this group of variables is important in the models, we cannot produce 
trends for these variables. 
34 Three adjustments to the total household consumption variables in the surveys were made; correction for inflation; 
correction for regional differences in food prices and re-evaluation of home consumption of food into market prices, 
Appleton and Ssewanyana, 2003. If other approaches for the adjustments were taken one may rather find that mean 
consumption per capita for all quintiles increased from 1999 to 2002. First, if the food-CPI rather than the composite CPI  
was used to adjust the food group for inflation, real consumption will be relatively higher in 2002 than in 1999 (because food 
constitute the major expenditure group and food prices fell between with about five percentage points from 1999 to 2002). 
The two further adjustments that were made both have the effect of lowering the estimate of real growth, Appleton and 
Ssewanyana, 2003. It is not obvious why one should re-evaluate home-consumption into market-prices (see Deaton and 
Zaidi, 2002). Nevertheless, if this is approach is chosen, there seems to be one factor that erroneously influence the 
comparison between the surveys: the food-section in the 2002-survey has been cleaned for extreme values/outliers of prices, 
while the same section in the 1999 survey has not been cleaned. Extreme values on the prices may influence the median value 
when there are few observations, which sometimes is the case for the market price for typically home-produced goods.  
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Examining the rural domain of the 1995-survey, which is the other troublesome part of our dataset, we 

see that even though poverty gradually declined from 1993 to 1997, the shares of the population that 

consumed core commodities are considerably higher in 1995 than in the previous and subsequent 

surveys, 1993, 1994, and 1997. This pertains to all food indicators available for the analyses, not only 

the ones shown in Table 7. This holds also for all non-durables, and for all semi-durables,35 in both 

1993 and 1994. The same picture is found when examining the wealth quintiles as well as the rural 

regions separately. The high level on the consumption variables relative to the poverty level in 1995 

might explain why the 1995-models predict too high poverty levels for the other surveys and why the 

other survey models predict too low poverty levels for 1995. As the 1995 dataset, and thus the models 

to predict for and by 1995, does not include housing variables, the consumption variables may be 

assigned a higher weight than in models which include housing variables.  

 

Thus, the low poverty level in 1999 does not coincide with “high scores” on the poverty correlates, 

and the “high scores” on the poverty correlates in 1995 do not correspond to the poverty level in 1995. 

A follow-up could be to examine whether other types of indicators develop in the same manner as the 

indicators chosen for these analyses. In particular, it would be relevant to follow amounts consumed, 

as a supplement to the share that consumed the goods, as well as the value of the household assets.36 

Looking at the value of assets could have an additional purpose, namely to see whether there is some 

indication that the households obtained a high consumption level in 1995 by depleting their asset 

stocks, and vice versa in 1999. 

5 Conclusion 
In this paper we have tested the predictive ability of poverty models relative to poverty figures 

estimated directly from consumption aggregates. Altogether, we have had seven comparable 

household expenditure surveys from Uganda from 1993 to 2006 at our disposal. Using poverty models 

estimated from each of these surveys in turn, we have been cross-testing the models onto the other 

surveys. 

 

In most cases this simple modelling approach produces predictions at rural/urban and sub-regional 

levels that are in line with the poverty levels estimated from surveys in the traditional way. The 

method is as good at sub-regional as at aggregate levels, and there is no tendency that good predictions 

                                                      
35 Except furniture. 
36 Unfortunately, we do not have all the information required for such analyses. 
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at an aggregate level hide poor predictions at the sub-regional level. On the contrary, bad predictions 

at aggregate levels are sometimes due to a single bad prediction in one region.  

 

The difference in the ability to predict poverty stems from differences in levels predicted, while the 

models, independent of which surveys they were based on, predicts approximately similar changes in 

poverty level over time. The model predictions carry forward their “base poverty” level:  A model 

based on a survey with low poverty tends to predict lower poverty than a model based on a survey 

with high poverty. 

 

Sometimes, however, the model approach gives significantly different poverty estimates than poverty 

obtained directly from the survey. Such cases may be attributed to the long time elapsed between 

surveys. Furthermore, the model approach does not work well with sudden and large changes in 

poverty. One hypothesis may be that the model parameters are able to capture most of the change, but 

the faster the change is, the more is explained by other factors.  

 

However, when scrutinising the data we find that more importantly for poor predictive ability seems to 

be some divergence in the data. The two surveys that are problematic seem to be at variance with the 

other surveys with respect to the development in the explanatory variables. This finding may suggest 

that the bad prediction is a result of survey issues.  

 

Thus, even though the overall testing results are encouraging, one will not be able to evaluate the 

results when predicting poverty for a new, light-survey. If one had only one of the Uganda expenditure 

surveys at hand to serve as the base for the model, one could risk that it was one of the problematic 

ones, producing significantly different predictions compared to the actual level. The good news is that 

all models tend to predict the same changes in poverty level, thus one get similar trend in poverty 

independent of which of the seven surveys that is available. If two expenditure surveys are available, 

and there is less than ten years between each survey and the new light-survey, one could join the two 

samples to estimate the consumption models on basis of the merged sample. It is also important to 

keep in mind that this is a second-best, low-cost solution in years when no household expenditure 

survey is available, and one should be willing to update the poverty predictions when a new 

expenditure survey becomes available. This could be done by predicting backwards using the new 

survey and combining the current and the previous predictions offsetting the differences in the level 

predicted by each survey separately.  
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Finally, one should try to improve the models as much as possible. This could be done by including 

additional important variables in the model. In the case of Uganda, for example, that would mean to 

include questions in the surveys on number and type of assets. Elber et al. (2008) and Demombynes et 

al. (2007) find that the ability of the small area estimates approach to reproduce that actual welfare 

indices depends on whether locality-level explanatory variables are included or not. Even though one 

should not expect these variables to be as critical when predicting at aggregate levels, one should aim 

to identify good community variables, and if possible combine the survey data with information on 

climatic and location specific issues from other sources.  
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Appendix 

Methodological appendix 
In this section, we present results of the mathematical derivations of the bias and the variance of the 

predictor. The reader may wish to consult Mathiassen (2007) for further details, as well as Green 

(2003) and Wooldridge (2002) for a presentation of the econometrics used. 

 

Let iw denote the sampling weight of household i. It can be shown that an unbiased predictor for 

predicting the headcount ratio is given by: 
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It can be shown that the variance of the error in (5) can be written as follows: 
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Here HN  denotes the number of households in the target population and Hn  the number of 

households in the light survey. In this expression, we have assumed simple random sampling. We 

allow for other sampling designs by adjusting the last term of the right-hand side of (8). See 

Mathiassen (2007) for the simulation procedure to estimate the variance.  
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Table Appendix 

Table 2. Gini Indices, Uganda 

  National Rural Urban 

1993 0.345 0.296 0.365 

1994 0.365 0.320 0.396 

1995 0.366 0.325 0.373 

1997 0.347 0.311 0.345 

1999 0.395 0.332 0.426 

2002 0.428 0.363 0.483 

2005 0.408 0.363 0.432 

 

Table 3. t-values for the difference in actual and predicted poverty level 

  
1993-
model 

1994-
model

1995-
model 

1997-
model

1999-
model

2002-
model

2005-
model

Rural               

1993  -0.9 -2.1 0.0 2.1 0.0 0.6 

1994 -0.1  -1.8 0.9 4.7 0.0 2.2 

1995 1.5 1.4  2.6 6.4 2.1 4.5 

1997 -1.1 -1.2 -3.0  2.6 -0.4 1.7 

1999 -4.4 -4.3 -6.4 -3.3  -3.8 -1.5 

2002 -0.4 -0.9 -2.1 0.5 3.7  1.9 

2005 -3.2 -2.5 -5.0 -2.2 0.0 -2.8   

Urban               

1993  -0.6 -0.9 0.0 0.6 0.0 0.4 

1994 -1.2  -1.3 -0.6 1.0 -0.1 0.4 

1995 -0.2 -0.4  0.2 1.4 0.7 1.1 

1997 -0.6 -1.2 -1.8  1.1 0.4 0.6 

1999 -2.4 -2.8 -3.4 -2.3  -1.6 -1.1 

2002 -0.7 -1.3 -1.9 -0.8 0.8  0.0 

2005 -2.5 -2.5 -3.6 -1.7 -0.4 -1.0   

For t-test concerning comparison of shares in two populations see for example Battacharyya and Johnson (1977) 
pp. 308-312. 
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Table 4. 1993 models predicting for 2002 

        Rural  Urban  
  National Rural Urban Central East West North Central East West North

Actual 2002                     

Poverty 38.3 42.7 14.4 27.6 48.3 34.3 65.0 7.9 17.9 18.6 38.9 

St.error 1.0 1.2 1.1 2.2 2.0 1.9 2.4 1.3 1.9 2.2 4.0 

1993-model                     

Poverty 40.0 44.1 16.2 28.9 53.8 37.5 67.1 10.8 25.3 18.4 45.3 

St.error 2.1 2.9 2.4 3.7 4.7 4.0 3.7 3.2 4.3 3.1 5.0 

t-value -0.7 -0.4 -0.7 -0.3 -1.1 -0.7 -0.5 -0.8 -1.6 0.1 -1.0 

 

Table 5. Predicting Poverty for 2005 

        Rural  Urban  
  National Rural Urban Central East West North Central East West North

Actual 2005                     

Poverty 31.1 34.3 13.7 20.9 37.5 21.4 64.2 5.5 16.9 9.3 39.7 

St.error 1.0 1.0 1.6 1.8 1.6 1.9 1.9 1.3 2.7 1.2 5.2 

2002-model                     

Poverty 36.2 40.4 16.5 22.7 40.8 35.8 68.1 8.3 22.4 15.4 43.4 

St.error 1.9 1.9 2.2 2.9 3.8 3.2 3.6 1.9 3.7 2.5 6.1 

t-value -2.4 -2.8 -1.0 -0.5 -0.8 -3.9 -1.0 -1.2 -1.2 -2.2 -0.5 

1997-model                     

Poverty 36.4 40.4 18.5 26.7 44.6 30.8 57.5 11.0 23.3 20.2 42.6 

St.error 2.2 2.6 2.4 3.5 4.0 4.2 4.1 2.4 3.4 3.4 5.0 

t-value -2.2 -2.2 -1.7 -1.5 -1.6 -2.0 1.5 -2.0 -1.5 -3.0 -0.4 

1993-model                     

Poverty 38.7 44.2 21.5 29.5 50.4 38.2 66.9 11.5 30.3 17.1 49.9 

St.error 2.3 2.9 2.7 3.9 5.0 4.3 3.7 2.8 4.5 2.5 5.5 

t-value -3.0 -3.2 -2.5 -2.0 -2.5 -3.6 -0.6 -1.9 -2.6 -2.8 -1.3 
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Table 6. t-values for the difference in actual and predicted poverty levels. Rural regions when applying 
models from 1997 

  Rural 
  Central  East West North 

1993 0.2 -0.4 0.2 -0.2 

1994 0.1 1.8 1.0 0.5 

1995 0.7 2.1 1.1 2.0 

1999 -2.9 -2.7 -2.8 0.2 

2002 -1.5 -0.2 1.4 1.8 

2005 -1.5 -1.6 -2.0 1.5 

For t-test concerning comparison of shares in two populations see for example Battacharyya and Johnson (1977) 
pp. 308-312. 
 
Table 7. Weighted household average of selected indicators, Rural 

  1993 1994 1995 1997 1999 2002 2005

Poverty level 57 55 54 49 37 43 34

Household size 4.8 4.9 5.1 5.1 5.4 5.3 5.3

Education level. head 3.9 3.9 4.1 4.1 4.2 5.0 5.0

Head works in primary sector 0.83 0.85 0.82 0.74 0.78 0.63  

Walls of burnt bricks 0.05   0.06 0.12 0.18 0.28

Floor made of earth 0.92   0.90 0.87 0.86 0.83

Cooking with wood 0.97   0.90 0.95 0.90 0.89

Ate bread last week 0.05 0.06 0.12 0.08 0.06 0.12 0.15

Ate sugar last week 0.42 0.48 0.59 0.58 0.59 0.60 0.58

Ate meat last week 0.33 0.34 0.38 0.28 0.33 0.41 0.38

Ate onions last week 0.40 0.49 0.53 0.45 0.53 0.66 0.65

Bought toothpaste last month 0.09 0.10 0.16 0.20 0.21 0.36 0.39

Bought bathsoap last month 0.09 0.14 0.22 0.26 0.24 0.29 0.32

Bought charcoal last month 0.18 0.30 0.42 0.55 0.56 0.66 0.73

Bought shoes last year 0.33 0.42 0.53 0.51 0.55 0.61 0.69

 

 

 

 

 

 

 

 



32 

Table 8. Weighted household average of selected indicators, Urban 

  1993 1994 1995 1997 1999 2002 2005 

Poverty level 20 22 22 17 10 14 14 

Household size 4.1 4.3 4.6 4.4 4.4 4.1 4.6 

Education level. head 7.9 7.4 7.4 7.6 7.9 8.0 7.9 

Head works in primary sector 0.20 0.22 0.24 0.12 0.12 0.10  

Walls of burnt bricks 0.34   0.43 0.57 0.61 0.65 

Floor made of earth 0.35   0.30 0.27 0.27 0.30 

Cooking with wood 0.31   0.21 0.20 0.21 0.23 

Ate bread last week 0.40 0.36 0.45 0.40 0.38 0.41 0.40 

Ate sugar last week 0.85 0.85 0.86 0.88 0.88 0.85 0.79 

Ate meat last week 0.56 0.56 0.52 0.50 0.52 0.57 0.51 

Ate onions last week 0.80 0.79 0.80 0.79 0.81 0.81 0.80 

Bought toothpaste last month 0.51 0.57 0.66 0.72 0.74 0.79 0.80 

Bought bathsoap last month 0.29 0.35 0.42 0.52 0.47 0.51 0.58 

Bought charcoal last month 0.42 0.60 0.57 0.70 0.72 0.74 0.82 

Bought shoes last year 0.67 0.64 0.72 0.72 0.82 0.81 0.80 

 

 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


