Liang, Chong; Schienle, Melanie

Working Paper
Determination of vector error correction models in high dimensions

KIT Working Paper Series in Economics, No. 124

Provided in Cooperation with:
Karlsruhe Institute of Technology (KIT), Department of Economics and Business Engineering

Suggested Citation: Liang, Chong; Schienle, Melanie (2019) : Determination of vector error correction models in high dimensions, KIT Working Paper Series in Economics, No. 124, Karlsruher Institut für Technologie (KIT), Karlsruhe, http://dx.doi.org/10.5445/IR/1000092474

This Version is available at:
http://hdl.handle.net/10419/191548

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.

You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

www.econstor.eu
Determination of vector error correction models in high dimensions

by Chong Liang and Melanie Schienle
Determination of Vector Error Correction Models in High Dimensions

Chong Liang\textsuperscript{a}, Melanie Schienle\textsuperscript{b,}\textsuperscript{*}

\textsuperscript{a}Karlsruhe Institute of Technology (KIT)
\textsuperscript{b}Karlsruhe Institute of Technology (KIT)

Abstract
We provide a shrinkage type methodology which allows for simultaneous model selection and estimation of vector error correction models (VECM) when the dimension is large and can increase with sample size. Model determination is treated as a joint selection problem of cointegrating rank and autoregressive lags under respective practically valid sparsity assumptions. We show consistency of the selection mechanism by the resulting Lasso-VECM estimator under very general assumptions on dimension, rank and error terms. Moreover, with computational complexity of a linear programming problem only, the procedure remains computationally tractable in high dimensions. We demonstrate the effectiveness of the proposed approach by a simulation study and an empirical application to recent CDS data after the financial crisis.
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1. Introduction

Complex financial systems are dynamic, high-dimensional and often contain a large number of non-stationary potentially cointegrated components. Examples include the degree of interdependence of corporate debt among different banks and its interplay with sovereign debt, both measured as a large system of credit default spreads (CDS), but also risk analysis for large-dimensional portfolios containing many different nonstationary elements such as exchange or interest rates in the presence of a limited number of applicable observations during crisis times. Generally, the standard tool to handle multivariate nonstationary time-series has been the vector error correction model (VECM)
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as introduced by Engle and Granger (1987). But even for settings with a fixed number of dimensions mildly exceeding two, existing econometric techniques for VECM often fail to provide accurate, testable and computationally tractable estimates, e.g. sequential Johansen tests (Johansen, 1988, 1991) and refinements thereof such as e.g. Xiao and Phillips (1999), Hubrich, Lütkepohl and Saikkonen (2001), Boswijk, Jansson and Nielsen (2012), Cavaliere et al. (2012). In the high-dimensional case of the examples before, however, also information criteria based techniques such as Chao and Phillips (1999) are no longer applicable and novel types of methods are required which need a completely different statistical analysis. Such techniques are important for understanding the explicit interplay of different market components in order to judge their systemic importance and market relevance.

In this paper, we provide a Lasso-type technique for consistent and numerically efficient model selection when the dimension is allowed to increase with the number of observations at some polynomial rate. Model determination is treated as a joint selection problem of cointegrating rank and VAR lags. In this case, we exploit a sparse model structure in the sense that from a large number of potential cointegration relations, in practice, only a small portion of them are actually prevalent for the system. In the same way, a small and fixed number of VAR lags is considered sufficient for a parsimonious model specification. Within this maximum lag range, however, our model selection technique is independent from the lag ordering detecting non-consecutive lags. We show consistency of model selection by the proposed adaptive group Lasso-VECM estimator requiring only weak moment conditions on the innovations allowing for a wide range of applications. Moreover, we also cover the case of weak dependence in the error term and obtain rank selection consistency despite the fact that least squares pre-estimates of the cointegration matrix are inconsistent in this case. As a by-product, we also derive the statistical properties of the obtained Lasso-estimates for the loadings. A simulation study shows the effectiveness of the proposed techniques in finite samples treating cases of dimension up to 50 with realistic empirical sample sizes. In the empirical example, the new techniques allow us to study a joint system of 15 credit default swaps (CDS) log prices of European sovereign countries and banks - for which there has been no theoretically valid and feasible model determination technique in the literature so far.

Our work builds on the excessive literature of VECM as summarized e.g. in Lütkepohl (2007) as well as on results for Lasso-type techniques from the standard i.i.d. setting originating from Tibshirani (1996) and Knight and Fu (2000). In particular, we employ ideas from adaptive Lasso by Zou (2006) for improved selection consistency properties by weighted penalties and use the group structure as in Yuan and Lin (2006) for group-Lasso which allows for simultaneous exclusion and inclusion of certain variables. For the high-dimensional case, consistency results for Lasso have been developed by Bickel, Ritov and Tsybakov (2009), Zhao and Yu (2006) and in a group-Lasso case in Wei and Huang (2010).

Our proposed technique is particularly related to a recent literature which uses Lasso in a high-dimensional time series context. Kock and Callot (2015) and Basu and Michailidis (2015) provide model determination techniques in a stationary high-dimensional VAR context. There has also been a recent empirical literature which employs Lasso-type pe-
nalizing algorithms for VECM without mathematical proofs, see Signoretto and Suykens (2012), Wilms and Croux (2016). To the best of our knowledge, comparable settings of determining cointegrated time series have only been investigated in three recent theoretical papers by Liao and Phillips (2015) in fixed dimensions and Zhang, Robinson and Yao (2018) and Onatski and Wang (2018) in high dimensions. In particular for fixed dimensions, Liao and Phillips (2015) are the first to propose a Lasso-procedure for VECM with theoretical proofs. Their procedure, however, penalizes the eigenvalues of a generally asymmetric matrix which limits the applicability of the technique to specific fixed dimensional settings. Zhang, Robinson and Yao (2018) provide statistical results for a factor model dealing with high-dimensional non-stationary time series with a focus on forecasting without employing a VECM structure. The focus of Onatski and Wang (2018) is not on model selection consistency but on asymptotic distributions of the eigenvalues.

The rest of the paper is organized as follows. In Section 2 and Section 3, we derive the Lasso objective function in a VECM specification in order to determine the cointegration rank and the VAR lags. The consistency results will be derived. Section 4 extends the Lasso objective function in a VECM specification in order to determine the cointegration rank and the VAR lags. The consistency results will be derived. Section 5 we study the finite-sample performance of the method in several simulation experiments. We also provide an empirical application to CDS data for European countries and banks in Section 6. Section 7 concludes. Proofs for Sections 2 and 3 are contained in the online supplementary.

Throughout the paper, we use the following notation. For a vector \( x \in \mathbb{R}^m \), the \( l_2 \) norm is defined as \( \|x\|_2 = \sqrt{\sum_{j=1}^{m} x_j^2} \) and \( \|x\|_\infty = \sup_{1 \leq j \leq m} |x_j| \) is the \( l_\infty \) norm. For a matrix \( A = ((A_{ij})) \) of dimension \( m \times l \), \( \|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{l} A_{ij}^2} \) denotes the Frobenius norm and \( \|A\|_2 = \sup \{ \|Ax\|_2 : x \in \mathbb{R}^l \text{ with } \|x\|_2 = 1 \} \) the \( l_2 \) norm. Besides, we denote by \( \lambda_j(C) \) the \( j \)-th largest eigenvalue of a square matrix \( C \) in absolute value, where as \( \sigma_j(A) \) is the \( j \)-largest singular value of \( A \), i.e. \( \sigma_j^2(A) = \lambda_j(A'A) \). Without loss of generality, we assume the singular values to be non-negative for notational convenience. We use \( \text{vec}(A) = [A'_1, A'_2, \ldots, A'_m] \) for vectorizing a matrix \( A \) by stacking all columns where \( A_j \) is the \( j \)th column in matrix \( A \). For \( \text{rank}(A) = l < m \), the orthogonal complement to a matrix \( A \) is defined as \( \mathcal{A}_\perp = \{ U \in \mathbb{R}^{m \times (m-l)} | U'A = 0 \} \). For an orthonormal \( A_\perp \) of \( A \) it holds that \( A_\perp \in \mathcal{A}_\perp \) and in addition that \( A'_\perp A_\perp = I_{m-l} \).

2. Cointegration rank selection

2.1. Set-up and fundamental results

We consider a general VECM set-up with unknown rank and general lag order which both enter the model selection problem. Thus complete model specification amounts to both rank and lag order determination.

In particular, we consider an \( m \)-dimensional \( I(1) \) time series \( Y_t \), i.e. \( Y_t \) is nonstationary and \( \Delta Y_t = Y_t - Y_{t-1} \) is stationary for \( t = 1, \ldots, T \) in the following general VECM specification:

\[
\Delta Y_t = PIY_{t-1} + B_1\Delta Y_{t-1} + \cdots + B_p\Delta Y_{t-p} + w_t
\] (1)
for \( t = 1, \ldots, T \), where \( B_k \) are \( m \times m \) stationary lag coefficient matrices for \( k = 1, \ldots, K \) and \( \Pi \) is the \( m \times m \) cointegration matrix of rank \( r \) with \( 0 \leq r < m \) marking the number of cointegration relations in the system. In case of \( r = m \), all the components in \( Y_t \) are stationary, which is not relevant to our non-stationary time series setting. \( \Pi \) can be decomposed as \( \Pi = \alpha \beta' \), where \( \beta \in \mathbb{R}^{m \times r} \) constitutes the \( r \) long-run cointegrating relations and \( \alpha \in \mathbb{R}^{m \times r} \) is a loading matrix of rank \( r \). This decomposition is unique up to a nonsingular matrix \( H \), so only the space of cointegration relations is identified but not \( \beta \). Without loss of generality, we set \( \beta \) as orthogonal, i.e. \( \beta' \beta = I_r \).

Our setup is high-dimensional, thus both, dimension \( m \) and cointegration rank \( r \), can grow with sample size \( T \). This treats the practically most important case, as e.g. for large dimensional portfolios with nonstationary components like credit default swaps or exchange rates the number of relevant cointegration relations might increase with sample size. Also from the technical side, this is the interesting innovative case, treating high-dimensionality in the nonstationary parts. For the stationary transient components, however, we set the maximum possible lag length \( P \) as sufficiently large but fixed independent of \( T \), such that it is an upper bound for the true lag length \( p \), i.e. \( p < P \). In this case, \( B_{p+1}, \ldots, B_P \) are all zero matrices. A fixed \( P \) or \( p \) is chosen for convenience to keep proofs to a minimum with no apparent restriction for practical problems. An extension to \( P \) or \( p \) increasing with \( T \) would be technically straightforward and covered by standard arguments for stationary components (see e.g. Basu and Michailidis (2015)).

In the following, we work with the matrix version of (1)

\[
\Delta Y = \Pi Y_{t-1} + B \Delta X + W
\]

(2)

where \( \Delta Y = [\Delta Y_1, \ldots, \Delta Y_T], Y_{t-1} = [Y_0, \ldots, Y_{T-1}], B = [B_1, \ldots, B_P], W = [w_1, \ldots, w_T], \) and \( \Delta X = [\Delta X_0, \ldots, \Delta X_{T-1}] \) with \( \Delta X_{t-1} = [\Delta Y_{t-1}', \ldots, \Delta Y_{T-1}', \Delta X_{t-1}]' \).

For model selection, we disentangle the joint lag-rank selection problem by employing a Frisch-Waugh-idea in the VECM model (2). With this, we obtain two independent criteria for lag and rank choice which can be computed separately. For rank selection, the partial least squares pre-estimate \( \hat{\Pi} \) can be obtained from the corresponding partial model when removing the effect of \( \Delta X \) in \( \Delta Y \) and \( Y_{t-1} \) by regressing \( \Delta Y' M_{\Delta x} \) on \( Y_{t-1} M_{\Delta x} \) with \( M_{\Delta x} = M = I_T - \Delta X'(\Delta X \Delta X')^{-1} \Delta X \). Therefore, (2) is equivalent to

\[
\Delta \tilde{Y}_t = \alpha \beta' \tilde{Y}_{t-1} + \tilde{w}_t
\]

(3)

with components \( \Delta \tilde{Y} = \Delta Y M, \tilde{Y}_{t-1} = Y_{t-1} M \) and \( \tilde{W} = W M \). Thus model selection is reduced to rank selection only in (3).

Given the high-dimensional set-up, we allow for very general error terms \( w_t \) not imposing any specific distributional assumption but just requiring moment assumptions to be satisfied which is key for the practical applicability of the procedure.

**Assumption 2.1.** For the error component \( w_t \) in (1) exists a representation \( w_t = \Sigma^{1/2} e_t \) where the elements satisfy the following conditions

1. \( e_t \) is a sequence of independent copies of \( e \) with \( E(e) = 0 \) and \( E(ee') = I_m \) and independence also holds for all elements in \( e_t \), i.e. for \( k \neq l \) and \( k, l = 1, 2, \ldots, m \), \( E(e^k_t|e^l_t) = 0 \) where \( e^k_t \) denotes the \( k \)-th element in \( e_t \).
2. Each element in $e$ fulfills $E(|e^k|^{4+\delta}) < \infty$ for some $\delta > 0$ and all $k \leq m$.

3. For $\Sigma_w = (\Sigma_{w,jk})^{m}_{j,k=1}$ there exist $\tau_w > 0$ and $0 < K_w < \infty$ such that $\max_{j \leq m} \sum_{k=1}^{m} |\Sigma_{w,jk}| \leq K_w$ and $\lambda_m(\Sigma_w) \geq \tau_w$.

The requirement of i.i.d. components in the error term representation allows focusing on the key aspects of our Lasso selection procedure in the high dimensional set-up while keeping technical results to a minimum. In Section 4, we show how this Assumption can be generalized admitting linear forms of weak dependence. Such a general setting, however, requires a proof for a general strong invariance principle which is key for our consistency results but not available under weak dependence for high dimensions in the literature so far.

From the first two points in Assumption 2.1, $\Sigma_w$ denotes the covariance matrix of $w_t$. The third point imposes a sparse structure and ensures positive definiteness of $\Sigma_w$ through bounding the smallest eigenvalue of $\Sigma_w$ away from zero. This sparsity condition is satisfied if $\Sigma_w$ is a banded diagonal matrix with off-diagonal entries far away from the diagonal decaying to zero fast enough (see e.g. Bickel and Levina (2008)). In practice, this seems plausible e.g. in the case of sovereign CDS as treated in the empirical example that geographical distance between countries implies such a cross-section decay structure in the innovations naturally.

Our shrinkage selection procedure for the cointegration rank is based on a least squares pre-estimate of $\Pi$ from the $M_\Delta$-transformed VECM equation (3)

$$\tilde{\Pi} = \left(\Delta YMY'_{-1}\right)\left(Y'_{-1}MY'_{-1}\right)^{-1}$$

of the cointegration matrix $\Pi$ whose statistical properties rely on the decomposition of the transformed $Y_t$ into a stationary and a non-stationary component. Such a representation generally exists under the following assumptions (see Engle and Granger (1987)):

**Assumption 2.2.**

1. The roots for $|(1 - z)I_m - \Pi z - \sum_{j=1}^{p} B_j(1 - z)z^j| = 0$ is either $|z| = 1$ or $|z| > 1$.

2. The number of roots lying on the unit circle is $m - r$.

3. The matrix $\alpha'_{\perp}(I_m - \sum_{i=1}^{p} B_i)\beta_{\perp}$ is nonsingular with $||(\alpha'_{\perp}(I_m - \sum_{i=1}^{p} B_i)\beta_{\perp})^{-1}||_2 < \infty$.

The last point of Assumption 2.2 is a stronger version than in fixed dimensional case which requires that the smallest singular value of $\alpha'_{\perp}\beta_{\perp}$ to be significantly different from zero, which is equivalent to that the basis generating $\beta$ can not be close to any of the basis of $\alpha_{\perp}$.

It is well known that for the standard low-dimensional setup with fixed $m$ in (1) and Assumptions 2.1 and 2.2, the standard least squares estimator in (4) is consistent (see e.g. Lütkepohl, 2007). In our high-dimensional case, however, we need to explicitly derive its statistical properties. These are key for the construction and validity of a Lasso cointegration rank selection procedure in this paper.

Thus we require the following assumptions reflecting the high-dimensional setting. In the subcase of fixed dimension $m$, these conditions are trivially fulfilled.
Assumption 2.3. 1. All singular values $\sigma_j(\alpha)$ of $\alpha$ fulfill
$0 < \sigma_r(\alpha) \leq \cdots \leq \sigma_1(\alpha) < \infty$ and there exist $\tau_1 > 0$ and $K_1 > 0$ such that
\[ r^{\tau_1} \sigma_r(\alpha) \geq K_1. \]

2. For $B_p = (B_p(i,j))_{i,j=1}^m$ it holds that $\max_{1 \leq i,j \leq m} |B_p(i,j)| \geq \varepsilon_B > 0$ with $\varepsilon_B > 0$ and
for $B$ defined in (2) there exists a positive $K_B < \infty$ such that $\|B\|_2 < K_B$.

With both dimension $m$ and cointegration rank $r$ increasing with sample size, $\alpha' \alpha$ converges by construction to a compact operator of which the spectrum is well-known to have zero as an accumulation point (cp. Zhao and Yu (2006)). Since therefore the smallest singular value of $\alpha$ in (3) has a converging subsequence to zero, Assumption 2.3 connects the admissible rate of divergence of the rank $r$ with the rate of decay in singular values of $\alpha$ (cp. the high-dimensional factor model literature, e.g. Li, Li and Shi (2017)). Thus for deriving statistical properties of corresponding estimates in this set-up this rate that $\sigma_r(\alpha)$ decays to zero restricts the rate at which $r$ can increase with $T$. We generally denote elements as relevant if they are non-zero in finite samples but with potentially zero limits or accumulation points asymptotically.

The assumption $\|B\|_2 < \infty$ is important in a high dimensional setting for avoiding that relevant non-zero elements concentrate on one row or one column only such that a necessary moment bound on $\Delta Y_t$ can no longer be inferred from the assumptions above.

The statistical properties of $\tilde{\Pi}$ rely on a $Q$-transformation of the defining $M_{\Delta \alpha}$-transformed VECM equation (3) which allows to disentangle stationary and nonstationary components. We set $Q = \begin{bmatrix} \beta' \\ \alpha'_\perp \end{bmatrix}$ and $Q^{-1} = \begin{bmatrix} \alpha(\beta' \alpha)^{-1} & \beta_\perp (\alpha'_\perp \beta_\perp)^{-1} \end{bmatrix}$, where $\alpha_\perp$ and $\beta_\perp$ are orthogonal complements of $\alpha$ and $\beta$ respectively, as defined in Assumption 2.2. After $Q$-transformation of (3) we get
\[
\Delta \tilde{Z}_{1,t} = \beta' \alpha \tilde{Z}_{1,t-1} + \tilde{v}_{1,t} \\
\Delta \tilde{Z}_{2,t} = \tilde{v}_{2,t}
\]
where $\tilde{Z}_t = Q\tilde{Y}_t = [(\beta' \tilde{Y}'_t), (\alpha'_t \tilde{Y}'_t)]'$ and $\tilde{v}_t = Q\tilde{v}_t = [\tilde{v}'_{1,t}, \tilde{v}'_{2,t}]'$. Note that by definition, the first component $\tilde{Z}_{1,t}$ of dimension $r$ is stationary and the $(m - r)$-dimensional remainder $\tilde{Z}_{2,t}$ is a unit root process. We also denote $Z_t = QY_t = [Z_{1,t}', Z_{2,t}']'$, and $v_t = Qw_t = [v'_{1,t}, v'_{2,t}]'$. From (5) the corresponding estimate of the cointegration matrix is obtained as
\[
Q\tilde{\Pi}Q^{-1} = \left( \sum_{t=1}^{T} \Delta \tilde{Z}_{t-1} \tilde{Z}_{1,t-1}' \sum_{t=1}^{T} \Delta \tilde{Z}_{t-1} \tilde{Z}_{2,t-1}' \right)^{-1}
\]
with $\tilde{\Pi}$ from (4). For this, the statistical properties can be derived in a block-wise way. The result is stated in the following theorem.

Denote by $M = [M_1', M_2']'$ an $m$-dimensional martingale process with covariance $Q\Sigma_w Q'$ with $\Sigma_w$ from Assumption 2.1 where each component $M^k$ constitutes a Brownian motion starting at zero and $M_1$ marks the first subvector of dimension $r$ and $M_2$
for the vector of the last \(m - r\) elements. In the following, given the rank \(r < m\), for any matrix \(A \in \mathbb{R}^{m \times m}\), denote the top-left \(r \times r\) block of \(A\) by \(A_{11}\), the bottom-left \((m - r) \times r\) block by \(A_{12}\), the top-right \(r \times (m - r)\) block by \(A_{21}\), and the bottom right \((m - r) \times (m - r)\) block by \(A_{22}\) respectively.

**Theorem 2.1.** Let Assumptions 2.1, 2.2, and 2.3 hold. With \(D_T = \text{diag}(I_r, T I_{m-r})\) define

\[
\tilde{\Psi} = Q\tilde{\Pi}Q^{-1}D_T \quad \text{and} \quad \Psi = \begin{bmatrix}
\beta' & \alpha \\
0 & V_{12}
\end{bmatrix}.
\]

with \(V_{i2} = (\int_0^1 dM_i(s)M_i'(s))((\int_0^1 M_2(s)M_2'(s)ds)^{-1} \text{ for } i = 1, 2\) with \(M_1 \in \mathbb{R}^r\) and \(M_2 \in \mathbb{R}^{m-r}\) as defined right above.

Then for \(r = O\left(m^{\frac{1}{2r+1}}\right)\) we get blockwise

\[
||\tilde{\Psi}_{11} - (\beta' \alpha)||_F = O_p\left(\frac{r}{\sqrt{T}}\right) \\
||\tilde{\Psi}_{12} - V_{12}||_F = O_p\left(m\sqrt{\frac{(\log T)(\log \log T)^{1/2}}{T^{1/2}}}\right) \\
||\tilde{\Psi}_{21}||_F = O_p\left(m\sqrt{\frac{mr}{T}}\right) \\
||\tilde{\Psi}_{22} - V_{22}||_F = O_p\left(m\sqrt{\frac{(\log T)(\log \log T)^{1/2}}{T^{1/2}}}\right).
\]

Under suitable restrictions on the expansion rates of \(m\) and \(r\) consistency of all components in \(\tilde{\Psi}\) can be reached. For the stationary components the standard fixed-dimensional \(T^{-1/2}\) rate is slowed down by the expansion rates of \(r\) and \(mr\). For the nonstationary components, however, the convergence rate depends on the moment conditions of the innovations. In particular, the limit results for the nonstationary blocks in Theorem 2.1 yield stochastic elements of \(\Psi\) with a general martingale structure of only elementwise Brownian motions instead of a standard multivariate Brownian motion. This is because generally in the high dimensional set-up, a vector composed of elementwise Brownian motion processes does not necessarily follow a multivariate Brownian motion in contrast to standard multivariate fixed dimensional case, see Kosorok and Ma (2007). With higher moment assumptions on the innovation than Assumption 2.1, however, a Brownian motion type limit and faster rates of convergences could be achieved. Though for general applicability of our subsequent methodology to financial market data, the stated rates are sufficient and we therefore refrain from imposing moments beyond \(4 + \delta\).

Note that the technical condition \(m^{\frac{1}{2r+1}}\) imposes an upper bound for the expansion rate of the rank \(r\) depending on the rate of decay of the smallest singular value \(\sigma_r(\alpha)\) in \(T\). Combined with Assumption 2.3, it implies that for fast decreasing subsequences of \(\sigma_r(\alpha)\), the polynomial exponent \(\tau_1\) must also be large, imposing a binding restriction on the rate of \(r\). Whereas in the case with any subsequence of \(\sigma_r(\alpha)\) approaching zero not too rapidly, identification of relevant elements is easier and thus \(r\) can increase faster.
When the dimension $m$ is fixed, all the singular values of $\alpha$ are significantly different from zero, which is equivalent to assume $\tau_1 = 0$ and thus there is no restriction on $r$.

We can combine the blockwise results of Theorem 2.1 to obtain the following corollary.

**Corollary 2.1.** Let Assumptions 2.1, 2.2, and 2.3 hold. Moreover, we require $m = O(T^{1/4-\varepsilon})$ with $\varepsilon \in (0, \frac{1}{4}]$ and $r = O \left( m^{\frac{1}{m+1}} \right)$. Then:

$$
||\hat{\Psi} - \Psi_0||_F = o_P(1)
$$

with $\hat{\Psi}$ as in Theorem 2.1 and $\Psi_0 = Q\Pi Q^{-1} = \begin{pmatrix} \beta'\alpha & 0 \\ 0 & 0 \end{pmatrix} = E(\Psi)$.

Thus the Q-transformed $\hat{\Pi}$ consistently estimates the population counterpart under the stated conditions on $m$ and $r$. The admissible expansion rate $m = O(T^{1/4-\varepsilon})$ mainly results from the mild $(4 + \delta)$ moment condition on the innovations in Assumption 2.1 and the strong invariance principle. Fixed dimensions are included as a special case for $\varepsilon = \frac{1}{4}$. Hence, the relevant $r$-dimensional stationary part can be consistently identified as all other components of $\Psi$ have expectation 0.

2.2. Adaptive Group LASSO for rank selection: Idea, procedure and statistical results

The basic principle of standard Lasso-type methods is to determine the number of covariates in a linear model according to a penalized loss-function criterion. Likewise, the determination of the cointegration rank in (1) amounts to distinguishing the vectors spanning the $r$-dimensional cointegration space from the $(m - r)$ basis of its orthogonal complement. This is also equivalent to separating the $r$ relevant singular values of $\Pi$ in (3) from the non-relevant ones, where the number of relevant singular values corresponds to the rank. Thus, the corresponding loading matrix for the stationary part $\tilde{Z}_{1,t} = \beta'\hat{Y}_{t-1}$ in (5) is $\alpha$ while the remainder $\beta'_t\hat{Y}_{t-1}$ should get loading zero in the $Q$-transformed defining VECM equation (3). We use the QR decomposition with column-pivoting\(^1\) to detect the rank of $\Pi = \alpha\beta' = SR$ as the rank of $R$, where $S$ is orthonormal, i.e. $S'S = I$, and $R$ is an upper triangular matrix \(^2\). Column-pivoting orders columns in $R$ according to size putting zero rows at the end.\(^3\) Thus the rank $r$ of $\Pi$ corresponds to the number of relevant columns in $R$.

The challenge is, to show that such disentangling of the stationary part $\tilde{Z}_1$ from the non-stationary $\tilde{Z}_2$ also works empirically when starting from estimated objects instead of true unobserved population counterparts. Thus calculating the rank from a $QR$-decomposition with column pivoting of the consistent pre-estimate $\hat{\Pi}$ does indeed

---

\(^1\)We denote the orthogonal matrix in the QR-decomposition by $S$ in order to avoid labeling confusion with the Q-transformation used in equation (5).

\(^2\)Such a decomposition exists for any real squared matrix. It is unique for the invertible $\hat{\Pi}$ if all diagonal entries of $R$ are fixed to be positive. There are several numerical algorithms like Gram-Schmidt or the Householder reflection which yield the numerical decomposition.

\(^3\)Generally, column pivoting uses a permutation on $R$ such that its final elements $R(i,j)$ fulfill: $|R(1,1)| \geq |R(2,2)| \geq \ldots \geq |R(m,m)|$ and $R(k,k)^2 \geq \sum_{i=k+1}^j R(i,j)^2$. Further properties of this decomposition can be found e.g. in Stewart (1984).
yield a consistent estimate of the true rank $r$. In particular, this requires ensuring that true non-relevant singular values, loadings or entries can be distinguished from elements which just appear as non-relevant due to estimation but which in fact truly are relevant which would delude the rank choice. In the following, we show that different speeds of convergence in the stationary and nonstationary parts, however, help to disentangle the two components and can be cleverly exploited in constructing weights for a consistent adaptive group Lasso procedure.

For the Lasso-type objective function, we obtain a pre-estimate for the space of $\beta$ and $\beta_\perp$ respectively from the QR decomposition with column-pivoting of $\bar{\Pi}'$ as

$$
\bar{\Pi} = \tilde{R}' \tilde{S}' = \begin{pmatrix} \tilde{R}_{11}' & \tilde{R}_{12}' \\ \tilde{R}_{21}' & \tilde{R}_{22}' \end{pmatrix} \begin{pmatrix} \tilde{S}_1' \\ \tilde{S}_2' \end{pmatrix} = \begin{pmatrix} \tilde{R}_{11}' & 0 \\ \tilde{R}_{12}' & \tilde{R}_{22}' \end{pmatrix} \begin{pmatrix} \tilde{S}_1' \\ \tilde{S}_2' \end{pmatrix}
$$

(7)

where $\tilde{S}$ is $m \times m$ orthonormal, i.e. $\tilde{S}' \tilde{S} = I$, with components $\tilde{S}_1' \in \mathbb{R}^{r \times m}$ and $\tilde{S}_2' \in \mathbb{R}^{(m-r) \times m}$. $\tilde{R}$ is an upper triangular matrix with blocks $\tilde{R}_1 = (\tilde{R}_{11} \ \tilde{R}_{12}) \in \mathbb{R}^{r \times m}$ and $\tilde{R}_2 = (0 \ \tilde{R}_{22}) \in \mathbb{R}^{(m-r) \times m}$ and components with the same notation as for Theorem 2.1 where $\tilde{R}_{11} \in \mathbb{R}^{r \times r}$, $\tilde{R}_{12} \in \mathbb{R}^{r \times (m-r)}$, and $\tilde{R}_{22} \in \mathbb{R}^{(m-r) \times (m-r)}$ of $\tilde{R}$ in (7). According to Corollary 2.1, for $m = O(T^{1/4-\varepsilon})$ with $\varepsilon \in (0, \frac{1}{4}]$, the estimate $\bar{\Pi}$ is a matrix of full-rank and also a consistent estimate of $\Pi$. Therefore the lower diagonal elements of $\tilde{R}_{22}$ are expected to be small. In particular, they converge to zero asymptotically at unit root speed $1/T$ as is shown in the following Theorem.

**Theorem 2.2.** Let Assumptions 2.1, 2.2, and 2.3 hold and $\bar{R}'_1$ denote the first $r$ and by $\bar{R}'_2$ the last $m-r$ columns of $\bar{R}'$ in the QR-decomposition (7) of $\bar{\Pi}'$. Besides, define $\tilde{\mu}_k = \sqrt{\sum_{j=k}^{m} \tilde{R}(k,j)^2}$. Then for $m = O(T^{1/4-\varepsilon})$ and $r = O(m^{\frac{1}{7}+\varepsilon})$ with $\varepsilon \in (0, \frac{1}{4}]$

1. $$||\beta_\perp' \tilde{S}_1'||_F = O_p\left(\frac{mr^{r_1}}{T}\right).$$
2. $\tilde{\mu}_k$ satisfy

$$\tilde{\mu}_k \in [\sigma_r(\alpha) - O_p\left(\sqrt{\frac{mr}{T}}\right), \sigma_1(\alpha) + O_p\left(\sqrt{\frac{mr}{T}}\right)] \quad k = 1, 2, \ldots, r$$

$$\tilde{\mu}_k = O_p\left(\frac{1}{T}\right) \quad k = r+1, \ldots, m$$

3. $\max_{1 \leq j \leq r} |\sigma_j(\tilde{R}_1) - \sigma_j(\alpha)| = O_p\left(\sqrt{\frac{mr}{T}}\right)$

The first part of Theorem 2.2 provides identification of the cointegration space spanned by $\beta$. In the respective rate, however, unit root speed is generally slowed down by $m$ and $r^{r_1}$ which is larger the faster $\sigma_r(\alpha)$ approaches zero in Assumption 2.3. But the subspace distance between $\tilde{S}_1$ and $\beta$ converges at a faster rate than the distance between $\tilde{R}_1$ and $\alpha'$. This is the key point in order to disentangle stationary and nonstationary components. Moreover, from point 2 of Theorem 2.2, the $l_2$-type weight $\tilde{\mu}_k$ achieves exact unit root speed for the irrelevant parts without affecting identification of the loadings $\alpha$ in speed of convergence. Therefore, $\tilde{\mu}_k$ yields a clearer separation of relevant and irrelevant columns and is the preferred weight for an adaptive Lasso procedure. Note that Theorem 2.2 contains the fixed dimensional case as a special case, where identification of the space of
β from $\tilde{S}_1$ is at unit root speed and the standard stationary speed $1/\sqrt{T}$ is obtained for the loadings.

The statistical properties of the QR-components of $\tilde{\Pi}$ derived in Theorem 2.2 inspire the construction of the following adaptive group Lasso objective function (8) with group-wise weights for the determination of the cointegration rank (see Wei and Huang (2010) for group Lasso in the standard univariate iid case). Hence columns $\tilde{R}'(.,j)$ of the adaptive group-Lasso estimator $\tilde{R}'$ minimize the following column-wise criterion over all $\tilde{R}'(.,j)$ for $j = 1, \ldots, m$

$$\sum_{t=1}^{T} \| \Delta \tilde{Y}_t - R' \tilde{S} \tilde{Y}_{t-1} \|_2^2 + \sum_{j=1}^{m} \lambda_{\text{rank}}^T \| R'(.,j) \|_2$$

where the penalization parameter $\lambda_{\text{rank}}^T$ and the weight $\gamma$ for adaptiveness in (8) are fixed and in practice pre-determined in a data-driven way. See the simulation and application in Sections 5 and 6 for details. We then obtain an estimate of the true cointegration rank $\hat{r}$ from (8) as $\hat{r} = \text{rank}(\tilde{R})$, where $\text{rank}(\tilde{R})$ equals the number of non-zero columns in $\tilde{R}'$.

This adaptive group Lasso procedure (8) exploits that according to Theorem 2.2 the last $m - r$ columns of $\tilde{R}'$ converge to zero at a rate faster than the rate of the first $r$ stationary columns for the stated conditions on $m$ and $r$. With this, we can construct adaptive weights for a model selection consistent group Lasso procedure, which put a faster diverging penalty on any element in the space orthogonal to $\beta$ and less on those stationary components in the cointegration space.

Remark 2.1. According to Theorem 2.2, the subspace distance between $\tilde{S}_1$ and $\beta$ converges at a faster rate than the subspace distance of $\tilde{R}_1$ and $\alpha$ under the given conditions on $m$ and $r$. Therefore the first step estimation error from using $\tilde{S}$ in (8) instead of the infeasible true $S_1$ is negligible for estimating $\tilde{R}$ from the Lasso criterion.

Moreover, even when $m$ and $r$ are both fixed, our approach features several advantages compared with existing literature: Firstly, the employed QR-decomposition is always real-valued without further constraints on the matrix $\tilde{\Pi}$. Thus the Lasso criterion (8) only contains real-valued elements and can be minimized with standard optimization techniques. In comparison, a corresponding eigenvalue decomposition of an asymmetric matrix as e.g. in Liao and Phillips (2015) would in general contain complex values leading to a non-standard harmonic function optimization problem in a respective Lasso objective function. Secondly, after the QR-transformation based on the consistent pre-estimator, the objective function (8) has the same penalized representation as standard Lasso problem and is therefore straightforward to implement with any available numerically efficient algorithm. So our method is direct and ready to use.

The following theorem provides the statistical properties of adaptive group Lasso estimate from (8).

**Theorem 2.3.** Under Assumptions 2.1, 2.2, and 2.3 and if $\lambda_{\text{rank}}^T$ satisfies $\lambda_{\text{rank}}^T = r^{\gamma + 1/2} \rightarrow 0$ and $\sum_{m^{k_2}}^{\infty} \frac{1}{m^{k_2}} \rightarrow \infty$, $m = O(T^{1/4-\varepsilon})$ with $\varepsilon \in (0, 1/4]$, and $r = O(m^{2\gamma + 1})$. Then the solution $\tilde{R}$ of the adaptive group Lasso criterion (8) satisfies
1. $\mathbb{P}\left(\sum_{j=1}^{m} \mathbb{1}_{R_{1}(.,j)\neq 0} = r\right) \geq 1 - C_1 \left(\frac{m^{3/2}}{\lambda_T^{rank}}\right)^2$ for some $C_1 < \infty$.

2. $||R_1 - \alpha H||_F = O_p(\sqrt{m})$ for some orthonormal matrix $H$.

Theorem 2.3 shows in part 1 rank selection consistency of the adaptive group Lasso technique for all admissible penalties $\lambda_T^{rank}$ satisfying $\lambda_T^{rank} = o(\frac{m^{3/2}}{r \gamma})$ and $\frac{m^{3/2}}{r \gamma} = o(\lambda_T^{rank})$. Under our assumption on the explosion rate of $m$ and $r$, setting e.g. $\gamma = 2$ allows for a large set of possible $\lambda_T^{rank}$ choices even if the exact rate of $r$ in unknown. Generally, the best finite sample performance is achieved if $\gamma$ is not too large as also standard in the literature on stationary adaptive Lasso. Please see also our finite sample results in Section 5.

The lower bound on $\lambda_T^{rank}$ ensures that with probability approaching 1 the irrelevant groups are excluded by the adaptive group Lasso procedure. Though if $\lambda_T^{rank}$ increases too rapidly also the non-zero columns of $R_1$ will be shrunk to zero. Limiting this bias induces the upper bound on $\lambda_T^{rank}$. In total, a larger dimension $m$ decreases the lower bound for the probability that the right model is selected. While a large rank $r$ and small $\sigma_r(\alpha)$ restrict the possible set of $\lambda_T^{rank}$, thus impacting the Lasso technique in an indirect way.

In part two of the Theorem, we get as a by-product to consistent cointegration rank selection also consistent estimates for $\alpha$ from the adaptive group Lasso criterion (8). Note that the obtained rate of convergence coincides with the infeasible oracle rate in the high-dimensional case when the true cointegration rate was known. In the case of fixed $r$ and $m$ we recover the standard stationary $T^{1/2}$-rate of convergence.

3. Lag selection

As for the rank choice, the standard VECM equation (2) is transformed in a Frisch-Waugh pre-step in order to focus on the lag selection. In particular, the effect of the nonstationary term $Y_{-1}$ is discarded by employing $C = I_T - Y_{-1}'(Y_{-1}Y_{-1})^{-1}Y_{-1}$ in (2)

$$\Delta \tilde{Y}_t = B \Delta \tilde{X}_{t-1} + \tilde{w}_t$$

(9)

where we write $\tilde{Y} = \Delta YC$ and $\tilde{X} = \Delta XC$ with $B = (B_1, \ldots, B_P) \in \mathbb{R}^{m \times mP}$. In contrast to the rank transformation $M$, the lag transformation $C$ contains nonstationary objects. Thus, the statistical properties of the transformed objects $\tilde{Y}_t$ and $\Delta \tilde{X}_{t-1}$ must be explicitly derived. For the technical results we refer to Lemma 3 in the online supplementary. For the true lag length $p < P$, we denote by $I_B$ the set of indices with non-zero lag coefficient matrices $B_j$ for $1 \leq j \leq p$ and set $B_0 \in \mathbb{R}^{m \times lm}$ with $l \leq p$ as $B_0 = (B_j)_{j \in I_B}$ the stacked matrix of non-zero lag coefficient matrices in $B$.

For lag selection, we obtain the least squares estimator $\tilde{B}$ and the Ridge estimator $\tilde{B}$.
of the transient lag components \( B \) from equation (9) as

\[
\tilde{B} = \left( \frac{1}{T} \sum_{t=1}^{T} \Delta Y_t \Delta X_{t-1}' \right) \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}' \right)^{-1} (10)
\]

\[
\hat{B} = \left( \frac{1}{T} \sum_{t=1}^{T} \Delta Y_t \Delta X_{t-1}' \right) \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}' + \frac{\lambda_T^{\text{ridge}}}{T} I_{mP} \right)^{-1}. (11)
\]

While we will show that both estimators are consistent, the least squares estimate \( \tilde{B} \), however, suffers from substantial multicollinearity effects. Therefore it is more favorable in practice to work with the Ridge estimator \( \hat{B} \). In fact, for the construction of the adaptive Lasso procedure below it is crucial to base the weights on the Ridge pre-estimate \( \tilde{B} \) for valid finite sample selection results on \( I_B \) and \( p \).

The statistical properties of \( \tilde{B} \) and \( \hat{B} \) are provided in the following Theorem.

**Theorem 3.1.** Let Assumptions 2.1, 2.2, and 2.3 hold and \( \tilde{B} \) and \( \hat{B} \) are as defined in (10) and (11). Assume \( m = O(T^{\frac{1}{4}}) \) with \( \varepsilon \in (0, 1/4] \). Then

\[
\| \text{vec}(\tilde{B} - B) \|_\infty = O_p \left( \sqrt{\log m} \right) T \]

\[
\| \text{vec}(\hat{B} - B) \|_\infty = O_p \left( \sqrt{\log m} \right) T
\]

if \( \lambda_T^{\text{ridge}} = o(\sqrt{T}) \) for \( \hat{B} \) in (11).

Note that all components in both estimators depend on the initial transformation \( C \). Therefore for the consistency rates in Threorem 3.1 explicit rates of all blocks in (10) and (11) are crucial and therefore derived in the technical Lemma 3 in the online supplementary.

From Theorem 3.1 we obtain consistency results in the \( l_\infty \) norm for the vectorized coefficient matrices \( B_j \) with \( j = 1, \ldots, P \) of the stationary transient components in (13). In contrast to the rank selection case, for the stationary lag coefficient pre-estimates there is no difference in speed between true zero coefficient matrices and non-zero ones only estimated as zero as in standard stationary adaptive Lasso selection problems. Thus we adopt the \( l_\infty \) norm in order to carefully ensure that if there exists at least one non-zero element in a coefficient matrix, the corresponding lagged term is relevant to the model. Compared to \( l_2 \) or Frobenius norm, \( l_\infty \) increases with the dimension \( m \) only at the logarithmic rate and is independent of the sparsity structure. It is therefore preferred as weight for the adaptive step.

Thus the adaptive Lasso estimate \( \hat{B} = (\hat{B}_1, \ldots, \hat{B}_P) \) of the lag coefficient matrices in (9) minimizes the following objective function in lag coefficient matrices \( B_j \in \mathbb{R}^{m \times m} \) of \( B = (B_1, \ldots, B_P) \in \mathbb{R}^{m \times m \times P} \)

\[
\sum_{t=1}^{T} \| \Delta \tilde{Y}_t - \sum_{j=1}^{P} B_j \Delta \tilde{Y}_{t-j} \|_2^2 + \lambda_T \sum_{j=1}^{P} \| \text{vec}(\hat{B}_j) \|_\infty^{-\gamma} \| B_j \|_F
\]

(12)
As in the case of rank selection, a lag \( k \) should be included into the model, whenever \( \hat{B}_k \) from the Lasso selection (12) is different from zero. Thus, in contrast to other model selection criteria, a Lasso-type procedure allows for the inclusion of non-consecutive lags, which we consider an additional advantage of the procedure.

We obtain an estimate \( \hat{p} \) of the true lag length from (12) as \( \hat{p} = \max_{1 \leq k \leq p}\{k|\hat{B}_k \neq 0\} \). We also define the estimated active set \( I_B \) of (12) as the set of indices with non-zero \( \hat{B}_j \) for \( 1 \leq j \leq p \), i.e., \( I_B = \{j|\hat{B}_j \neq 0\} \) and \( \hat{B}_0 = (\hat{B}_j)_{j \in I_B} \in \mathbb{R}^{m \times l_m} \) with \( l \leq p \) consists of estimated coefficient matrices of the true active set \( I_B \).

In the objective function (12), we penalize each coefficient matrix jointly by group Lasso rather than penalizing each element in the matrix separately. Such elementwise Lasso would be less robust in finite sample performance and potentially lead to problems in economic interpretation.

**Remark 3.1.** In the adaptive weight, theoretically also the use of the least-squares estimate \( \hat{B} \) is justified yielding the same consistency result as below for the Ridge estimate \( \hat{B} \). For a numerically stable adaptive Lasso procedure in finite samples, however, the use of the Ridge weight is essential in order to mitigate the large impact of multicollinearity effects. Also pre-estimates from an elastic net type procedure (see Zou and Hastie (2005)) or sure independence screening (see Fan and Lv (2008)) could be employed for a numerically stable weight in (12). Their detailed treatment, however, is beyond the scope of this paper.

The following theorem derives the statistical properties of the adaptive-group Lasso estimates \( \hat{B} \) of the lag coefficient matrices.

**Theorem 3.2.** Let Assumptions 2.1, 2.2, and 2.3 hold. Moreover, \( \frac{\lambda^{lag}_T}{\sqrt{T}} \to 0 \) and \( \frac{\lambda^{lag}_T \gamma}{m^2 (\log m)^{\gamma/2}} \to \infty \), \( m = O(T^{1/4-\varepsilon}) \), then for the solution \( \hat{B} \) of (12) with \( I_B, \hat{I}_B \) and \( B_0, \hat{B}_0 \) as defined below (9) it holds that

1. \( \mathbb{P}(\hat{I}_B = I_B) \geq 1 - \left( \frac{m^2 (\log m)^{\gamma/2} C_1}{\lambda^{lag}_T \gamma T^{1/2 (\gamma-1)}} \right)^2 \) with \( C_1 < \infty \).
2. \( \|\hat{B}_0 - B_0\|_F = O_p(\frac{m}{\sqrt{T}}) \).

Theorem 3.2 shows lag selection consistency together with consistency of the obtained adaptive Lasso estimates \( \hat{B}_0 \) for \( m \) diverging not too fast. This implies also consistency of the estimated lag length \( \hat{p} \) from (12). Note that also nonconsecutive lags are identified.

Note that for model selection consistency in the lag there is no impact of the fact that the true rank \( r \) is unknown. Technically this is because after \( C \) transformation, the effect of the stationary component \( Z_{1,t-1} \) is filtered out and the non-stationary \( Z_{2,t-1} \) decays to zero. Therefore, the rank just appears in the second order effect, see Lemma 3 in the online supplementary for details.

For consistent lag selection, the tuning parameter must satisfy \( \lambda^{lag}_T = o(\sqrt{T}) \) and \( \frac{m^2 (\log m)^{\gamma/2}}{T^{1/2 (\gamma-1)}} = o(\lambda^{lag}_T) \) with \( m = O(T^{1/4-\varepsilon}) \). These two conditions correspond to the results from Zou (2006) in the fixed dimensional case. The restrictions on \( \lambda^{rank}_T \) are significantly different from rank selection part for two reasons. First, the denominator of the condition \( \frac{m^2 (\log m)^{\gamma/2}}{T^{1/2 (\gamma-1)}} = o(\lambda^{lag}_T) \) is smaller than the corresponding part in the rank selection. This is
because the irrelevant basis there converges to zero at the rate of $T$ while in the stationary case, both relevant and irrelevant components converge at the rate of $\sqrt{T}$. This narrows down the possible set of $\lambda_T^{lag}$ compared to $\lambda_T^{rank}$. Second, the largest element in each coefficient matrix must be strictly bounded away from zero so that $\lambda_T^{lag} = o(\sqrt{T})$ is required. Setting $\gamma$ as 2 or 3, yields good finite sample performance for appropriate choices of $\lambda_T^{lag}$. Please see Section 5 for details.

4. Rank selection for weakly dependent error terms

In this section, we extend the cointegration rank consistency result to the case of weakly dependent error terms. For our high-dimensional set-up, this requires the derivation of a general functional convergence result under weak dependence which has not been available in the literature so far and is of interest on its own. Moreover, weak dependence also causes pre-estimates for the adaptive Lasso procedure to be biased which is a challenge in the construction of an appropriate rank selection criterion.

To derive and illustrate the main points, we focus in this section on the simple VECM case only with no lags (See also e.g. Phillips (2014) in the fixed dimensional case). Thus we work with

$$\Delta Y_t = \Pi Y_{t-1} + u_t$$

(13)

for $t = 1, \ldots, T$ where the dimension $m$ of $Y_t$ and rank $r$ of $\Pi = \alpha \beta'$ are diverging with $T$ as in (1). But now, we allow for a general weakly dependent form of the error term $u_t$ in (13).

Assumption 4.1. The error term has the representation $u_t = \sum_{j=0}^{\infty} A_j w_{t-j}$ with $A_0 = I_m$ where for the components it holds that

1. $w_t$ satisfies Assumption 2.1.
2. the coefficient matrices satisfy $\sum_{j=1}^{\infty} j \|A_j\|_F < \infty$.

In Assumption 4.1, the coefficient matrices of this infinite moving average process $u_t$ must decay to zero fast enough so that $u_t$ is a weakly dependent multiple time series and thus the partial sums can still be approximated by a Wiener process element-wise. In high dimensional case $\|A_j\|_F$ converges to zero at some rate actually imposes some sparse structure on the coefficient matrices. In particular, we get the following functional convergence result.

Theorem 4.1. Let Assumption 4.1 hold. Then each element in $u_t$ has bounded $(4 + \delta)$-th moment as the original innovation $e_t$. Besides, the partial sum of each $u^k_t$ can be approximated by Brownian motion, i.e.,

$$\max_{s \leq T} \left| \sum_{t=1}^{s} u^k_t - M^k(s) \right| = O_{a.s.}(T^{1/4}(\log T)^{3/4}(\log \log T)^{1/2}), \quad k = 1, 2, \ldots, m$$

where each component $M(s)^k$ in $M(s)$ follows a Brownian motion starting at zero and the covariance matrix of $M(1)$ is $\Sigma_u = (I_m + \sum_{j=1}^{\infty} A_j) \Sigma_w (I_m + \sum_{j=1}^{\infty} A_j)'$.  


This theorem is the crucial element for deriving the statistical properties of the adaptive Lasso pre-estimates and consistency of the cointegration rank selection procedure.

We can directly obtain the least-squares estimator $\tilde{\Pi}$ of $\Pi$ for the simple VECM (13) as

$$
\tilde{\Pi} = \sum_{t=1}^{T} \Delta Y_{t-1}' \sum_{t=1}^{T} Y_{t-1}' Y_{t-1}^{-1}
$$

(14)

which coincides with the estimate from equation (4) for the no lag case $p = 0$. We derive its statistical properties by using the $Q$-transformation from (5) to distinguish the $r$ stationary $Z_1$ from the $m - r$ nonstationary components $Z_2$ in $Z = QY = (Z_1', Z_2')'$. Note that the $Q$-transformed problem (13) simplifies in the rank only case to

$$
\begin{align*}
\Delta Z_{1,t} &= \beta' \alpha Z_{1,t-1} + v_{1,t} \\
\Delta Z_{2,t} &= v_{2,t}
\end{align*}
$$

(15)

with $v_t = Qu_t = (v_{1,t}', v_{2,t}')'$ where $v_1 \in \mathbb{R}^r$ and $v_2 \in \mathbb{R}^{m-r}$. Note that here $E(v_t Z_{1,t-1}')$ is non-zero, due to the possible dependence in $u_t$ and thus in $v_t$ according to Assumption 4.1. This causes an endogeneity bias such that left subspace generated by $\tilde{\Pi}$ in (14) does no longer approximate $\alpha$ but $\alpha_*$ defined as

$$
\alpha_*' = \alpha' + \Sigma_{z_1}^{-1} \Gamma_{v_z z_1}' (\alpha' \beta)^{-1} \alpha' + \Sigma_{z_1}^{-1} \Gamma_{v_z z_1}' (\beta_\perp \alpha_\perp)^{-1} \beta_\perp
$$

(16)

with $\Gamma_{u_z z_1} = E(v_t Z_{1,t-1}')$ and $\Sigma_{z_1} = E(Z_{1,t-1} Z_{1,t-1}')$. We also set $\Gamma_{v_z z_1} = E(u_t Z_{1,t-1}')$ with $i \in \{1, 2\}$. Though, for $\alpha_*$ defined in (16) Assumption 2.3 is not sufficient to ensure non-singularity of $\alpha_*' \alpha_*$. Singularity, however, would affect rank selection consistency of the Lasso procedure since the estimation error for the relevant $r$ basis would be inflated by an exactly zero smallest singular value of $\alpha_*$. We therefore require the condition in part 1 of Assumption 2.3 not only for $\alpha$ but also for the biased object $\alpha_*$. This is needed even in fixed dimensional case where an $\alpha_*$ without full row-rank would increase the estimation error for $\tilde{S}_1$ in the QR-decomposition (7) from unit root speed $\frac{1}{T}$ in Theorem 2.2 to only $\frac{1}{\sqrt{T}}$, which makes it indistinguishable from the stationary parts. Therefore we require the following assumption

**Assumption 4.2.** Let part 1 of Assumption 2.3 hold. Moreover, the singular values of $\alpha_*$ satisfy $0 < \sigma_r(\alpha_*) \leq \cdots \leq \sigma_1(\alpha_*) < \infty$. And there exist $K_2 > 0$ and $\tau_2 > 0$ such that $r^{\tau_2} \sigma_r(\alpha_*) \geq K_2$.

The size of $\tau_2$ and $\tau_1$ restricts the admissible expansion rates in $r$ and $m$ as shown in the Theorems below. For the rest of the subsection, we assume wlog that $\tau_2 \geq \tau_1$. The other cases would be easier to be identified.

Let $\mathbf{M}(s)$ denote the $m$-dimensional martingale process defined in Theorem 4.1, where $\mathbf{M}_1(s)$ marks the first $r$ elements and $\mathbf{M}_2(s)$ the last $m - r$ components.

**Theorem 4.2.** Let Assumptions 2.2, 4.1 and 4.2 hold. With $D_T = \text{diag}(I_r, T I_{m-r})$ and
Let Assumptions 2.2, 4.1 and 4.2 hold and stationary and nonstationary components

\[ r \]

by \( \Xi \)

Moreover, denote \( \beta \) the larger exponent in the log \( T \) before. Moreover, the rate restriction on \( Z \) defines

\[ \Pi \]

\[ \Psi = Q \tilde{\Pi} Q^{-1} D_T. \]

Moreover, denote

\[ \Psi_* = \begin{bmatrix} \beta' \alpha + \Gamma_{v1z1} \Sigma_{z1}^{-1} & \Gamma_{v2z1} \Sigma_{z1}^{-1} \Xi(\int_0^1 M_2(s)M'_2(s)ds)^{-1} + V_{12} \\ \Gamma_{v2z1} \Sigma_{z1}^{-1} & \Gamma_{v2z1} \Sigma_{z1}^{-1} \Xi(\int_0^1 M_2(s)M'_2(s)ds)^{-1} + V_{22} \end{bmatrix} \]

where \( \Xi = (\beta' \alpha)^{-1} \left( (\beta' \alpha + I_T) \Gamma_{v1z1} + \Sigma_{v1z2} + \Gamma_{012} + \int_0^1 dM_1(s)M_2'(s) \right) \) and \( V_{ij} = (\int_0^1 dM_i(s)M_j'(s) + \Gamma_{ij})(\int_0^1 M_j(s)M_j'(s)ds)^{-1} \) for \( i, j = 1, 2 \) with \( \Gamma_0 = \sum_{k=1}^\infty E(v_{i}v'_{t-k}) \) and all other elements as defined below (16).

Then for \( r = O(m^{\frac{1}{2^{r+1}}}) \) it holds that

\[ ||\tilde{\Psi}_{11} - \Psi_{*11}||_F = O_p(r \sqrt{T}) \]

\[ ||\tilde{\Psi}_{12} - \Psi_{*12}||_F = O_p(m^{1/2} \log(T)^{3/2} \log \log T) T^{1/2} \]

\[ ||\tilde{\Psi}_{21} - \Psi_{*21}||_F = O_p(m \sqrt{r}) \]

\[ ||\tilde{\Psi}_{22} - \Psi_{*22}||_F = O_p(m^{1/2} \log(T)^{3/2} \log \log T) T^{1/2} \].

There are two main differences between this result and the independent case in Theorem 2.1. First, there is a bias term \( \Gamma_{v1z1} \neq 0 \) due to the correlation between \( u_t \) and \( Z_{t-1} \). Second, the rate of convergence for the unit root part is slightly smaller due to the larger exponent in the log \( T \)-term. Though, the driving denominator is still \( T^{1/4} \) as before. Moreover, the rate restriction on \( r \) coincides with the iid case since the inverse of \( \beta' \alpha \) in \( \Xi \) causes the \( l_2 \)-norm of \( \Xi \) and thus of \( \Psi_{*12}, \Psi_{*22} \) to increase at rate of \( r^{\gamma_1} \).

For the parts in the QR-representation of \( \tilde{\Pi} \) we find the following key separation into stationary and nonstationary components

**Theorem 4.3.** Let Assumptions 2.2, 4.1 and 4.2 hold and \( \tilde{R}'_1 \) denote the first \( r \) by \( \tilde{R}'_2 \) the last \( m - r \) columns of \( \tilde{R}' \) in the QR-decomposition (7) of \( \tilde{\Pi} \) in (14). With \( \tilde{\mu}_k = \sqrt{\sum_{j=k}^m \tilde{R}(k,j)^2} \) for \( m = O(T^{1/4 - \epsilon}) \) and \( r = O(m^{\frac{1}{2^{r+1}}}) \) where \( \epsilon \in (0, \frac{1}{4}] \) it holds that

1. \[ ||\beta'_1 \tilde{S}_1||_F = O_p(\frac{mr^{1/2r_2}}{T}) \]

2. \( \tilde{\mu}_k \) satisfy

\[ \tilde{\mu}_k \in \left[ \sigma_r(\alpha_*) - O_p(\sqrt{\frac{mr}{T}}), \sigma_1(\alpha_*) + O_p(\sqrt{\frac{mr}{T}}) \right] \quad k = 1, 2, \ldots, r \]

\( \tilde{\mu}_k = O_p(\frac{r^{\gamma_1}}{T}) \quad k = r + 1, \ldots, m \)

3. \[ \max_{1 \leq j \leq r} |\sigma_j(\tilde{R}_1) - \sigma_j(\alpha_*)| = O_p(\sqrt{\frac{mr}{T}}) \].
Theorem 4.3 shows that identification of the cointegration space occurs at a slightly slower speed of convergence as in the iid-case of Theorem 2.2. Weak dependence in the innovation also slows down the convergence of the Lasso adaptive weights in the true zero parts from unit root speed to $r^{1/2}$. Both points make it harder for adaptive Lasso (8) to disentangle true stationary and nonstationary components. Technically, the difference in convergence rates of Theorem 4.3 and Theorem 2.2 results from the fact that for $\tilde{\Psi}$ with the additional bias $\Gamma_{1 \leq i \leq 1}$ the $l_2$ bounds for blocks in $\Psi$ cannot be attained. Convergence in the third part can only be attained for $\alpha < \alpha$ but the rate is unaffected.

Therefore, the same logic for the design of group Lasso weights from the iid case can still be employed. Thus, we can still use the adaptive group Lasso objective function (8) for rank selection with a pre-estimate $\tilde{S}$ from a QR-decomposition of $\tilde{\Pi}$ in (14). As before, it yields a columnwise estimate of $\tilde{R}'$ from which we can determine the cointegration rank. The statistical properties of this procedure are provided in the following theorem.

**Theorem 4.4.** Under Assumptions 2.2, 4.1 and 4.2, if $\lambda_{T}^{\text{rank}}$ satisfies $\frac{\lambda_{T}^{\text{rank}}}{\sqrt{T}}r^{1/2} \rightarrow 0$ and $\frac{\lambda_{T}^{\text{rank}}}{m^{1/2}p_{1}(\gamma+1)} \rightarrow \infty$, $m = O(T^{1/4-\varepsilon})$ with $\varepsilon \in (0,1/4]$, and $r = O(m^{1/2\gamma+1})$, then the solution $\tilde{R}$ of the adaptive group Lasso criterion (8) with pre-estimate $\tilde{S}$ from a QR-decomposition of $\tilde{\Pi}$ in (14) satisfies

1. $P\left(\sum_{j=1}^{m} \mathbb{I}_{\tilde{R}'(j) \neq 0} = r\right) \geq 1 - \tilde{C}_{0}(\frac{m^{3/2}p_{1}(\gamma+1)}{\lambda_{T}^{\text{rank}}})^{2}$ for some $\tilde{C}_{0} < \infty$

2. $||\tilde{R}'_{1} - \alpha_{*}H||_{F} = O_{P}(\sqrt{\frac{m}{T}})$

for some orthonormal matrix $H$.

Theorem 4.4 shows that given our assumptions, even if the innovations are weakly dependent, rank selection is still consistent. The estimate of the loading matrix, however, only consistently identifies $\alpha_{*}$ as defined in (16) which generally differs from $\alpha$.

5. Simulations

In this section, we illustrate the finite sample performance of our adaptive Lasso methodology. We consider three different high-dimensional scenarios

1. dimension $m = 20$, rank $r = 5$ and lag $p = 1$

2. dimension $m = 20$, rank $r = 5$ and lag $p = 0$

3. dimension $m = 50$, rank $r = 10$ and lag $p = 0$

Exact model specifications of $\Pi$ in (1) are constructed randomly by first generating two orthonormal matrices $U, V \in \mathbb{R}^{m \times r}$. Such orthonormal matrices can be obtained from QR-decomposition or singular value decomposition of a matrix with each element drawn from a standard normal distribution. Then we randomly draw elements for an $r \times r$ diagonal matrix $\Lambda$ from univariate standard normal until $\Pi = UAV'$ first satisfies Assumption 2.2. As the main focus of this paper is rank selection in a cointegrated model, in all set-ups coefficient matrices $B_{j}$ are set as diagonal with elements also drawn from a univariate standard normal. In this section, we set $P = 3$ to reduce computational time. Innovations $w_{t}$ in (1) are drawn from the standard Normal or $t$-distribution with degrees of freedom
<table>
<thead>
<tr>
<th></th>
<th>$T = 400$</th>
<th>$T = 800$</th>
<th>$T = 1200$</th>
<th>$T = 1600$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(0, I_m)$</td>
<td>84/98</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$df = 200$</td>
<td>81/96</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$df = 20$</td>
<td>76/98</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$df = 8$</td>
<td>82/99</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
</tbody>
</table>

Table 1: Model selection results for model 1 with $m = 20$, rank $r = 5$, lag $p = 1$, $\rho = 0$ and $\gamma = 3$.

df $\in \{8, 20, 200\}$ fulfilling the moment condition of Assumption 2.1. We study different degrees of cross-sectional dependence, with banded covariance matrices of the innovations of the form $\Sigma_w = (\rho^{i-j})_{ij}$ for $\rho = 0.0, 0.2, 0.4, 0.6$. We consider different combinations of these parameters for sample sizes $T = 400, 800, 1200, 1600$.

The exact specification of the considered setting and the estimating procedure can be replicated from the R-code available at [https://github.com/liang-econ/High_Dimensional_Cointegration](https://github.com/liang-econ/High_Dimensional_Cointegration) by setting the same seed. Throughout this section, the tuning parameter $\lambda_T^{rank}(\lambda_T^{lag})$ is selected by BIC as follows

$$
\min_{\lambda} \log |\hat{\Sigma}_w(\lambda)| + \frac{\log T}{T}||vec(A(\lambda))||_0
$$

where $A = \hat{R}(\lambda)$ in rank selection and $A = \hat{B}(\lambda)$ in lag selection, and $\hat{\Sigma}_w(\lambda)$ denotes the sample covariance matrix of the residuals for $\lambda$ from (3) or (9).

In the following tables, each cell contains the percentages $XX/YY$ of correct model selections by solving (8) and (12) for $b = 100$ repetitions of the respective model, where $XX$ denotes the number of correct rank selections while $YY$ is the number of correct lag length identifications. When the model has no transient terms, there exists only one number $XX$ representing rank selection results.

Table 1 studies the performance of the adaptive group Lasso procedure for $m = 20$ dimensions with true rank $r = 5$ and lag $p = 1$ with $\rho = 0$ in the cross-correlation of the innovations. From top to bottom the difficulty of the selection problem increases with less existing moments in the innovation terms. This is also reflected in the reported results with excellent overall performance except in extreme cases where $T^{1/4}$ is smaller than 5, but the treated dimension is $m = 20$. Here, the conditions for Lasso selection consistency with $m = o(T^{1/4})$ are hard to justify. Though performance of the Lasso procedure is still quite good but affected by heavier tails in the innovations in particular in the lag selection case. For the same setup of $\Pi$ and $B$ as in Table 1, we report model selection results for an almost normal type of innovation with $df = 200$ and substantial tail thickness $df = 20$ across different levels of strength in the cross-sectional correlation $\Sigma_w$ in Table 2. The results show that even for substantial correlation with $\rho = 0.6$, performance is reliable for $T \geq 800$ even in the case of for $df = 20$ innovations with excess-kurtosis of 0.375. Generally, a larger degree of freedom leads to better rank selection results given the same $T$ and $\rho$. Besides, simulations show that the size of $\rho$ has a significant effect on model selection, which highlights the importance of Assumption 2.1 on the structure of $\Sigma_w$, i.e., the column-wise sums of absolute values must converge fast enough.

Note that Tables 1 and 2 are obtained for $\gamma = 3$. Table 3 shows the effect of $\gamma$ on
Table 2: Model selection results for model 1 with $m = 20$, rank $r = 5$, lag $p = 1$ and $\gamma = 3$

<table>
<thead>
<tr>
<th>$df = 200$, $\rho = 0.0$</th>
<th>$df = 0.2$</th>
<th>$df = 0.4$</th>
<th>$df = 0.6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 400$ : 81/96, 100/100</td>
<td>78/98, 100/100</td>
<td>80/97, 100/100</td>
<td>71/88, 97/100</td>
</tr>
<tr>
<td>$T = 800$ : 100/100</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$T = 1200$ : 100/100</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$T = 1600$ : 100/100</td>
<td>100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
</tbody>
</table>

Table 3: Model selection results for model 1 with $m = 20$, rank $r = 5$ and lag $p = 1$ for different $\rho$ cross-section dependence with different $\gamma$-choices.

<table>
<thead>
<tr>
<th>$\gamma = 2$</th>
<th>$\rho = 0.0$</th>
<th>$\rho = 0.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 400$ : 89/91, 98/100</td>
<td>78/82, 97/100</td>
<td>76/98, 100/100</td>
</tr>
<tr>
<td>$T = 800$ : 98/100</td>
<td>97/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$T = 1200$ : 99/100</td>
<td>94/100</td>
<td>100/100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\gamma = 3$</th>
<th>$\rho = 0.0$</th>
<th>$\rho = 0.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 400$ : 89/92, 99/100</td>
<td>75/88, 94/100</td>
<td>81/96, 100/100</td>
</tr>
<tr>
<td>$T = 800$ : 99/100</td>
<td>94/100</td>
<td>100/100</td>
</tr>
<tr>
<td>$T = 1200$ : 100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\gamma = 4$</th>
<th>$\rho = 0.0$</th>
<th>$\rho = 0.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 400$ : 46/99, 100/100</td>
<td>48/97, 100/100</td>
<td>50/99, 100/100</td>
</tr>
<tr>
<td>$T = 800$ : 100/100</td>
<td>100/100</td>
<td>100/100</td>
</tr>
</tbody>
</table>

model selection in finite sample in the same setting of model 1. In small samples, $\gamma = 3$ is generally the best choice for consistent rank and lag selection. But with $\gamma = 2$ only slightly weaker results are obtained, while larger choices increase the weight in the penalty too much and yield substantially less appealing results across all considered tail specifications, cross-correlations and samples sizes. Generally, in the case of model 1 with 20 dimensions and $r = 5$, $p = 1$, the results demonstrate that with a sample size of $T = 800$ we get 100% perfect rank selection across all cross-correlation and tail scenarios given non-Gaussian innovations. Compare this to usual simulation evidence in high-dimensional set-ups as e.g in Zhang, Robinson and Yao (2018) which exclusively use Gaussian innovations and require sample sizes of $T = 2000$ for comparable performance.

Besides, we present the estimation error of the loading matrix $\hat{R}_1$ and the cointegrating space $\tilde{S}_1$ in Figure 1 for $df = 20$ and in Figure 2 for $df = 200$ in the case $\rho = 0.0$. Because $\alpha$ and $\beta$ are only unique up to rotation, the estimation error here is measured by using orthogonal projection matrices to uniquely identify subspace distances. In particular, we employ the R package LDRTools based on average orthogonal projection matrices proposed by Liski et al. (2016). The left bar in each plot corresponds to $T = 800$ and the right one to $T = 1200$. The estimation error for the cointegrating space is significantly smaller than that for the loading matrix due to the faster rate of convergence. Moving from sample size 800 to 1200 significantly improves results in both cases.

Model 2 uses the same $\Pi$ as model 1 but considers only rank selection in VECM without transient dynamics, i.e. setting $B = 0$. Thus the problem is simpler and technically, the
Figure 1: Estimation Error of model 1 \((m = 20, r = 5, p = 1)\) with \(t\)-distributed innovations and \(df = 20\) for \(\rho = 0\) setting \(\gamma = 3\). Results are shown for \(T = 800\) marked as case 1 on the \(x\)-axis and for case 2 of \(T = 1200\).

Figure 2: Estimation Error of model 1 \((m = 20, r = 5, p = 1)\) with \(t\)-distributed innovations and \(df = 200\) for \(\rho = 0\) setting \(\gamma = 3\). Results are shown for \(T = 800\) marked as case 1 on the \(x\)-axis and for case 2 of \(T = 1200\).

step of the Frisch-Waugh transformation by \(M\) in (3) can be omitted. The results can
Table 4: Model selection result for model 2 with $m = 20$, rank $r = 5$, lag $p = 0$ and $\gamma = 3$

<table>
<thead>
<tr>
<th>$df$</th>
<th>$T = 400$</th>
<th>$T = 800$</th>
<th>$T = 1200$</th>
<th>$T = 1600$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$df = 200, \rho = 0.0$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 200, \rho = 0.2$</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 200, \rho = 0.4$</td>
<td>96</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 200, \rho = 0.6$</td>
<td>75</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

| $df = 20, \rho = 0.0$ | 98  | 100 | 100 | 100 |
| $df = 20, \rho = 0.2$ | 97  | 100 | 100 | 100 |
| $df = 20, \rho = 0.4$ | 94  | 100 | 100 | 100 |
| $df = 20, \rho = 0.6$ | 74  | 100 | 100 | 100 |

Table 5: Rank selection result for model 2 with $m = 20$, rank $r = 5$, lag $p = 0$ and $\gamma = 3$ and weakly dependent innovations.

<table>
<thead>
<tr>
<th>$df$</th>
<th>$T = 400$</th>
<th>$T = 800$</th>
<th>$T = 1200$</th>
<th>$T = 1600$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$df = 200, \rho = 0.0$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 200, \rho = 0.4$</td>
<td>86</td>
<td>99</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 20, \rho = 0.0$</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$df = 20, \rho = 0.4$</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

be found in Table 4. In small samples with $T = 400$ and for large $\rho$, this provides improvements in comparison to 2. Thus without lags, we get satisfactory performance even in these challenging cases of strong cross-sectional dependence.

To test the performance of our method in case of weakly dependent innovations, we generate the weakly dependent innovations according to a MA(2) process. The innovations in the underlying MA process are i.i.d. generated from t-distribution with degree of freedom 20 and 200 respectively. The weakly dependent innovations are generated by

$$u_t = w_t + A_1 w_{t-1} + A_2 w_{t-2}$$

where $w_t$ follows t-distribution with covariance $\Sigma_w = (\rho^{i-j})_{ij}$ as defined before. Besides, $A_1 = (a_{1,ij}) = (0.8^{i-j})_{ij}$ and $A_2 = (a_{2,ij}) = ((-0.4)^{i-j})_{ij}$ satisfy Assumption 4.1. As in Table 1, we set $\gamma = 3$ and choose $\lambda$ by BIC. See Table 5 for results. When $T \geq 800$, the rank selection results are satisfactory, which is consistent with the theoretical results.

In Table 6, we present the rank selection results for the 50-dimensional case of model 3. Compare this to the usual simulation scenarios the high-dimensional non-stationary time series literature which usually do not go beyond dimension 20 (see e.g. Zhang, Robinson and Yao (2018)). We focus on results for innovations following a t-distribution with $df = 20$ and $df = 200$ respectively, with $\rho = 0.0$, i.e. $\Sigma_w = I_m$ only. For both cases, when $T \geq 2000$, the true rank can be estimated almost 100% correct. The increased sample size reflects the difficulty of the problem in dimensionality.

For the high-dimensional set-ups treated before, there exists no other valid feasible method for model determination against which we could evaluate our technique. Therefore, although our techniques are tailored to the high-dimensional case, we briefly illustrate that they can also be employed in standard low dimensions where benchmarks
Table 6: Rank selection result for $m = 50$ with $t$-distributed innovations. $\rho = 0$ and $\gamma = 3$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>800</th>
<th>1200</th>
<th>1600</th>
<th>2000</th>
<th>2400</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 50, df = 20$</td>
<td>51</td>
<td>64</td>
<td>89</td>
<td>93</td>
<td>99</td>
</tr>
<tr>
<td>$m = 50, df = 200$</td>
<td>55</td>
<td>78</td>
<td>95</td>
<td>97</td>
<td>100</td>
</tr>
</tbody>
</table>

exist. In particular, we compare our methods with the Lasso-type techniques in Liao and Phillips (2015) using the “hardest” of their 2-dimensional models treated with $r = 1$ and $p = 3$. In particular, we set $\Pi = \begin{pmatrix} -1 & -0.5 \\ 1 & 0.5 \end{pmatrix}$ and $B_1 = B_3 = \text{diag}(0.4, 0.4)$, $B_2 = 0$ and $\Sigma_w = \text{diag}(1.25, 0.75)$. With 5000 simulation replications we get the following model selection results: for $T = 100$ we get 100%/86.14% while for $T = 400$ we obtain 100%/99.96% which compare to 99.54%/99.80% and 100%/99.98% by Table 2 in Liao and Phillips (2015). In their other settings, we also found similar comparable performance of the two techniques. Results are omitted here for the sake of brevity but are available on request.

6. Empirical Example\textsuperscript{4}

In this section, we employ our method to study the interconnectedness of the European sovereign and key players of the banking system during and after the financial crisis. We use CDS log prices of ten European countries and five selected financial institutions provided by Bloomberg terminal: Germany, France, Belgium, Austria, Denmark, Ireland, Italy, Netherlands, Spain, Portugal, BNP Paribas, SocGen Bank, LCL Bank, Danske Bank, Santander Bank\textsuperscript{5}. The sovereign countries we choose have different debt levels. The considered time span is from Jan. 1, 2013 to Dec. 31, 2016 with 1041 observations. BNP Paribas, SocGen Banks are chosen because they rank among the top three Europe based investment banks in Euro-Zone revenues. The other three banks are selected across EU countries covering the whole span from north to south and representing the variety of different financial market and general economic conditions. Initial Augmented Dicky Fuller tests show that the 15 variables are non-stationary but the first-order differences are stationary.

Figure 1 suggests that there exits a strong co-movement among these components. Using our Lasso procedure, we find that there exist two cointegration relations. Figure 2 gives an impression on the stable time evolution of these cointegrated series. Moreover, the time when the cointegrated series exhibit extreme values coincides with some important economic events. For example, in the middle of the year 2013, European countries were bargaining over the solution for the sovereign debt crisis while at the beginning of 2016 there occurred an economic slowdown in the key global economies.

To present the inter-connections among these 15-dimensional VECM components, we calculate the forecast error variance decomposition (FEVD henceafter) due to the coin-

\textsuperscript{4}All the figures for this section can be found in online supplementary

\textsuperscript{5}UK is excluded due to Brexit
tegrated part, i.e., the forecast error variance decomposition\(^6\) derived from (3). From Table 7 reporting the FEVC results for a 5-and 10-step forecast horizon, we can conclude that leading economies in European Union, such as Germany, are neither risk-exporter nor risk-importer in the whole system.) Italy is the largest risk-exporter among the considered sovereign countries and Spain ranks second. Moreover, Italy and Spain have significant mutual influence on each other. The banks have stronger interconnectedness among themselves than with the sovereign countries. Moreover, Figure 3 shows the contribution of Italy to the FEVD of other variables in the full horizon from step 0 to 30, which is consistent with the results in Table 7.

7. Conclusion

This paper discusses how to determine high dimensional VECM under quite general assumptions. It proposes a general groupwise adaptive Lasso procedure which is easily implementable and thus ready to use for practitioners. We show that it works under quite general assumptions such as mild moment conditions on the innovations while rank and dimension can increase with sample size \(T\). In particular, consistency results in rank and lag selection are obtained for dimension \(m\) satisfying \(m = O(T^{\frac{1}{4} - \varepsilon})\) for some small and positive \(\varepsilon\). Besides, we also derive the statistical properties of the estimator in case of weakly dependent innovations. According to our best knowledge, this paper is the first to provide a theoretically justified solution to model determination of VECM in a high-dimensional set-up. Questions like efficient estimation of the cointegrating space and faster diverging rates in the dimension require different approaches and thorough investigation. They are therefore left for future research.
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and is the total contribution to all the other variables. Sum

The row denoted by variance of the variable denoted by its row name. The number in row names is the horizon of the FEVD.

Table 7: Each cell implies the contribution of variable denoted by its column name to the forecast error variance of the variable denoted by its row name. The number in row names is the horizon of the FEVD. The row denoted by Sum calculates the sum of each column except the element on the diagonal, which is the total contribution to all the other variables.

Appendix A. Proofs

Proof of Theorem 2.1

Proof. For the claims of the theorem, it is sufficient to show that

\[
\left\| \frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{z}_{t}\tilde{z}_{t-1} - \begin{bmatrix} \mathbf{0} & -\mathbf{M}_2(s) \end{bmatrix} \right\|_F = O_p \left( \sqrt{\frac{T}{2}} + \sqrt{\frac{m}{T}} + \sqrt{\frac{m^2 \log(T)(\log \log T)^{1/2}}{T^{1/2}}} \right)
\]

(A.1)

and

\[
\left\| D_T^{-1} \sum_{t=1}^{T} \tilde{z}_{t-1}\tilde{z}_{t-1} - \begin{bmatrix} \mathbf{0} & -\mathbf{M}_2(s) \end{bmatrix} \right\|_F = O_p \left( \sqrt{\frac{T}{2}} + \sqrt{\frac{m}{T}} + \sqrt{\frac{m^2 \log(T)(\log \log T)^{1/2}}{T^{1/2}}} \right)
\]

(A.2)
where $\Sigma_{z,\Delta x} = \Sigma_{z1} - \Sigma_{z1\Delta x}\Sigma_{\Delta x}^{-1}\Sigma_{\Delta x z1}$ and $\Sigma_{v1v2} = \beta'\Sigma_{w}\alpha_\perp$.

We show (A.2) and (A.1) by studying blockwise elements of $\frac{1}{T}\sum_{t=1}^{T} \Delta \tilde{Z}_{t}\tilde{Z}'_{t-1}$ and $D_T^{-1}\frac{1}{2}\sum_{t=1}^{T} \tilde{Z}_{t-1}\tilde{Z}'_{t-1}$. Thus according to (6) we need to consider the following 8 different blocks.

1. + 2. purely stationary blocks $b_{11} = \frac{1}{T}\Delta Z_{1} MZ'_{1,-1}$ and $\chi_{11} = \frac{1}{T}\Delta Z_{1,-1}MZ'_{1,-1}$

For the second block the standard law of large numbers argument from Lemma 2 yields:

$$\frac{1}{T}\sum_{t=1}^{T} \tilde{Z}_{1,t-1}\tilde{Z}'_{1,t-1} = \Sigma_{z1} - \Sigma_{z1\Delta x}\Sigma_{\Delta x}^{-1}\Sigma_{\Delta x z1} + R_1$$  \hspace{1cm} (A.3)

with $||R_1||_F = O_P(r/\sqrt{T})$. For the first term we get from (5) we get

$$\frac{1}{T}\sum_{t=1}^{T} \Delta \tilde{Z}_{1,t}\tilde{Z}'_{1,t-1} = (\beta'\alpha)\frac{1}{T}\sum_{t=1}^{T} \tilde{Z}_{1,t-1}\tilde{Z}'_{1,t-1} + \frac{1}{T}\sum_{t=1}^{T} v_{1,t}\tilde{Z}'_{1,t-1}.$$  

This implies that

$$||\frac{1}{T}\sum_{t=1}^{T} \Delta \tilde{Z}_{1,t}\tilde{Z}'_{1,t-1} - (\beta'\alpha)\Sigma_{z1,\Delta x}||_F = O_p(\frac{r}{\sqrt{T}})$$  \hspace{1cm} (A.4)

due to (A.3) and since $\frac{1}{T}\sum_{t=1}^{T} v_{1,t}\tilde{Z}'_{1,t-1} = R_2$ with $||R_1 + R_2||_F = O_P(r/\sqrt{T})$ together with Lemma 2.

3. mixed stationary/nonstationary block $b_{12} = \frac{1}{T}\Delta Z_{1} MZ'_{2,-1}$

From (5) we get

$$\tilde{Z}_{2,t} = \sum_{s=1}^{t} \tilde{v}_{2,s} = \sum_{s=1}^{t} v_{2,s} - R_3$$  \hspace{1cm} (A.5)

with $||R_3||_F = O_P(r/\sqrt{T})$ since $||\frac{1}{T}\sum_{s=1}^{T} v_{2,s}\Delta X_{s-1}'||_2 = O_P(\frac{1}{\sqrt{T}})$ and Lemma 2. Thus $\frac{1}{T}\Delta Z_{1} MZ'_{2,-1}$ can be further decomposed from (5) in $\Delta Z_{1}$ by summation by part in $Z_{2,-1}$ as:

$$\frac{1}{T}\sum_{t=0}^{T} \Delta \tilde{Z}_{1,t}\tilde{Z}'_{2,t-1} = -\frac{1}{T}(\beta'\alpha + I_r)\sum_{t=1}^{T} \tilde{Z}_{1,t-1}v_{2,t} - \frac{1}{T}\sum_{t=1}^{T} \tilde{v}_{1,t}\tilde{v}'_{2,t} + R_4$$

with $\frac{1}{T}\sum_{t=1}^{T} \tilde{v}_{1,t}\tilde{v}'_{2,t} = \Sigma_{v1v2} + R_5$ where $||R_4 + R_5||_F = O_P(\sqrt{mr}/\sqrt{T})$. Hence we get

$$||\frac{1}{T}\sum_{t=0}^{T} \Delta \tilde{Z}_{1,t}\tilde{Z}'_{2,t-1} + \Sigma_{v1v2}||_F = O_p(\frac{\sqrt{mr}}{\sqrt{T}})$$  \hspace{1cm} (A.6)

4. mixed stationary/nonstationary $b_{21} = \frac{1}{T}\Delta Z_{2} MZ'_{1,-1}$

With (A.5) it holds that $||\frac{1}{T}\sum_{t=1}^{T} \Delta \tilde{Z}_{2,t}\tilde{Z}'_{1,t-1}||_F = ||\frac{1}{T}\sum_{t=1}^{T} v_{2,t}\tilde{Z}'_{1,t-1}||_F + O_p(\frac{\sqrt{mr}}{\sqrt{T}})$ which
In this proof we focus on the term $h_t$. To bound the first term on the RHS of (A.9), we apply integration by parts. Define

$$
\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{Z}_{2,t} \tilde{Z}_{1,t-1} = O_P(\sqrt{Mr})
$$

due to the independence condition in Assumption 2.1 and Lemma 2.

5. purely nonstationary block $b_{22} = \frac{1}{T} \Delta Z M Z'_{2,-1}$

From (A.5) we have

$$
\frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{2,t} \Delta \tilde{Z}_{2,t} = \frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{2,t-1} v_{2t}'
$$

$$
= \frac{1}{T} \sum_{t=1}^{T} Z_{2,t-1} v_{2t}' - \frac{1}{T} \sum_{t=1}^{T} v_{2,t} \Delta X_{t-1}'(\frac{1}{T} \sum_{t=1}^{T} \Delta X_{t-1} \Delta X_{t-1}')^{-1} \frac{1}{T} \sum_{t=1}^{T} (\sum_{s=0}^{t-1} \Delta X_s) v_{2t}'
$$

In this proof we focus on the term $\frac{1}{T} \sum_{t=1}^{T} Z_{2,t-1} v_{2t}'$ because the second term contains $\frac{1}{T} \sum_{t=1}^{T} v_{2,t} \Delta X_{t-1}'$ whose $l_2$ norm decaying to zero at the rate of $\sqrt{T}$, as proved in Lemma 2. The term $\frac{1}{T} \sum_{t=1}^{T} (\sum_{s=0}^{t-1} \Delta X_s) v_{2t}'$ has similar performance as the first term on RHS of (A.8) whose property relies on the results in Theorem 4.1. Therefore, the LHS of (A.8) is dominated by the first term on the RHS.

For each $i, j = 1, \ldots, m - r$ in the leading term on the right of (A.8),

$$
\frac{1}{T} \sum_{t=1}^{T} Z_{2,t-1} v_{2t}' - \int_{0}^{1} M_{2,i}(s) dM_{2,j}(s)
$$

$$
= \sum_{t=1}^{T} \left( \frac{1}{\sqrt{T}} Z_{2,t-1} v_{2t}' - \int_{1}^{1} dM_{2,j}(s) \right) + \int_{1}^{1} \frac{1}{\sqrt{T}} Z_{2,t-1} - M_{2,i}(s) dM_{2,j}(s)
$$

$$
= \sum_{t=1}^{T} \left( \frac{1}{\sqrt{T}} Z_{2,t-1} v_{2t}' - M_{2,j}(1) \right) + \int_{1}^{1} \frac{1}{\sqrt{T}} Z_{2,t-1} - M_{2,i}(s) dM_{2,j}(s)
$$

(A.9)

To bound the first term on the RHS of (A.9), we apply integration by parts. Define $h_t^j = \frac{1}{\sqrt{T}} v_{2,t} - M_{2,j}(\frac{1}{T})$ and $H_t^j = \sum_{s=1}^{t} h_s^j$, then

$$
\sum_{t=1}^{T} \frac{1}{\sqrt{T}} Z_{2,t-1} h_t^j = \sum_{t=1}^{T} \frac{1}{\sqrt{T}} Z_{2,t-1} (\frac{1}{\sqrt{T}} v_{2,t}^j - M_{2,j}(\frac{1}{T}))
$$

$$
= \frac{1}{\sqrt{T}} Z_{2,T-1} H_t^j - \frac{1}{\sqrt{T}} \sum_{t=1}^{T-1} v_{2,t}^j H_t^j
$$

By strong invariance principle (see Theorem 12.7 of DasGupta (2008)), $\sup_{t \leq T} |H_t^j| = O_{a.s.}(\frac{(log T)^{1/2}(log log T)^{1/4}}{T^{1/4}})$, which provides an upper bound for variance of the middle term.
Therefore, we can conclude that

$$\left| \sum_{t=1}^{T} \frac{1}{\sqrt{T}} Z_{2,t-1}^i h_t^j \right| = O_{a.s.}(\frac{(\log T)^{1/2}(\log T)^{1/4}}{T^{1/4}})$$

To bound the second term on the RHS of (A.9), we derive the upper bound for the integrand as

$$\sup_{t \leq \frac{1}{T}} \left| \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i(s) \right| \leq \sup_{t \leq \frac{1}{T}} \left| \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i\left(\frac{t-1}{T}\right) \right| + \sup_{\frac{1}{T} \leq s \leq \frac{1}{T}} |M_2,i(s) - M_2,i\left(\frac{t-1}{T}\right)| = O_{a.s.}(\frac{(\log T)^{1/2}(\log T)^{1/4}}{T^{1/4}} + \sqrt{\frac{\log T}{T}}),$$

(A.10)

where the first term on the RHS of (A.10) comes from strong invariance principle and second term from Levy modulus of continuity. Therefore by Ito isometry,

$$\mathbb{E}\left( \sum_{t=1}^{T} \int_{\frac{1}{T}}^{\frac{2}{T}} \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i(s) |dM_{2,j}(s) \right)^2$$

$$= \sum_{t=1}^{T} \mathbb{E}\left( \int_{\frac{1}{T}}^{\frac{2}{T}} \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i(s) |dM_{2,j}(s) \right)^2$$

$$= \sum_{t=1}^{T} C_j \int_{\frac{1}{T}}^{\frac{2}{T}} \mathbb{E}\left( \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i(s) \right)^2 ds = O\left(\frac{(\log T)^{1/2}(\log T)^{1/4}}{T^{1/4}}\right)^2 \to 0$$

where $C_j$ is a constant depending on the $Var(M_{2,j}(1))$.

Therefore, according to Proposition 1.26 on Page 131 of Revuz and Yor (1991), we have

$$\sum_{t=1}^{T} \int_{\frac{1}{T}}^{\frac{2}{T}} \frac{1}{\sqrt{T}} Z_{2,t-1}^i - M_2,i(s) |dM_{2,j}(s) = O_{a.s.}(\frac{(\log T)^{1/2}(\log T)^{1/4}}{T^{1/4}})$$

All the convergence result are almost sure convergence, so the convergence result holds for each $i, j$ uniformly (Lemma 9 of Zhang, Robinson and Yao (2018)), i.e.,

$$\sup_{i,j=1,2,\ldots,m-r} \left| \frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{2,t-1}^i v_{2,t} - \int_0^1 M_2,i(s) dm_{2,j}(s) \right| = O_{a.s.}(\frac{(\log T)^{1/2}(\log T)^{1/4}}{T^{1/4}})$$

because the union of countable non-convergence sets with measure zero is still a zero-measure set. Therefore,

$$\| \frac{1}{T} \sum_{t=1}^{T} v_{2,t} \tilde{Z}_{2,t-1}^i - \int_0^1 dM_{2}(s)M_{2}(s)' \|_F = O_p(\frac{m(\log T)^{1/2}((\log T)^{1/4}}{T^{1/4}})$$

(A.11)
From equation (5) we get with negligible $R_7$ that

\[
\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{Z}_{1,t} \tilde{Z}'_{2,t-1} = \frac{1}{T} \sum_{t=1}^{T} (\beta' \alpha) \tilde{Z}_{1,t-1} \tilde{Z}'_{2,t-1} + \frac{1}{T} \sum_{t=1}^{T} v_{1,t} \tilde{Z}'_{2,t-1} + R_7
\]

Rearranging yields

\[
\frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{1,t-1} \tilde{Z}'_{2,t-1} = (\beta' \alpha)^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{Z}_{1,t} \tilde{Z}'_{2,t-1} - \frac{1}{T} \sum_{t=1}^{T} v_{1,t} \tilde{Z}'_{2,t-1} \right) + R_7.
\]

As the first term on the right has been treated in block 3 above we can use (A.6). For the second term, the standard Brownian motion limit result applies. Moreover, we use that by Assumption 2.3 we have $||p||_2 = O(r^\gamma)$. Hence in total, we find

\[
||\frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{1,t-1} \tilde{Z}'_{2,t-1} + (\beta' \alpha)^{-1} (\Sigma_{e1e2} + \int_0^1 dM_1 M'_2) ||_F = O\left( r^\gamma \sqrt{T (\frac{\log T (\log \log T)^{1/2}}{T})} \right)
\]

(A.12)

7. mixed stationary/nonstationary block $\chi_{12} = \frac{1}{T} Z_{2,-1} M Z'_{1,-1}$

From $\chi_{12}$ in block 6, we know that each element in $\frac{1}{T} \sum_{t=1}^{T} \tilde{Z}_{1,t-1} \tilde{Z}'_{2,t-1}$ can at least be bounded to be $O_p(r^\gamma)$. This bound is sufficient as for (A.2) the pre-multiplication with $D^{-1}$ requires only to study $\chi_{21}$ which divides once more by $T$. Therefore we get similar to (A.12)

\[
||\frac{1}{T^2} \sum_{t=1}^{T} \tilde{Z}_{2,t-1} Z'_{1,t-1} ||_F = O_p\left( \frac{\sqrt{mr} r^\gamma}{T} \right)
\]

(A.13)

8. purely non-stationary block $\chi_{22} = \frac{1}{T} Z_{2,-1} M Z'_{2,-1}$

Similar to $b_{22}$ from block 5 we replace $Z_{2,t-1}$ with $\tilde{Z}_{2,t-1}$ but with an additional $T$ in the denominator from the pre-multiplication of $D^{-1}$ in (A.2). Thus we get for each $i, j = 1, \ldots, m - r$

\[
\frac{1}{T^2} \sum_{t=1}^{T} Z_{2,t-1} Z'_{2,t-1} - \int_0^1 M_{2,i}(s) M_{2,j}(s) ds
\]

(A.14)

\[
\sum_{t=1}^{T} \int_{T/t}^{T} \frac{1}{\sqrt{T}} Z_{2,t-1} \left( \frac{1}{\sqrt{T}} Z_{2,t-1} - M_{2,j}(s) \right) ds + \sum_{t=1}^{T} \int_{T/t}^{T} \left( \frac{1}{\sqrt{T}} Z_{2,t-1} - M_{2,i}(s) \right) M_{2,j}(s) ds
\]
By the same argument as in block 5, we get

\[
\sup_{i,j=1,2,\ldots,m-r} \left| \frac{1}{T^2} \sum_{t=1}^{T} Z_{2,t-1}^i Z_{2,t-1}^j - \int_0^1 M_{2,i}(s)M_{2,j}(s)ds \right| = O_{a.s.}\left( \frac{(\log T)^{1/2}(\log \log T)^{1/4}}{T^{1/4}} \right)
\]

and therefore

\[
\left\| \frac{1}{T^2} \sum_{t=1}^{T} \tilde{Z}_{2,t-1} \tilde{Z}_{2,t-1}' - \int_0^1 M_{2}(s)M_{2}(s)ds \right\|_F = O_p\left( \frac{m(\log T)^{1/2}(\log \log T)^{1/4}}{T^{1/4}} \right)
\]

Combining the blockwise results (A.3),(A.12)-(A.14) for \(\chi_{11}, \chi_{12}, \chi_{21}, \chi_{22}\) we get the second part of the initial claim (A.2).

For the final result in \(\psi\), define \(\xi = \chi^{-1} = \left( D_{T/T} \sum_{t=1}^{T} \tilde{Z}_{t-1} \tilde{Z}_{t-1}' \right)^{-1}\). Then we get the corresponding blocks of \(\xi\) by blockwise inverting as:

\[
\begin{align*}
\xi_{11} &= (\chi_{11} - \chi_{12}\chi_{22})^{-1} \\
\xi_{12} &= -\xi_{11}\chi_{12}\chi_{22}^{-1} \\
\xi_{21} &= -\xi_{22}\chi_{21}\chi_{11}^{-1} \\
\xi_{22} &= (\chi_{22} - \chi_{21}\chi_{11}\chi_{12})^{-1}
\end{align*}
\]

Note that any term containing \(\chi_{21}\) is of smaller order than the others as \(\|\chi_{21}\|_F = O_p(\frac{\sqrt{mr}r_1}{T})\) due to (A.13). Therefore we find with (A.3),(A.12)-(??) and Lemma 1 that

\[
\begin{align*}
\|\xi_{11} - \Sigma^{-1}_{21,\Delta x}\|_F &= O_p\left( \frac{r}{\sqrt{T}} \right) \\
\|\xi_{12} - \Sigma^{-1}_{21,\Delta x}(\beta'\alpha)^{-1}(\Sigma_{V_1V_2}(\int_0^1 M_2(s)M_2'(s)ds)^{-1} + V_{12})\|_F &= O_p\left( \frac{rT}{\sqrt{T}} \right) \\
\|\xi_{21}\|_F &= O_p\left( \frac{\sqrt{mr}r_1}{T} \right) \\
\|\xi_{22} - (\int_0^1 M_2(s)M_2'(s)ds)^{-1}\|_F &= O_p\left( \frac{(\log T)^{1/2}(\log \log T)^{1/4}}{T^{1/4}} \right)
\end{align*}
\]

Thus we get for \(\tilde{\psi} = (\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{Z}_t \tilde{Z}_t')\xi\) from (A.1) and (A.15) together with Lemma 1
and the assumption $r = O(m^{\frac{1}{2n+1}})$ that

$$||\tilde{\Psi}_{11} - (\beta'\alpha)||_F = O_p\left(\frac{r}{\sqrt{T}}\right)$$

$$||\tilde{\Psi}_{12} - V_{12}||_F = O_p\left(m\sqrt{\frac{(\log T)(\log \log T)^{1/2}}{\sqrt{T}}}\right)$$

$$||\tilde{\Psi}_{21}||_F = O_p\left(\sqrt{\frac{mr}{T}}\right)$$

$$||\tilde{\Psi}_{22} - V_{22}||_F = O_p\left(m\sqrt{\frac{(\log T)(\log \log T)^{1/2}}{\sqrt{T}}}\right)$$

Proof of Corollary 2.1

Proof. The proof follows directly from Theorem 2.1 with $\Psi_0 = E(\Psi)$ and the weak law of large numbers.

Proof of Theorem 2.2

Proof. Let us first derive two general assertions by which we show that the specific claims of the theorem are implied. Define

$$\beta_0 = \begin{bmatrix} \beta' \\ \beta_\perp' \end{bmatrix}$$

We pre-multiply $\tilde{\Pi}'$ by matrix $\beta_0$. Thus we get with $\tilde{\Psi} = Q\tilde{\Pi}Q^{-1}D_T$ as in Theorem 2.1

$$\beta_0\tilde{\Pi}' = \begin{pmatrix} \beta'\tilde{\Pi}' \\ \beta_\perp'\tilde{\Pi}' \end{pmatrix} = \begin{pmatrix} I_r & \frac{1}{T}\beta'\alpha_\perp \\ 0 & \frac{1}{T}\beta_\perp'\alpha_\perp \end{pmatrix} \left(Q^{-1}\tilde{\Psi}\right)'$$

$$= \begin{pmatrix} I_r & \frac{1}{T}\beta'\alpha_\perp \\ 0 & \frac{1}{T}\beta_\perp'\alpha_\perp \end{pmatrix} \left(\alpha(\beta'\alpha)^{-1}\tilde{\Psi}_{11} + \beta_\perp(\alpha_\perp'\beta_\perp)^{-1}\tilde{\Psi}_{21} + \beta_\perp(\alpha_\perp'\beta_\perp)^{-1}\tilde{\Psi}_{22}\right)'$$

For the left block of $\left(Q^{-1}\tilde{\Psi}\right)'$ we use that by Theorem 2.1, $||\tilde{\Psi}_{21}||_F = O_P\left(\sqrt{mr/T}\right)$ and that $||\tilde{\Psi}_{11} - (\beta'\alpha)||_F = O_P\left(rT^{-1/2}\right)$. Therefore we get from this part for the first block on the left hand side of (A.16) that

$$||\beta'\tilde{\Pi}' - \alpha'||_F = O_P\left(\frac{r}{\sqrt{T}} + \sqrt{\frac{mr}{T}}\right) = O_P\left(\sqrt{\frac{mr}{T}}\right)$$

For the second block on the left hand side of (A.16), note that $\tilde{\Psi}_{12}, \tilde{\Psi}_{22}$ have their $l_2$ norms diverging at the rate of $\sqrt{m}$ due to the stochastic integral part by random matrix
theory (see Vershynin (2012)). Therefore we get

\[ ||\beta_1' \Pi' ||_2 = O_p \left( \frac{\sqrt{m}}{T} \right). \]  

(A.18)

We now use (A.17) and (A.18) in order to prove the stated claims of the theorem in reverse order and start with part 2. Due to the unitary invariance property of singular values, we have

\[ \sigma_j(\beta_0 \Pi') = \sigma_j(S \Pi') = \sigma_j(\tilde{R}) \]  

(A.19)

for all \( j = 1, \ldots m \). With equation (A.17), this implies in particular that

\[ |\sigma_j(\tilde{R}) - \sigma_j(\alpha)| = O_p(\sqrt{\frac{m \tau}{T}}) \quad \text{for} \quad j = 1, \ldots, r \]  

(A.20)

due to matrix perturbation theory (Mirsky version, Theorem 4.11 of Stewart and Sun (1990)).

The column-pivoting step in the QR decomposition makes the \( \tilde{R}_{11} \) a well-conditioned matrix, thus the largest \( r \) singular values in \( \tilde{R} \) are in \( \tilde{R}_1 \) which contains the first \( r \)-rows. Besides, the strict upper-triangular structure of \( \tilde{R} \) excludes linear dependence between any two rows in \( \tilde{R}_1 \). Therefore, we can conclude that

\[ \sigma_r(\tilde{R}) \leq \sqrt{\sum_{j=k}^m \tilde{R}(k,j)^2} \leq \sigma_1(\tilde{R}) \quad \text{for} \quad k = 1, \ldots, r \]  

(A.21)

The matrix perturbation theory result (A.20) provides further bounds for \( l_2 \) norm of each row in \( \tilde{R}_1 \), i.e.,

\[ \sigma_r(\tilde{R}) \geq \sigma_r(\alpha) - O_p(\sqrt{\frac{m \tau}{T}}) \]

\[ \sigma_1(\tilde{R}) \leq \sigma_1(\alpha) + O_p(\sqrt{\frac{m \tau}{T}}) \]

In the same way we obtain from (A.19) together with (A.18), that

\[ |\sigma_j(\tilde{R})| = O_p(1/T) \]  

(A.22)

for \( j = r + 1, \ldots, m \). With the upper triangular structure column pivoting in \( \tilde{R} \), this implies \( \sqrt{\sum_{j=k}^m \tilde{R}(k,j)^2} = O_p(1/T) \) for \( k = r + 1, \ldots, m \) Thus we have shown claim 2 of the theorem.

Moreover, (A.22) implies that \( ||\tilde{R}_{22}||_F = O_p(\frac{\sqrt{m}}{T}) \). We can generate a square matrix \( \tilde{R}_{11}^0 \) by adding \( m - r \) rows of zeros to \( \tilde{R}_1 \). Then \( \sigma_j(\tilde{R}_{11}^0) = \sigma_j(\tilde{R}_1) \) for \( j \leq r \) and \( \sigma_j(\tilde{R}_{11}^0) = 0 \) if \( j > r \). Therefore, by the fact that \( ||\tilde{R} - \tilde{R}_{11}^0||_F = ||\tilde{R}_{22}||_F \), we can conclude that
\[ |\sigma_j(\tilde{R}) - \sigma_j(\tilde{R}_1)| = O_p(\sqrt{\frac{m}{T}}), \quad j = 1, \ldots, r \]

and thus
\[ |\sigma_j(\tilde{R}_1) - \sigma_j(\alpha)| = O_p(\sqrt{\frac{mr}{T}}) \quad \text{for } j = 1, \ldots, r \] (A.23)

Thus we have shown claim 3 of the theorem.

In order to show part 1 of the theorem, we re-write \( \beta_0 \tilde{\Pi}' \) with the QR-decomposition components of \( \tilde{\Pi} \) as follows
\[
\begin{pmatrix}
\beta' \tilde{\Pi}' \\
\beta_1' \tilde{\Pi}'
\end{pmatrix} = \begin{pmatrix}
\beta' \tilde{S}_1 \tilde{R}_{11} & \beta_1' \tilde{S}_1 \tilde{R}_{12} + \beta_1' \tilde{S}_2 \tilde{R}_{22} \\
\beta_1' \tilde{S}_1 \tilde{R}_{11} & \beta_1' \tilde{S}_1 \tilde{R}_{12} + \beta_1' \tilde{S}_2 \tilde{R}_{22}
\end{pmatrix}.
\] (A.24)

By equating (A.16) and (A.24) we get
\[
\begin{pmatrix}
\beta_1' \tilde{S}_1 \tilde{R}_{11} & \beta_1' \tilde{S}_1 \tilde{R}_{12} + \beta_1' \tilde{S}_2 \tilde{R}_{22}
\end{pmatrix} = \frac{1}{T} (\beta_1' \alpha_\perp \left( \alpha (\beta' \alpha)^{-1} \tilde{\Psi}_{12} + \beta_\perp (\alpha_\perp' \alpha_\perp)^{-1} \tilde{\Psi}_{22} \right))'
\]

which is equivalent to
\[
\beta_\perp' \tilde{S}_1 = \begin{pmatrix}
0 & \beta_1' \tilde{S}_2 \tilde{R}_{22}
\end{pmatrix} \tilde{R}_1' (\tilde{R}_1 \tilde{R}_1')^{-1}
\]

\[
+ \frac{1}{T} (\beta_1' \alpha_\perp \left( \alpha (\beta' \alpha)^{-1} \tilde{\Psi}_{12} + \beta_\perp (\alpha_\perp' \alpha_\perp)^{-1} \tilde{\Psi}_{22} \right))' \tilde{R}_1' (\tilde{R}_1 \tilde{R}_1')^{-1}
\] (A.25)

Note that for the first term on the right hand side of (A.25) we get due to (A.18) that \( ||\beta_\perp' \tilde{S}_2 \tilde{R}_{22}||_2 = O_p(1/T) \). Therefore, the upper-bound in \( l_2 \) norm for \( \beta_\perp' \tilde{S}_1 \) is driven by the rate of \( (\tilde{R}_1 \tilde{R}_1')^{-1} / T \). From (A.23) we have that the singular values of \( \tilde{R}_1 \) can be approximated by those of \( \alpha \). Therefore using Assumption 2.3 we conclude in total that \( ||\beta_\perp' \tilde{S}_1||_F = O_p(\sqrt{\frac{m}{T}}) \).

\( \square \)

**Proof of Theorem 2.3**

*Proof.* The main idea of the proof is to show that the group-wise KKT condition holds with high probability. The assumptions on \( \lambda_t^{\text{rank}} \) ensure that the penalty on the stationary cointegrated part decays to zero while that on the unit root part diverges fulfilling the irrepresentable condition proposed in Zhao and Yu (2006).

Denote by \( \tilde{S}' \tilde{Y}_{t-1} = \begin{bmatrix}
\tilde{Z}_{1,t-1} \\
\tilde{Z}_{2,t-1}
\end{bmatrix} \) where \( \tilde{Z}_{1,t-1} \) is the projection of \( Y_{t-1} \) onto the subspace generated by \( \tilde{S}_1 \). According to Theorem 2.2, the subspace distance between \( \tilde{S}_1 \) and \( \beta \) converges at a faster rate (\( ||\beta_\perp' \tilde{S}_1||_F = O_p(\sqrt{\frac{m}{T}}) \)) than the subspace distance of \( \tilde{R}_1 \) and
\( \alpha (\sqrt{\frac{m}{n}}) \) under the given conditions on \( m \) and \( r \). Therefore the first step estimation error from using \( \delta_1 \) in (8) instead of the infeasible true \( S_1 \) is negligible and wlog. we use \( \hat{\delta}_{1,t-1} \) instead of \( \tilde{\delta}_{1,t-1} \) and \( \hat{\delta}_{2,t-1} \) instead of \( \tilde{\delta}_{2,t-1} \) (both are unit root process) for the rest of this proof for ease of notation. The replace of \( \beta \) by \( \tilde{\delta}_1 \) is a common approach in cointegration literature, e.g. Ahn and Reinsel (1990) and Lütkepohl (2007) (Remark 3 on Page 293). Because \( \tilde{\delta}_1 \) is a consistent estimator for the subspace generated by \( \beta \), all the estimators for \( \hat{\delta}_{2,t-1} \) are dominated by the unit root process only.

Since \( \alpha \) and \( \beta \) are only identified up to rotation, we write wlog \( \bar{\alpha} = \alpha H \) with \( H \) as defined for \( \tilde{\delta}_1 \). Note that \( \bar{\alpha} \) and \( \alpha \) describe the same space. Define \( \bar{\alpha}_0 = [\bar{\alpha}, 0_{m \times m-r}] \), \( \delta_R = \hat{R} - \bar{\alpha}_0 \) and \( \delta_{R_t} \) for the first \( r \) columns in \( \delta_R \). Then we have

\[
\sum_{t=1}^T \| \Delta \hat{Y}_t - (\hat{\delta}_{1,t-1} \otimes I_m) vec(\hat{R}') \|^2 + \sum_{j=1}^m \frac{\lambda_{rj}^{\text{rank}}}{\mu_j^2} \| \hat{R}'(\cdot, j) \|_2 \\
= \sum_{t=1}^T \| \bar{w}_t - (\hat{\delta}_{1,t-1} \otimes I_m) vec(\delta_R) \|^2 + \sum_{j=1}^m \frac{\lambda_{rj}^{\text{rank}}}{\mu_j^2} \| \bar{\alpha}_0(j) + \delta_R(j) \|_2 \\
= \sum_{t=1}^T \bar{w}_t \bar{w}_t - 2w_t' (\hat{\delta}_{1,t-1} \otimes I_m) vec(\delta_R) + vec(\delta_R)' (\hat{\delta}_{1,t-1} \hat{\delta}_{1,t-1} \otimes I_m) vec(\delta_R) \\
+ \sum_{j=1}^m \frac{\lambda_{rj}^{\text{rank}}}{\mu_j^2} \| \bar{\alpha}_0(j) + \delta_R(j) \|_2
\]

Therefore, the minmization of (8) in \( \hat{R} \) is equivalent to minimizing

\[
\sum_{t=1}^T -2w_t' (\hat{\delta}_{1,t-1} \otimes I_m) vec(\delta_R) + vec(\delta_R)' (\hat{\delta}_{1,t-1} \hat{\delta}_{1,t-1} \otimes I_m) vec(\delta_R) + \sum_{j=1}^m \frac{\lambda_{rj}^{\text{rank}}}{\mu_j^2} \| \bar{\alpha}_0(j) + \delta_R(j) \|_2 \tag{A.26}
\]

in \( \delta_R \). With \( D_{1T} = \text{diag}(\sqrt{T} I_{1}, T I_{m-r}) \) the term inside the first sum can be written as

\[-2w_t' (\hat{\delta}_{1,t-1} D_{1T}^{-1} \otimes I_m) vec(\delta_R D_{1T}) + vec(\delta_R D_{1T})' (D_{1T}^{-1} \hat{\delta}_{1,t-1} D_{1T}^{-1} \otimes I_m) vec(\delta_R D_{1T}) \]

Thus the Karush-Kuhn-Tucker (KKT) condition for group-wise variable selection from (A.26) is

\[
-\frac{1}{\sqrt{T}} \sum_{t=1}^T w_t \hat{\delta}_{1,t-1}' + \sqrt{T} \delta_{R1} \frac{1}{T} \sum_{t=1}^T \hat{\delta}_{1,t-1} \hat{\delta}_{1,t-1} - \frac{\hat{\lambda}_{1,T} \bar{\alpha}(1)}{2\sqrt{T} \| \bar{\alpha}(1) \|_2}, \ldots, \frac{\hat{\lambda}_{r,T} \bar{\alpha}(r)}{2\sqrt{T} \| \bar{\alpha}(r) \|_2} \tag{A.27}
\]

\[
\| \left( \sum_{t=1}^T -2w_t \hat{\delta}_{1,t-1} + 2\sqrt{T} \delta_{R1} \frac{1}{T^{3/2}} \hat{\delta}_{1,t-1} \hat{\delta}_{1,t-1} \right) j \|_2 < \frac{\hat{\lambda}_{r,j,T}}{T} \tag{A.28}
\]

where \( \hat{\lambda}_{j,T} = \frac{\lambda_{rj}^{\text{rank}}}{\mu_j^2} \) and the subscript \( j \) denotes the \( j \)th column. The expression follows since the derivative of the first term in (A.26) w.r.t. \( vec(\delta_R D_{1T}) \) is \( \sum_{t=1}^T -2(D_{1T}^{-1} \hat{\delta}_{1,t-1} \otimes I_m) w_t + 2(D_{1T}^{-1} \hat{\delta}_{1,t-1} D_{1T}^{-1} \otimes I_m) vec(\delta_R D_{1T}) = \sum_{t=1}^T -2w_t \hat{\delta}_{1,t-1} D_{1T}^{-1} + 2\delta_R D_{1T} D_{1T}^{-1} \hat{\delta}_{1,t-1} D_{1T}^{-1} \).
Define $V_{\alpha} = \left[ \frac{\bar{\alpha}(1)}{\|\bar{\alpha}(1)\|_2 \bar{\mu}_1}, \ldots, \frac{\bar{\alpha}(r)}{\|\bar{\alpha}(r)\|_2 \bar{\mu}_r} \right]$ and

$$
S_{z1z1} = \frac{1}{T} \sum_{t=1}^{T} \tilde{z}_{1,t-1} \tilde{z}_{1,t-1}' \\
S_{wz1} = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t \tilde{z}_{1,t-1}' \\
S_{z1z2} = \frac{1}{T^{3/2}} \sum_{t=1}^{T} \tilde{z}_{1,t-1} \tilde{z}_{2,t-1}' \\
S_{wz2} = \frac{1}{T} \sum_{t=1}^{T} w_t \tilde{z}_{2,t-1}'
$$

From the proof of Theorem 2.1, we can use that $S_{z1z2} = \chi_{12}/\sqrt{T}$ in block 6. Thus we can conclude from (A.12) that $\|S_{z1z2}\|_2 = O_p(\frac{r_{\gamma}}{\sqrt{T}})$. Moreover, (A.3) and Lemma 2 imply that $S_{z1z1}$ and $S_{wz1}$ have bounded $l_2$ norm. Therefore we can re-write the first KKT-conditions (A.27) for the stationary part as

$$
\sqrt{T}\delta_{R_1} = -\frac{\lambda_{\text{rank}}}{2\sqrt{T}} V_{\alpha} S_{z1z1}^{-1} + S_{wz1} S_{z1z1}^{-1} \tag{A.29}
$$

which implies that

$$
\|\sqrt{T}\delta_{R_1}\|_2 = O_p(\frac{\lambda_{\text{rank}}}{\sqrt{T}} r_{\gamma}^{-1/2} + 1) = o_P(1) \tag{A.30}
$$

The convergence in (A.30) follows from the condition on the tuning parameter $\frac{\lambda_{\text{rank}}}{\sqrt{T}} r_{\gamma}^{-1/2} \to 0$ in the theorem. It thus yields that each element in $\delta_{R_1}$ converges to zero at the rate of $\sqrt{T}$. Hence, the first $r$ columns of the solution $\hat{\alpha}'$ in (8) are $\sqrt{T}$-consistent for $\bar{\alpha}$.

Moreover, for the second part (A.28) of the KKT conditions, we plug in (A.29). Hence for the exclusion of the non-stationary components from (8), it is sufficient if

$$
\|(S_{wz1} S_{z1z1}^{-1} S_{z1z2} - S_{wz2}) k\|_2 < \frac{\lambda_{\text{rank}}}{2T} \|\bar{\mu}_{r+1} - \lambda_{\text{rank}}}{2\sqrt{T}} \|(V_{\alpha} S_{z1z1}^{-1} S_{z1z2}) k\|_2 \tag{A.31}
$$

for $k = 1, 2, \ldots, m - r$. It remains to show that (A.31) is bounded in probability which implies selection consistency holds with probability one.

$$
\frac{\lambda_{\text{rank}}}{\sqrt{T}} \|(V_{\alpha} S_{z1z1}^{-1} S_{z1z2}) k\|_2 \leq \frac{\lambda_{\text{rank}}}{\sqrt{T}} \|V_{\alpha} S_{z1z1}^{-1} S_{z1z2}\|_F \leq \frac{\lambda_{\text{rank}}}{\sqrt{T}} \|V_{\alpha}\|_F \|S_{z1z1}^{-1}\|_2 \|S_{z1z2}\|_2 = O_p(\frac{\lambda_{\text{rank}}}{\sqrt{T}} r_{\gamma}^{1/2} r_{\gamma})
$$

Thus the RHS of (A.31) is dominated by the first term. The LHS of (A.31) is dominated by $S_{wz2}$ since $\|S_{wz1} S_{z1z1}^{-1} S_{z1z2}\|_2 = O_P(r_{\gamma}/\sqrt{T})$ due to (A.3), (A.12), (A.6) and Lemma 2. Moreover, for $S_{wz2}$ we use that $\tilde{Z}_{2,t} = \sum_{s=1}^{T} \alpha_{1}^{'s} w_{s}$ as in (A.5) to get for all $i = \ldots$
1, 2, \ldots, m \text{ and } j = 1, 2, \ldots, m - r
\begin{align*}
\mathbf{E}(\frac{1}{T} \sum_{t=1}^{T} w_t^i \tilde{Z}_{2,t-1}^j)^2 &= \frac{1}{T^2} \mathbf{E}(\sum_{t=1}^{T} (w_t^i)^2 (\tilde{Z}_{2,t-1}^j)^2) + \frac{1}{T^2} \mathbf{E}(\sum_{s \neq t} w_s^i \tilde{Z}_{2,s-1}^j w_t^i \tilde{Z}_{2,t-1}^j) + o_p(1) \\
&= \frac{1}{T^2} \sum_{t=1}^{T} \mathbf{E}((w_t^i)^2) \mathbf{E}((\tilde{Z}_{2,t-1}^j)^2) + o_p(1) = O_p(1/T) = O_p(\lambda_{32})
\end{align*}
the residual denoted as \( o_p(1) \) is due to the difference between \( \tilde{Z}_t \) and \( Z_t \).

Then we find that with \( N_i = (S_{w2})_{ji} \) for any \( j \), we have that
\( \{ \sum_{k=1}^{m} N_k \leq c \} \supseteq \bigcap_k \{ N_k \leq \frac{c}{m} \} \) implies \( \{ \sum_{k=1}^{m} N_k > c \} \supseteq \bigcup_k \{ N_k > \frac{c}{m} \} \). Thus we can conclude that
\begin{align*}
\mathbb{P}(\sqrt{T} \sum_{i=1}^{m} N_i^2 > \frac{\lambda_{\text{rank}}}{2T} \tilde{\mu}_{r+k}^{-\gamma}) &\leq \mathbb{P}(\sqrt{T} \sum_{i=1}^{m} N_i^2 > \left( \frac{\lambda_{\text{rank}}}{2T} \tilde{\mu}_{r+k}^{-\gamma} \right)^2) \\
&\leq \sum_{i=1}^{m} \mathbb{P}(|N_i| > \frac{\lambda_{\text{rank}}}{2T \sqrt{m}} \tilde{\mu}_{r+k}^{-\gamma}) \\
&\leq mC_0^2 \left( \frac{\lambda_{\text{rank}} T^{-1}}{\sqrt{m}} \right)^{-2} \leq \left( \frac{mC_0}{\lambda_{\text{rank}} T^{-1}} \right)^2
\end{align*}
for some \( 0 < C_0 < \infty \) where we use Chebyshev’s inequality and (A.32) together with \( \tilde{\mu}_{r+k} = O_P(1/T) \) from Theorem 2.2 in the last line. Thus with \( \frac{m \gamma^2}{\lambda_{\text{rank}} T^{-1}} \to 0 \) we simultaneously exclude the last \( m - r \) columns with probability tending to 1.

\textbf{Proof of Theorem 3.1}

\textit{Proof.} For the least squares estimate \( \tilde{B} \), we consider
\[ \sqrt{T}(\tilde{B} - B) = \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{w}_t \Delta X_{t-1}' \right) \left( \frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta X_{t-1}' \right)^{-1}. \]

Hence we can write the first component with \( S^{-1} \) from (3) explicitly as
\[ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{w}_t \Delta \tilde{X}_{t-1}' \]
\[ = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t \Delta X_{t-1}' - \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t Z_{1,t-1}' \frac{1}{T} \sum_{t=1}^{T} w_t Z_{2,t-1}' S^{-1} \left[ \frac{1}{T} \sum_{t=1}^{T} Z_{1,t-1} \Delta X_{t-1}' \right] . \]

Thus Lemma 3 implies that
\[ \| \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{w}_t \Delta \tilde{X}_{t-1}' - \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t (\Delta X_{t-1}' - Z_{1,t-1}' \Sigma_{1}^{-1} \Sigma_{2} \Delta x) \|_F = O_p(\frac{m}{\sqrt{T}}) \]
and therefore by Lemma 3 and Lemma 1 for \((\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}')^{-1}\) it holds that

\[
\|\sqrt{T}(\tilde{B} - B) - \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t (\Delta X'_{t-1} - Z'_{1,t-1} \Sigma_{z1}^{-1} \Sigma_{z1} \Delta x) \Sigma_{\Delta x,z1}^{-1}\|_F = O_p(\frac{m}{\sqrt{T}})
\]

With \(\Delta \tilde{X}_{t-1} = \Sigma_{\Delta x,z1}^{-1}(\Delta X_{t-1} - \Sigma_{\Delta x,z1}^{-1} \Sigma_{z1} Z_{1,t-1})\), we can thus conclude that

\[
\|\text{vec}(\tilde{B} - B) - \text{vec}(\frac{1}{T} \sum_{t=1}^{T} w_t \Delta \tilde{X}_{t-1}')\|_\infty \leq \|\tilde{B} - B - \frac{1}{T} \sum_{t=1}^{T} w_t \Delta \tilde{X}'_{t-1}\|_F = O_p(\frac{m}{T^{3/2}})(A.33)
\]

With triangle inequality and the maximal inequality in Chernozhukov, Chetverikov and Kato (2013), which implies for \(\text{vec}(w_t \Delta \tilde{X}'_{t-1})\)

\[
\|\frac{1}{T} \sum_{t=1}^{T} \text{vec}(w_t \Delta \tilde{X}'_{t-1})\|_\infty = O_p(\sqrt{\frac{\log m}{T}}), \quad (A.34)
\]

this implies the first claim of the theorem. As \(\tilde{B}\) satisfies

\[
\sqrt{T}(\tilde{B} - B) = -\frac{\lambda_T^{\text{ridge}}}{\sqrt{T}} B(\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}') + \frac{\lambda_T^{\text{ridge}}}{T} I_{mP}^{-1} + \frac{1}{\sqrt{T}} \sum_{t=1}^{T} w_t \Delta \tilde{X}'_{t-1} (\frac{1}{T} \sum_{t=1}^{T} \Delta \tilde{X}_{t-1} \Delta \tilde{X}_{t-1}') + \frac{\lambda_T^{\text{ridge}}}{T} I_{mP}^{-1},
\]

for \(\frac{\lambda_T^{\text{ridge}}}{\sqrt{T}} \to 0\), the asymptotics of \(\tilde{B}\) and \(\tilde{B}\) coincide. \(\square\)

**Proof of Theorem 3.2**

Because the proof for lag selection consistency is similar to rank selection, we leave it in the online supplementary.
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