Lindbeck, Assar; Palme, Mårten; Persson, Mats

Working Paper
Job security and work absence: evidence from a natural experiment

CESifo Working Paper, No. 1687

Provided in Cooperation with:
Ifo Institute – Leibniz Institute for Economic Research at the University of Munich

Suggested Citation: Lindbeck, Assar; Palme, Mårten; Persson, Mats (2006): Job security and work absence: evidence from a natural experiment, CESifo Working Paper, No. 1687, Center for Economic Studies and Ifo Institute (CESifo), Munich

This Version is available at:
http://hdl.handle.net/10419/19151

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.
You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.
If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
JOB SECURITY AND WORK ABSENCE:
EVIDENCE FROM A NATURAL EXPERIMENT

ASSAR LINDBECK
MÅRTEN PALME
MATS PERSSON

CESifo WORKING PAPER NO. 1687
CATEGORY 1: PUBLIC FINANCE
MARCH 2006

An electronic version of the paper may be downloaded
• from the SSRN website: www.SSRN.com
• from the CESifo website: www.CESifo-group.de
JOB SECURITY AND WORK ABSENCE: EVIDENCE FROM A NATURAL EXPERIMENT

Abstract
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1. Introduction

In several developed countries, welfare arrangements provide economic security not only through compulsory income insurance but also via job-security legislation. Indeed, the latter functions as a *de facto* income insurance via the employment contract, in particular for workers with seniority rights. Like other types of insurance, job security legislation is, however, vulnerable to moral hazard, which in this case may take the form of shirking at work or irregular work attendance, since the risk of being fired for such behavior is reduced by the legislation.

It is increasingly understood that the effects of various systems of income and job security may interact when it comes to, e. g., the consequences for the functioning of the labor market. This interaction takes place through several different channels. For instance, the risk of losing one’s job by often calling in sick falls with strict job-security legislation, which is likely to increase sickness absence. Moreover, people with a high propensity to call sick will have an incentive to acquire “seniority capital” by hanging on to a job even if there is a “bad match”. The behavior of firms is also influenced by job security legislation; with high security, firms are induced to avoid employing individuals with potential health problems.

The effects of job security legislation on absence behavior are difficult to analyze empirically. In a job-security regime that is uniform across the nation, we would not obtain any variation in the rules necessary for econometric analysis. If, on the other hand, the job security rules differ between firms (or across industries), we would get self-selection problems: individuals with a high propensity to be absent may self-select into specific jobs with high job security. Thus, it is essential to have access to some form of exogenous variation in the job security experienced by the workers.

The previous empirical literature on work absence behavior contains two branches of particular relevance for the issue described above. The first consists of studies on the relation between work absence and unemployment. The idea behind these studies is that unemployment functions as a disciplining device: high unemployment makes
shirking and absence more costly for the worker. Several papers have thus indicated that absence tends to fall in recessions, when workers feel less safe in having a job.\(^1\) The second branch consists of empirical studies of the relation between the employment contract and absence behavior. For instance, Ichino and Riphahn (2004) have compared work absence among German government officials with different degrees of tenure, and they found tenure to be associated with relatively high work absence. In a subsequent study, using individual data for studying work absence in a large Italian bank, the same authors found that absence increased among newly employed when the probation period was over and hence, job security became stronger (Ichino and Riphahn, 2005).

In this study, we follow another track by exploring a Swedish reform of job security legislation, implemented on January 1, 2001. The reform allowed employers with up to ten employees to exempt two of their employees from the seniority rules of the Swedish job security legislation. Since this change in job security legislation only applied to a particular group in the labor market – employers and employees in firms with up to ten employees – the policy change generated one treatment group and one control group. The reform can therefore be interpreted as a natural experiment, which makes it possible to address a number of issues that have not been adequately dealt with so far. First, it allows an explicit analysis of a public policy intervention, which directly affected employment security. Therefore, our results have immediate policy relevance. Second, since we have access to individual panel data, it is possible to distinguish between a “compositional effect” and a “behavioral effect”. More specifically, we can investigate whether a given change in sickness absence in the treatment group is mainly due to workers becoming more reluctant to calling in sick (a behavioral effect), or is rather due to changes in the composition of the workforce in the treatment group (a compositional effect).

The empirical analysis consists of three main parts. We first study the overall effect of the reform on work absence behavior (behavioral + compositional effects) using a conventional differences-in-difference methodology. In this context, we also exploit the fact that the reform had a differential effect through the number of employees

\(^1\) For aggregate time-series studies, see Henrekson and Persson (2002) and Osborg Ose and Dyrstad
within the group affected by the reform, since the two employees that could be exempt from the seniority rules constitute a different share of the workforce. Second, we allow for the possibility that the workforce of firms in the treatment group may be endogenous with respect to the reform; individuals with a high propensity to call sick may have left firms in the treatment group as a result of the weaker job security in such firms. We account for this possibility by using an instrumental-variable (IV) approach. As an instrument, we assign the individual to the firm where he worked in 1999, before it was at all possible to know about the changes in the job security legislation. By this approach, we are able to distinguish between effects on the absence behavior of workers on a specific job, and effects on those who change job. Finally, we study the effect of the compositional change directly by constructing two-year panels. By studying such panels, we can compare work absence behavior of workers entering and quitting firms affected by the policy change before and after the reform, respectively.

We find an overall reduction in the average work absence rate of about 0.2-0.3 days. This is, however, an aggregate figure. For individuals who continue to work in a treatment-group firm, the fall in absence is about one day. We also find that persons with high absence tend to leave the firms affected by the reform. This is consistent with the predictions of lower hiring costs and a reduction in the value of the “seniority capital” as a result of the change in job security legislation. Finally, we find that firms became less reluctant to hire workers with a history of high sickness absence, presumably because the reform reduced the hiring and firing costs for firms.

The paper is organized as follows. Section 2 gives an overview of how the reform changed the incentives for employers and employees, respectively. In section 3, we describe Sweden’s job security legislation and sick-pay insurance system. Section 4 gives theoretical predictions of how firms within the treatment group, with different numbers of employees, will be affected by the reform. The data are presented in Section 5 and the basic econometric specification in Section 6. Section 7 presents the results. The first sub-section presents the estimates of the overall effect of the reform, i.e., the combined effect of behavioral and compositional changes. The second and
third sub-sections present some tests of the timing of the effects, and the consequences for firms of different sizes within the treatment group. The fourth sub-section deals with detecting and accounting for possible endogeneity problems in the analysis. The fifth sub-section takes a closer look at endogenous compositional changes. Finally, Section 8 concludes.

2. The Different Effects of Changes in the Employment Security Legislation

As compared to spot labor markets, employment contracts re-allocate income risk from worker to employers (see e.g. Malcomson, 1999). Job security legislation accentuates this shift of income risk. Such a shift, however, creates a moral-hazard problem, since the cost for workers of shirking goes down. Employers’ behavior may also change, since the employment security legislation makes it more costly to hire the wrong person.

A relaxation of the job security legislation, like the Swedish 2001 reform, shifts risk in the opposite direction. The effects of such a change can be categorized as follows:

(i) Compositional effects. Weaker job security may change the employment status for some workers, with consequences for the composition of the labor force in individual firms. We distinguish between the following three channels for such compositional effects:

a) Firing. Since less rigorous employment protection makes it easier for employers to get rid of workers with high work absence, the remaining labor force will consist of individuals with a relatively low propensity to be absent from work.

b) Hiring. In principle, less rigorous employment protection reduces firing costs, hence making employers less choosy in their hiring decisions. They will therefore pay less attention to screening. As a result, more people with potential health problems will be hired, which tends to increase absence.

c) Quits. When employment protection becomes softer and hence, the previously acquired “seniority capital” falls for some
individuals, they may be more inclined to quit in the case of a bad match. The number of bad matches in the labor market will then fall, and the absence rate tends to go down – assuming that absence is a way for workers of coping with a bad match.\(^2\)

(ii) **Behavioral effects among stayers.** Less rigorous employment protection makes it more costly for a worker to be absent, since workers with high absence are now more likely to be fired. Employees (“stayers”) may therefore become less inclined to be absent from work.

The first two effects – compositional effects \(a\) and \(b\) – refer to employer behavior. In the case of a softening of the job security legislation, these effects work in different directions and will lead to a theoretically ambiguous effect on the composition of the workforce. The two other effects – compositional effect \(c\) and the behavioral effect – refer to employee behavior, and they both tend to reduce sickness absence.

To sum up, while the behavioral effects on stayers are likely to be unambiguous (softer job security legislation leading to less absence), the compositional effects are ambiguous since the hiring effect works in the opposite direction of the other compositional effects. A given change in total absence is, of course, a combination of all these effects.

3. **The 2001 Swedish Job Security Reform**

Before the 2001 reform, the employer had to obey a seniority rule in the form of “last-in-first-out” in case of redundancy.\(^3\) The reform softened the rule for small firms in the sense that firms with ten employees or less were allowed to keep two persons regardless of their seniority. Hence, seniority rights were weakened for part of the workforce in such firms.

\(^2\) This point has been informally discussed by Rothstein and Boräng (2005), who argue that workers with seniority capital may choose sickness absence rather than quitting in the case of a bad job match.
It is easy to understand that this type of reform had the predicted behavioral and compositional effects discussed in the previous section. In the case of hiring, the reasons are somewhat more involved than in the other cases. The incentive falls for a firm to screen workers in the hiring decision. If the worker turns out to be a good match, it is easier for the firm to keep him in a case of redundancy, and to fire somebody else instead; if instead the match turned out to be bad, it is as easy (or difficult) to fire him as earlier.

The reform was implemented on January 1, 2001, and it is reasonable to assume that it was not expected by employers or employees until 2000, when it was openly discussed. The reason why it could not reasonably have been anticipated before is that it was the result of an unlikely cooperation between the Environmentalist Party and the non-socialist opposition parties in the Parliament. During the first half of 2000, it gradually became more likely that this cooperation could be sustained and result in a job-security reform (cf Table 1 for the chronology of the reform).

We would expect that at least some of these effects materialized already during 2000. In anticipation of the reform, some workers may have reduced their absence, and some firms may have become willing to take greater risks when hiring. For obvious reasons, the effects on firing could not have occurred until 2001.

3The strictness of the legislation was modified by the possibility that firms and unions could make
Table 1: The chronology of the Parliament’s decision to soften the job protection legislation for small firms in Sweden 2001.

<table>
<thead>
<tr>
<th>Action</th>
<th>Date</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>As a response to the Parliament’s request, the Ministry of Industry presents a report containing two alternative technical solutions: 1.) All firms can exempt two persons from the last-in-first-out rules. 2.) Only firms with less than ten employees can exempt two persons.</td>
<td>February 2000</td>
<td>Ds 2000:6</td>
</tr>
<tr>
<td>In an attempt to drive a wedge between the parties advocating labor market reform, the Government chooses alternative 1, and presents it to the Parliament in the form of a legislation proposal. But since the Environmentalist Party only accepted alternative 2, it was clear that this was the only alternative that would get a majority in Parliament.</td>
<td>May 25, 2000</td>
<td>Prop. 1999/2000:144</td>
</tr>
<tr>
<td>The Parliament’s Labor Market Committee votes for alternative 2, but modifies it to “ten employees or less”, and presents it to the Parliament.</td>
<td>September 21, 2000</td>
<td>2000/01:AU4</td>
</tr>
<tr>
<td>The law is implemented.</td>
<td>January 1, 2001</td>
<td></td>
</tr>
</tbody>
</table>

4. Predicted Effects within the Treatment Group

Due to the particular design of the reform, we can expect different effects not only between the treatment group and the control group, but also within the treatment group. The right of a firm in the treatment group to exempt two persons from the agreements about exceptions from the first-in-last-out rule in specific cases.
seniority rules clearly has different effects depending on the number of employees. Indeed, it is possible to construct a measure of how large a fraction of the workforce within an individual firm is protected by the seniority rules – and how this fraction changed by the reform.

Assume that, as a result of redundancy, a firm wants to fire exactly one employee. If the firm only had one employee, nobody was protected by the seniority rule before the reform. For a firm with two employees, one person (that is, 50 percent of the workforce) was protected. With three employees, two persons (67 percent) were protected, et cetera. With 10 employees, 9 (i.e., 90 percent) were protected. These calculations are presented in the first three columns in Table 2.

<table>
<thead>
<tr>
<th>Number of Employees</th>
<th>Protected workers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before reform</td>
</tr>
<tr>
<td></td>
<td>Number</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 2: Employment protection in small firms before and after the 2001 reform.
Columns 4-6 illustrate the situation after the reform. In a firm with only one employee, nobody is protected – just like before. This means, in fact, that the treatment group in the experiment consists of firms with 2-10 rather than 1-10 employees. With two employees, the situation has changed: since the firm can exempt two persons from the seniority rules, nobody is now protected. Indeed, the same holds for a firm with three employees. The reason is that since the firm can exempt any two persons, any of the three employees could be fired in case of a redundancy; thus, no one is protected. With four employees, the person with the highest seniority can feel safe on his job when one person is going to be fired; thus 25 percent of the workforce is protected after the reform. As seen from the table, the fraction increases to 70 percent for a firm with ten employees.

The last column states the change, in percentage points, of the fraction of the labor force protected by the seniority rules. While there is no change for a firm with one employee, the change is –50 percentage points for a firm with two employees, and –67 percentage points for a firm with three employees. For firms with more employees, the change gradually falls (in absolute terms) to –20 percent for a firm with 10 employees. For larger firms, there is, of course, no change at all (as for firms with only one employee), since they were not affected by the reform. This pattern of the change in job security shown in the last column of Table 2 is depicted in Figure 1. Hence, we can make quite specific predictions about the implications for sickness absence not only for the treatment group as compared to the control group, but also for firms of different sizes within the treatment group.
Figure 1. The 2001 change in employment protection in small firms.

The analysis underlying Figure 1 was performed under the assumption that the firm had to fire exactly one person. The general “U shape” of the curve in the figure, however, carries over to other cases, such as when the firm considers firing two persons, or a certain fraction of the work force.\(^4\)

5. Data and Measurement

5.1 General Description of the Data

We use the panel data set LISA, containing information on all individuals permanently living in Sweden. LISA consists of data from three main registers:

- The income and wealth register (Inkomst- och förmögensstatistik, IoF).

  This register consists of tax return data on all people registered as taxpayers in

\(^4\) It should be noted that the numbers in Table 2 only give the fraction of the workforce automatically protected by the legislation. The numbers do not give any information about whether job protection has increased or decreased for specific workers. For instance, a newly employed worker with particularly useful skills, who would have been the first to be fired under the old legislation, might actually have experienced an increased job protection because of the reform. In such a case, somebody else would have been fired instead. It is important to realize, however, that both these persons will have stronger incentives not to shirk than before. Indeed, the last hired person could not influence his probability of being fired in case of redundancy before the reform – while after the reform, he can exert such influence by his absence behavior. Thus, the general predictions in Table 2 and Figure 1 carry over to the case of heterogeneous workers in terms of skills.
Sweden. LISA contains data from this register for each year between 1992 and 2002.

- The Enterprise and Workplace register compiled by Statistics Sweden. This register contains information on employer and workplace for all individuals permanently living in Sweden.
- The National Insurance Board registers. These contain all transactions from the Swedish social insurance system, including the number of days of absence compensated by the compulsory sickness insurance.

There are several reasons why LISA is an excellent data set for the purposes of this study. First, it is a matched employer-employee data set. This means that we have information on key variables on the employer, such as e.g. number of employees and sector, as well as individual information on employees, such as work absence and educational attainments. Second, it contains information on all individuals permanently living in Sweden. This means that we are able to get very large sample sizes also for the quite specific group of workers in the private sector working in firms with ten employees or less. It also allows us to get information on the composition of the workforce within each workplace.

A third advantage of LISA is that it contains information on all transactions from the administration of compulsory social security in Sweden. This means that we are able to get a very accurate measure of the usage of the sick-pay (temporary disability) insurance program. However, as a measure of work absence, this source of information has the limitation that it does not measure sick leave compensation paid by the employers. During most of the period we study, sick leave compensation for spells up to two weeks was financed by the employer,\textsuperscript{5} which means that we are only able to study sick spells longer than two weeks. This limitation implies that our results should be interpreted as “lower bounds” of the full effect of softer job security legislation on the number of sick days.

\textsuperscript{5} During the first quarter of 1998, employers paid for sick spells shorter than four weeks.
We use data for employees in the private sector, employed in establishments with at most 25 employees, aged 25-64 years, over the period 1998-2002 (which is a period during which no major changes in the sick pay insurance system took place). This sample selection resulted in samples of roughly 600,000 persons per year. The reason for excluding larger firms is that we want the control group to be as similar to the treatment group as possible. Thanks to our large data set, such an exclusion still allows us to have a very large sample.

5.2 Problems of Data Interpretation

As pointed out earlier, the data we use only cover sick days paid by the government insurance system. The first two weeks of a sick spell are paid by the individual’s employer, and those days are not recorded in the data. If moral hazard were more important for short spells than for spell longer than two weeks, our study would underestimate the effects of the job security reform on sickness absence.

Another problem is that the rules of the sickness insurance system were somewhat different in the first quarter of 1998 as compared to the rest of the period. In that quarter, the employer paid for the first four rather than the first two weeks of a sick spell. This feature of the data would create a problem for our analysis if the proportion of sick spells for the control group and the treatment group differed when looking at the first two weeks as compared to the first four weeks. This problem is, however, of limited importance since it only affects one quarter out of eight during the pre-reform period. Limiting the pre-reform period to 1999 only would completely remove the underreporting problem but would, at the same time, reduce the pre-reform period to one year only. We have tried both alternatives and found that the parameter estimates do not differ to any considerable extent for these variations (cf. Section 7.1).

A third type of data problem may be that the size distribution of firms is endogenous to the reform. As we concluded in Section 2, the reform basically implied more discretionary power to small firms in their firing decisions. The number of small firms (up to ten employees) may therefore be expected to increase. This could occur either because larger firms decide to reorganize or split in order to belong to the favored size group, or because small firms would now be more competitive, resulting in larger entry and smaller exit. Both these effects would contaminate the experimental design,
since they would change the composition of firms across size groups as a result of the experiment.

To highlight this issue, we have computed the percentage changes in the number of firms of different sizes of the workforce between 1999 and 2002. These numbers are shown in Figure 2, which does not suggest that there have been any adjustments to the structure of firms. For instance, the number of firms in the size classes most influenced by the reform (i.e., firms with 2-5 employees) has hardly changed at all. The number of larger firms in the treatment group has indeed increased, but not more than the number of firms in the control group (1 and 11-20 employees).

![Figure 2: Percentage change between 1999 and 2002 in number of firms by number of employees.](image)

5.3 Some Descriptive Statistics

Table 3 shows some brief descriptive statistics for each of the years used in the study. The experimental group – employees working at establishments with between 2 and 10 employees – corresponds to around 55 percent of the sample. The descriptive statistics also shows that about two thirds of the employees in the group establishments included in the sample are males.
Table 3: Descriptive statistics.

<table>
<thead>
<tr>
<th></th>
<th>1998</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of observations</td>
<td>617,694</td>
<td>639,099</td>
<td>655,477</td>
<td>659,783</td>
<td>657,911</td>
</tr>
<tr>
<td>Share females</td>
<td>32.9</td>
<td>32.9</td>
<td>32.8</td>
<td>32.8</td>
<td>32.5</td>
</tr>
<tr>
<td>Average age</td>
<td>42.1</td>
<td>42.3</td>
<td>42.5</td>
<td>42.8</td>
<td>43.0</td>
</tr>
<tr>
<td>Share in treatment group, %</td>
<td>55.7</td>
<td>55.1</td>
<td>55.0</td>
<td>54.8</td>
<td>54.4</td>
</tr>
<tr>
<td>Average number of days absent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment group</td>
<td>6.36</td>
<td>7.51</td>
<td>8.85</td>
<td>9.87</td>
<td>13.48</td>
</tr>
<tr>
<td>Control group</td>
<td>6.40</td>
<td>7.52</td>
<td>9.12</td>
<td>10.13</td>
<td>13.65</td>
</tr>
<tr>
<td>Difference between treatment and control groups in average number of days absent</td>
<td>-0.04</td>
<td>-0.01</td>
<td>-0.27</td>
<td>-0.26</td>
<td>-0.17</td>
</tr>
<tr>
<td>Differences-in-differences (relative to previous year)</td>
<td>-0.03</td>
<td>-0.26</td>
<td>0.01</td>
<td>0.09</td>
<td></td>
</tr>
</tbody>
</table>

The bottom rows of the table show the development of the average number of days paid for by the public sick-pay insurance in the treatment and control group, respectively.\(^6\) We see that there was hardly any difference between the two groups in the pre-reform years 1998-1999. However, there is a marked difference from 2000 and onwards, when the reform may have had an effect. The average numbers of sick days of the entire population could be regarded as a stochastic process, with random fluctuations over time. This allows us to make a very preliminary analysis of the effect of the reform on work absence behavior. Following Donald and Lang (2004, p 15), we first regress the differences in the seventh row in Table 3 on a dummy variable taking the value of one for the years after 2000. This procedure assumes the disturbance to be i.i.d. normal. The results suggest a highly significant (p-value 0.016) reduction in the work absence rate of 0.21 days. However, since we only have five observations, the precision of the estimate is quite low and a 95 percent confidence interval ranges from 0.07 to 0.34.

\(^6\) The number of absence days reported in Table 3 may seem surprisingly low. One reason is that we only look at small, private firms (up to 25 employees), where absence is lower than in large private firms and in the public sector. The other reason is that the data only cover sick spells longer than two weeks.
An alternative strategy, also suggested by Donald and Lang (2004), is to make the weaker assumption that the differences-in-differences are i.i.d. normal (i.e., allowing for the possibility that the differences are a correlated random walk) and analyze the one-year differences-in-differences presented in the bottom row of Table 3. Regressing these differences-in-differences on a dummy variable for 1999-2000, once more suggests a highly significant ($p$-value 0.024) reduction in the work absence rate. The point estimate is now 0.30 with a 95 percent confidence interval ranging from 0.10 to 0.51.

These descriptive data suggest that the reform may, in fact, have reduced the number of sick days, and that the effect was visible already in 2000. Note, however, that these calculations were made in a “one-variable regression”, hence without using any control variables such as gender, age, etc. A potential problem with such a simple approach is that the treatment firms and the control firms have different socio-economic composition, and that trends in absence behavior may differ across socio-economic groups. Indeed, as we see from Table 4, there are such differences in the case of gender, age and education. Although these differences are not very large, they may create a bias in the estimates of a reform effect. We will therefore control for a number of socio-economic variables by including a battery of such variables, and their interactions with the time variables, in the econometric model specification (see Section 6).

Table 4: Comparison of the control and treatment groups before and after the 2001 reform.

<table>
<thead>
<tr>
<th></th>
<th>1999 Control group</th>
<th>1999 Treatment group</th>
<th>2002 Control group</th>
<th>2002 Treatment group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share females</td>
<td>31.89</td>
<td>33.75</td>
<td>31.59</td>
<td>33.31</td>
</tr>
<tr>
<td>Average age</td>
<td>42.1</td>
<td>42.4</td>
<td>42.8</td>
<td>43.2</td>
</tr>
<tr>
<td>Share education group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>26.38</td>
<td>24.69</td>
<td>22.25</td>
<td>20.33</td>
</tr>
<tr>
<td>2</td>
<td>37.31</td>
<td>36.22</td>
<td>38.32</td>
<td>39.96</td>
</tr>
<tr>
<td>3</td>
<td>28.11</td>
<td>29.09</td>
<td>23.94</td>
<td>24.68</td>
</tr>
<tr>
<td>4</td>
<td>8.19</td>
<td>10.01</td>
<td>15.46</td>
<td>18.03</td>
</tr>
</tbody>
</table>
6. The Econometric Model

6.1 A Differences-in-Differences Specification

The raw data of Table 3 suggest that the job security reform in 2001 had an effect on work absence, and that this effect materialized already in 2000. However, the sudden increase in 2000 in the difference between the control group and the treatment group could be the result of other influences than the reform. To investigate this issue, we make an explicit differences-in-difference analysis using a number of control variables (see e.g. Angrist and Krueger, 1999, for an overview of the general methodology). In its simplest form, this approach only relies on the difference between the average number of days of absence in the treated group (those affected by the reform) and the corresponding average for those in the control group (those not affected) before and after the reform, i.e.,

\[ \beta \equiv (\bar{S}_{\text{contr, pre}} - \bar{S}_{\text{treat, pre}}) - (\bar{S}_{\text{contr, post}} - \bar{S}_{\text{treat, post}}). \]  

(1)

As pointed out in Section 5.1, we will add a number of control variables, and interactions among some of these. To this end, we use a very flexible form for our regression equation:

\[ S_i = \alpha + \beta \cdot R_i + \gamma_{\text{YEAR}} \cdot \text{YEAR}_i + \gamma_{\text{TREAT}} \cdot \text{TREAT}_i + \gamma_{\text{X}} \cdot X_i + \gamma_{\text{interact}} \cdot X_i \cdot \text{YEAR}_i + e_i. \]  

(2)

where \( S_i \) is the number of sick days of individual \( i \) in year \( t \). The variable \( \text{YEAR} \) is a vector of four time dummies, defined by

\[ Y_{t}^{00} = \begin{cases} 1 & \text{if } t = 1999 \\ 0 & \text{otherwise} \end{cases}, \quad Y_{t}^{00} = \begin{cases} 1 & \text{if } t = 2000 \\ 0 & \text{otherwise} \end{cases}, \quad Y_{t}^{01} = \begin{cases} 1 & \text{if } t = 2001 \\ 0 & \text{otherwise} \end{cases}, \quad Y_{t}^{02} = \begin{cases} 1 & \text{if } t = 2002 \\ 0 & \text{otherwise} \end{cases}. \]

Further, \( \text{TREAT} \) is a dummy variable for being assigned to the treated group, defined by
Individual characteristics are captured by $X$, which is a vector of socioeconomic variables: one gender dummy, 3 education dummies, and 15 dummies for the (SNI code) industry in which individual $i$ worked in year $t$. Further $X$ includes the individual’s age in the form of a fourth-order polynomial: $AGE_{it}^4$, $AGE_{it}^3$, $AGE_{it}^2$, and $AGE_{it}$. 

Finally, $R_{it}$ is the reform indicator, defined as the interaction between the treatment indicator and the post-reform year dummies:

$$R_{it} = TREAT_{it} \cdot POSTREF_{it},$$  \hspace{1cm} (4)$$

where $POSTREF$ is a dummy taking the value of 1 for a post-reform year, and zero otherwise. With this definition, the interpretation of the coefficient $\beta$ in the regression equation (2) is the same as the $\beta$ in (1), when the averages $\overline{S}_{\text{conr, pre}}$, $\overline{S}_{\text{treat, post}}$ etc. are conditioned on all explanatory variables ($\text{YEAR}$, $\text{TREAT}$, $X$, and their interactions).

As pointed out in Section 2 above, it is not altogether obvious which years should be regarded as the post-reform period. While the reform was implemented in January 2001, the anticipation of the reform may, in principle, have influenced behavior already in 2000. We pointed out in connection with Table 3 that this may in fact have been the case. A reasonable baseline definition of $POSTREF$ is therefore

$$POSTREF_{it} = Y_{it}^{00} + Y_{it}^{01} + Y_{it}^{02}.$$

As a sensitivity analysis, we will also try other alternatives (see below).
Specification (2) includes interactions between each year-dummy and all elements of the $X$ vector, which prevents us from interpreting differential trends in the socio-economic variables as reform effects. Our model includes around 100 separate variables, and it should be noted that we impose functional form restrictions only on the age variable; all other variables are dummies. The econometric identification of the model comes from variation within gender, sector, age and education groups, accounting for possible trends within these groups. The dependent variable is the number of days absent during a year (a limited dependent, count variable), and the OLS estimate of the coefficient $\beta$ measures the effect on this number of a policy change (see Angrist, 1999). In all regression models, standard errors are clustered by employer, to account for possible within firm correlation as well as individual autocorrelation (see Bertrand, Duflo and Mullainathan, 2004).

6.2 The IV Specification

There are several reasons why the assignment of workers to treatment and control group firms in our previous OLS analysis may be endogenous. Suppose, for example, that some workers have a relatively high propensity to be absent from work, reflecting heterogeneous preferences or some other unobservable characteristic. It is reasonable to assume that such workers prefer to work in firms with high job security. This implies that workers with such preferences or characteristics may move to firms not affected by the policy change. Conversely, workers in the control group who have low seniority, but have preferences or unobserved characteristics resulting in low work absence, may move to firms in the treatment group. The reason is that they would then not be harmed by their low seniority, but feel secure because of their strong work ethic.

We use an IV approach to deal with this endogeneity problem. In the OLS regression of Section 7.1, we used the variable $TREAT$, defined by (3), on the right-hand side of equation (2). Since this variable, or rather the reform assignment term $R_{it} \equiv TREAT_{it} \cdot POSTREF_{i}$, may be correlated with $e_{it}$, we introduce the instrument $Z_{it} \equiv TREAT_{it} \cdot Y_{i}^{99}$.
which means that

\[
Z_{it} = \begin{cases} 
1 & \text{if individual } i \text{ works in a firm with 2–10 employees in 1999} \\
0 & \text{otherwise.}
\end{cases}
\]

This instrument is exogenous since by 1999, it was impossible for all but extremely clairvoyant workers to foresee the earlier-mentioned cooperation on this issue between the environmentalist Green party and the Conservative party. The instrument would, therefore, be unrelated to preferences for job security legislation. Moreover, the instrument is correlated with the reform assignment \( R_{it} \), since inertia in the employment relation means that most workers did not move from their original jobs as a result of the reform.

We thus estimate the following equation system:

\[
R_{it} = a + b \cdot Z_{it} + c'_{YE} \cdot YEAR_{it} + c'_{TREAT} \cdot TREAT_{it} + c'_{X} \cdot X_{it} + \\
+ c'_{INTERACT} \cdot X_{it} \cdot YEAR_{it} + e_{it},
\] (8)

\[
S_{it} = \alpha + \beta \cdot R_{it} + \gamma'_{YE} \cdot YEAR_{it} + \gamma'_{TREAT} \cdot TREAT_{it} + \gamma'_{X} \cdot X_{it} + \\
+ \gamma'_{INTERACT} \cdot X_{it} \cdot YEAR_{it} + e_{it},
\] (9)

where \( Z_{it} \) is given by (7). The resulting parameter estimate \( \hat{\beta} \) can be interpreted as the so-called local average treatment effect (LATE), i.e., the average effect of the reform for those who worked in a firm with 2-10 employees in 1999 and were exposed to a new job security regime as a result of the reform.

7. Results

7.1 Results from the Differences-in-differences Model

Estimating (2), using definitions (3) –(5) for the reform indicator, yields the estimates reported in Table 5.
Table 5: Results from the differences-in-differences analysis of the effect of the 2001 reform. Unbalanced panel. Standard error in parenthesis.

<table>
<thead>
<tr>
<th></th>
<th>Entire sample</th>
<th>Sample restricted to those in the population in 1999</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OLS (A)</td>
<td>OLS (B)</td>
</tr>
<tr>
<td>Reform effect, i.e., the $\beta$ estimate</td>
<td>-0.230 (0.105)</td>
<td>-0.816 (0.147)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.267 (0.070)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First-stage IV regression (8): t-value for $b$ estimate</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>0.017</td>
<td>0.018</td>
</tr>
<tr>
<td>Number of observations</td>
<td>3,229,964</td>
<td>2,574,487</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: A quadratic polynomial in age, dummies for year, gender, four different education groups, 16 different sectors also included in the models and interactions between the age polynomial and the all indicators are also included in the specification. Correction for clustering on firm level across years are made in the estimation (see Moulton, 1996).

Table 5 contains three sets of results. For each of these sets, we have one specification including and one excluding the “ambiguous year” 2000. The first set of results (columns A) includes the entire population of workers working in firms with less than 25 employees for each of the years included in the sample. For the second two sets (columns B and C), we have restricted the sample to those who worked in firms included in the population in 1999. The reason for this restriction is that in order to use assignment to firms subsequently assigned to the reform as an instrumental variable, we need to know which type of firm they worked in 1999. The second set of OLS results are included as a comparison to the IV results on the same population.

Let us first have a look at the OLS results on the entire population (columns A). These results refer to the definitions (3) – (5) for the reform indicator. The results show a (statistically) significant reform effect. From the first column, we see that the baseline model specification gives a point estimate of -0.230 days, i.e., because of the reform, each employee in the treatment group reduced absence by 0.230 days per year, on average. As a robustness check, we have also tried to define the pre-reform period as
1998-1999 and the post-reform period as 2001-2002, i.e., we have disregarded the ambiguous year, 2000. The results are shown in the second column and we see that the $\beta$ estimate is $-0.267$.

### 7.2 Timing and Size Effects

The model allows us to make two specific tests of the relations between the job security reform and sickness absence. One refers to the timing of the effects, the other to differential effects for firms of different size within the treatment group.

According to the results in Table 5, there is a significant difference between the pre- and the post-reform period, regardless of whether the post-reform period includes the year 2000 or not. To further clarify whether there was an effect already in 2000, we repeat the differences-in-differences approach for individual years, using 1998 as the benchmark. Therefore, we redefine the model as follows:

\[
R_t \equiv \left[ R_{tt}^{99}, R_{tt}^{00}, R_{tt}^{01}, R_{tt}^{02} \right]^\prime \equiv \text{TREAT}_{tt} \cdot \left[ Y_t^{99}, Y_t^{00}, Y_t^{01}, Y_t^{02} \right]^\prime.
\] (4')

The $\beta$ coefficient in the regression equation (2) should then be interpreted as a four-dimensional vector $(\beta^{99}, \beta^{00}, \beta^{01}, \beta^{02})$ showing whether there is any difference-in-difference not only for the year when the reform was implemented (i.e., 2001), but also for any of the years 1999, 2000 and 2002. Estimating (2) with this specification, we obtain the estimated parameter vector $\beta$ reported in Figure 3.
Figure 3: Point estimates of coefficients of the interaction coefficients $\beta^{99}$, $\beta^{00}$, $\beta^{01}$, $\beta^{02}$ in equation (2), using the definition (4’). 95% confidence intervals are indicated by the dashed curves.

Figure 3 shows that the estimate of $\beta^{99}$ is not significantly different from zero (with 1998 as the base year). In 2000, however, something happens; the coefficient falls sharply, and remains at around -0.3 for each of the years 2000, 2001 and 2002. This result indicates that it is reasonable to regard the three years 2000-2002 as the post-reform period – a view reflected already in the raw data of Table 3.

Repeating the analysis, following Donald and Lang (2004), from Section 5.1, we find that the difference between $\hat{\beta}^{99}$ on one hand, and $\hat{\beta}^{00}$, $\hat{\beta}^{01}$ and $\hat{\beta}^{02}$ on the other is significant. Regressing the differences shown in Figure 3 on a dummy variable taking the value one for 2000, 2001 and 2002, we obtain a significant coefficient estimate equal to 0.21 (with a standard error of 0.042 and a $p$ value of 1.6 percent). The point estimate for the dummy variable, in the analysis under less restrictive assumptions when regressing the one-year differences-indifferences on a dummy variable for the year 2000, is 0.30 and the standard error is 0.048. These estimates give a $p$ value of 2.4 percent in a test of statistical significance.
As pointed out in Section 4, our hypothesis about effects on sickness absence of the 2001 Swedish reform has testable implications also for firms of different size within the treatment group. The general pattern of the predicted effects is illustrated by the U-shaped curve in Figure 1. To test this hypothesis, we reformulate the regression equation (2):

\[
S_{it} = \alpha + \beta \cdot R_{it} + \gamma_{YEAR} \cdot \text{YEAR}_{it} + \gamma_{SIZE} \cdot \text{SIZE}_{it} + \gamma_{X} \cdot X_{it} + \\
\gamma_{\text{interact}} \cdot X_{it} \cdot \text{YEAR}_{it} + e_{it}
\]  

(2')

where the \text{TREAT} variable in equation (2) is simply replaced by the \text{SIZE} variable, a vector of dummy variables for each firm size between 1 and 19 employees.

We now capture the reform by the interaction between the \text{SIZE} variable and the post-reform period dummy \text{POSTREF}:

\[
R_{it} = \text{SIZE}_{it} \cdot \text{POSTREF}_{it},
\]  

(4'' )

with \text{POSTREF} defined by (5). While in Section 7.2 we studied how the reform acted during each of the six years (having only two size classes), we can now study how the reform acted on each of 19 size classes. We thus obtain the reform coefficient \(\beta\) as a 19-dimensional vector, with one element for each size class.\(^7\) The estimated elements \(\beta^1, \beta^2, ..., \beta^{19}\) are reported in Figure 4.

\(^7\) The reason why we only estimated 19 coefficients \(\gamma\), grouping all firms with 20-25 employees into the “default” group (instead of estimating 24 coefficients, using firms with 25 employees as the default), is that we wanted the default group to contain a sufficiently large number of observations. Using only one size class (e.g., firms with exactly 25 employees, or exactly 24 employees) makes the estimates of \(\gamma\) quite unstable.
Figure 4: Point estimates of coefficients of the interaction coefficients $\beta^1, \beta^2, ..., \beta^{19}$ in equation (4'). Size class 20 is the reference alternative ($\beta^{20}, ..., \beta^{25} \equiv 0$). Dashed curves indicate 95% confidence intervals.

We see that the size profile of the reform effect, reflecting the $\beta$ estimates, in Figure 4 has a general pattern that is somewhat similar to the predicted size profile in Figure 1. The estimated effects are, however, in general not significant, which probably reflects a large amount of noise in the data. It is, nevertheless, noteworthy that the size for which the predicted effects are the largest, namely firms with three employees, for which the reform abolished the seniority rules completely, shows a significant reform effect of $-0.65$ days. The general shape of the estimated $\beta$ vector, therefore, does not contradict the theoretical predictions of how the reform should affect firms within the treatment group.

7.3 Endogeneity of Reform Assignment

As we explain in Section 6, there are several reasons why observed assignment to the reform may be endogenous. To account for this possibility, and to decompose the overall effect presented in the first set of results in Table 5 into a behavioral and a compositional effect, we use an instrumental variable technique. As mentioned
earlier, we construct the instrumental variable by assigning the individual to the firm where he worked in 1999, before it was at all possible to know about the changes in the job security legislation.

The second and third sets of results in Table 5 (columns B and C) show the outcome of this exercise, i.e., the IV results along with the OLS ones obtained on the same population for the sake of comparison. The OLS estimates of the reform effect shown here are larger than the corresponding ones obtained on the entire population. The reason for this is that the population differs between the two sets of estimates: the workers included in the experimental in the balanced panel are likely to have longer seniority, since they worked both before and after the reform. They may, therefore, be more strongly affected by the reform than the entire population since, on average, they lose more seniority capital. 9

Columns C in Table 5 reports the $t$ value from the excluded instrument from the first step in the 2SLS estimation procedure. Since these $t$ values are exceptionally large, we can conclude that we use very strong instruments. Another issue is whether we can conclude from these estimates that compositional changes affect the estimated effect of the reform, i.e., whether the variable for reform assignment can be treated as exogenous. For this reason, we compare the OLS estimates of the reform effect ($\beta$) in column B to the IV estimates of the reform effect in column C. For the sample when the year 2000 is excluded, the difference between the OLS and IV estimates of $\beta$ is significant on the five percent level. For this sample, exogeneity of reform assignment can thus be rejected in a so-called Hausman test.

The $\beta$ estimates are at least marginally different from zero ($p$ values are 0.116 when the year 2000 is included, and 0.081 when it is not). This means that we may, although with a low level of significance, still argue that the reform did have an effect on the behavior of the workers who were exposed to a new job security regime as a

---

8 For instance, a firm that had 5 employees when our data was reported may very well have 4 or 6 employees at the point in time when there is need for a reduction of the workforce.

9 The treatment of the age variable also differs; in Table 5, we used 39 age dummies, but for the IV estimates we had to reduce the dimensionality of the problem by instead using a quadratic polynomial in age. For the sake of comparability, we also used that polynomial for the OLS estimates reported in Table 6.
result of the reform. As for the size of the behavioral effect as compared to the compositional effect, we note that the point estimates of $\beta$ in the IV specification are about half the size of the point estimates in the OLS specification. This means, roughly speaking, that the behavioral effect is about half the size of the overall effect.

The panel character of our data allows us to further analyze the compositional changes. The difference between the IV and OLS estimates in Table 5 is generated by the behavioral differences between the groups that leave and enter the firms affected by the reform. Table 6 shows how these groups are defined. The columns refer to the type of firm in which the worker was employed before the reform (in 1999) and the rows the type after the reform. The OLS estimates mean that we compare workers who are employed in firms with 2-10 employees after the reform (i.e., workers in cells 3 and 4 in the table) to workers who are not employed in such firms (i.e., workers in cells 1 and 2). Similarly, the IV estimates compare workers who were employed in firms with 2-10 employees before the reform (i.e., workers in cells 2 and 4) to workers who were not employed in such firms (i.e., workers in cells 1 and 3).

**Table 6.** Definition of groups of workers included in the OLS and IV estimates of the effect of the reform.

<table>
<thead>
<tr>
<th>Work post-reform in firm not affected by the reform (1 or 11-25 employees)</th>
<th>Work pre-reform (in 1999) in firms included in the control group (1 or 11-25 employees)</th>
<th>Work pre-reform (in 1999) in firms subsequently affected by the reform (2-10 employees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work post-reform in firm affected by the reform (2-10 employees)</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

In the discussion at the beginning of this section, we concluded that the group of workers leaving firms affected by the reform may have preferences for a stricter job security legislation, because they have preferences for being absent from work. The group of workers moving to firms affected by the reform may, similarly, have preferences for weaker job security legislation, since they believe that they may
benefit from working in a firm that puts less weight on seniority and more weight on work ethic.

Although it is not possible to observe the counterfactual outcome of the work absence behavior of workers in their original job security regime, it is still possible to compare their behavior \textit{vis-à-vis} the workers originally in the two groups, respectively. This is done by simply splitting up the OLS and IV reform indicators, according to the definitions in Table 6. This implies that we estimate the following two models:

\[
S_{it} = \alpha + \beta_3 \cdot R_{it}^{\text{Group3}} + \beta_4 \cdot R_{it}^{\text{Group4}} + \gamma'_{\text{YEAR}} \cdot \text{TREAT}_{it} + \gamma'_{X} \cdot X_{it} + e_{it} \tag{10}
\]

and

\[
S_{it} = \alpha + \beta_2 \cdot R_{it}^{\text{Group2}} + \beta_4 \cdot R_{it}^{\text{Group4}} + \gamma'_{\text{YEAR}} \cdot \text{TREAT}_{it} + \gamma'_{X} \cdot X_{it} + e_{it} \tag{11}
\]

In the OLS estimations reported in Table 5, we estimated equation (10) but did not distinguish between $\beta_3$ and $\beta_4$. Similarly, if we had estimated the reduced form\textsuperscript{10} of the IV specification (8)-(9), we would have estimated equation (11) without distinguishing between $\beta_2$ and $\beta_4$. By the OLS estimates of (10) and (11), we can distinguish between these different $\beta$ values, which give us a richer picture of the flows between the treatment group and the control group.

\[\text{\textsuperscript{10} Estimating the reduced form means estimating (9) by OLS, but using the } Z_{it} \text{ given by definition (7) instead of the (simultaneously estimated) } R_{it} \text{ given by (8). By using the reduced form, rather than the IV model itself, we circumvent the problem of finding an additional instrument.}\]
Table 7: Decomposition of the OLS and the reduced form for the IV estimates of the effects of the reform on work absence. Standard errors within parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Decomposition of OLS estimate</th>
<th>Decomposition of IV estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stay in reform firms ($\beta_4$ estimate)</td>
<td>-0.820 (0.127)</td>
<td>-1.028 (0.160)</td>
</tr>
<tr>
<td>Move to firms affected by the reform ($\beta_3$ estimate)</td>
<td>-0.209 (0.242)</td>
<td>-0.359 (0.288)</td>
</tr>
<tr>
<td>Move out from firms affected by the reform ($\beta_2$ estimate)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R²</td>
<td>0.016</td>
<td>0.018</td>
</tr>
<tr>
<td>Number of observations</td>
<td>1,213,483</td>
<td>970,657</td>
</tr>
</tbody>
</table>

Note: A quadratic polynomial in age, dummies for year, gender, four different education groups, 16 different sectors also included in the models. Stayers in firms not affected by the reform (1) correspond to 31.8 percent of the sample; movers from firms subsequently affected by the reform to firms not affected (2) 8.3 percent; movers from firms subsequently not affected by the reform to firms affected (3) 6.6 percent; stayers in firms affected by the reform 53.3 percent. Correction for clustering at the firm level made in the estimation (see Moulton, 1996).

Table 7 presents the results from this extended analysis. The specifications presented in the first two columns decompose the OLS estimates. The specifications presented in the next two columns do the same for the reduced form of the IV model. The results, in all specifications, show that those who remain in the category of firms affected by the reform significantly decreased their work absence – in the first two models relative to the groups defined by squares 1 and 2 in Table 6 and in the last two models relative to the groups defined by squares 1 and 3. The results from the first two models show that those who move to the firms affected by the reform on average have a significantly higher work absence rate than those who remain in this category of firms. Finally, the results from the last two models show that those who change employers from one in the treatment group to one in the control group on average
have a significantly higher work absence rate than the workers remaining in this kind of firm.

This extended analysis gives us further insight into the sources of endogeneity in the original model. First, those who move from firms affected by the reform have a significantly higher work absence than those remaining in those firms (i.e., $\hat{\beta}_2 > \hat{\beta}_4$). This suggests either that those with preferences for the weaker job security legislation are also more absent from work, or that the control-group employers can take advantage of the weaker job security legislation to get rid of sick workers. This effect is consistent with lower firing costs for the firms directly affected by the reform and an obvious source of endogeneity, since it reinforces the OLS estimate of the reform. Second, those who enter the firms directly affected by the reform after the policy change on average have higher work absence than those remaining in these firms (i.e., $\hat{\beta}_3 > \hat{\beta}_4$). This factor attenuates the OLS estimates of the effect of the reform. Note also that this effect is consistent with the incentives of lower hiring costs after the reform; the employers scrutinize less and hence, dare employ new people with potentially worse health than the old employees.

To sum up, three main conclusions emerged from this sub-section. First, exogeneity of the reform on work absence behavior may be rejected. This conclusion partly emerged from the significant outcome from the Hausman test on the difference between the OLS and IV estimates when the year 2000 was excluded from the analysis. It was confirmed by the result in the extended analysis suggesting that those who move from firms affected by the reform on average have a higher work absence than other workers in the control group after the reform. Second, there is a behavioral effect of the reform also when accounting for endogeneity of the reform. Although this result is not quite significant when including the year 2000 in the analysis, it is significant at the ten-percent level when excluding this year. Third, the source of endogeneity is that workers move out of firms affected by the reform. This compositional change reinforces the effect of the reform, while those who move to the firms affected by the reform attenuate the effect.
7.4 A Panel-Data Approach

There is also another way of studying the flows into, and out of, the treatment group. From our original data, we construct consecutive two-year panels, which enables us to explicitly compare the work absence behavior of workers who change employers, before and after the reform of the job security legislation. By this approach, we can identify not only entrants, but also leavers.

Let us start with entrants, i.e., the hiring decision. Do our individual panel data support our result that the reform encouraged firms to hire people with a relatively high absence record? More specifically, did the willingness of firms in the treatment group to hire such individuals increase more than that of firms in the control group? To study this question, we look at individuals who change employers between two years. Therefore, we estimate the following regression equation for a number of two-year panels:

\[ s_{i1} = \alpha + \gamma b_{i1} + \eta b_{i2} + r_{i2} + \epsilon_{i1}. \]  

(6)

Here, \( s_{i1} \) is the number of days of absence for individual \( i \) in the first year of our two-year panel, while \( b_{i} \) is a dummy variable equal to one if the individual begins a new job with a new employer in the second year, and zero otherwise. Finally, \( r_{i2} \) is a dummy variable that equals one if the individual works in a treatment-group firm in the second year.

Thus formulated, coefficient \( \gamma \) tells us whether those who moved to a new firm between the two years used to have a higher (\( \gamma > 0 \)) or a lower (\( \gamma < 0 \)) absence at their old jobs than those who did not move. Similarly, \( \eta \) tells us whether those who moved to a treatment-group firm (the “entrants”) used to have a higher (\( \eta > 0 \)) or a lower (\( \eta < 0 \)) absence at their old job than the other movers. If treatment-group firms became more willing to employ persons with a bad health record, we would expect \( \eta > 0 \) for the years after the reform.
It is not, however, only the employee’s absence behavior before getting a new job that is interesting in the present context. To study the behavior after getting a new job, we reformulate (6) slightly:

\[ s_{i2} = \alpha + \gamma y_i + \eta \beta r_{i2} + \varepsilon_{i2}. \]  

(6’)

Note that the dependent variable is now \( s_{i2} \), the number of days absent during the second year of our two-year panel. Now, parameter \( \eta \) tells us whether entrants to treatment-group firms tend to have a higher or a lower absence than other movers at their new job. Also in this case would an estimate \( \eta > 0 \) after the reform give support to the view that the reform made treatment-group firms more prone to employ persons with potential health problems.

In equations (6) and (6’), we have studied entrants to treatment-group firms. We will also study leavers from treatment-group firms. For this purpose, we write the regression equation as

\[ s_{i1} = \alpha + \gamma y_i + \eta \beta r_{i1} + \varepsilon_{i1}. \]  

(6’’)

Here, \( r_{i1} \) is a dummy variable taking the value of one if the individual works in a treatment-group firm during the first year of our two-year panel. A positive value of \( \eta \) would then indicate that those who leave treatment-group firms had a higher absence at their old jobs than other movers.

Finally, we write the regression equation as

\[ s_{i2} = \alpha + \gamma y_i + \eta \beta r_{i2} + \varepsilon_{i2}. \]  

(6’’’)

A positive \( \eta \) would now tell us that those who leave treatment-group firms have a higher absence at their new job than other movers, also lending support to the view that treatment-group firms get rid of people with health problems. A negative \( \eta \)
would, on the other hand, lend some support to the view that an individual who leaves a treatment-group firm also leaves a bad match.

Table 8 shows the results from the four regression equations above, based on data from six different two-year panels covering the period 1998/99 to 2001/02. First, almost all coefficients are positive and statistically significant. This means that individuals entering and individuals leaving treatment-group firms have a higher sickness absence than those entering and leaving control-group firms. This applies to all years, before as well as after the reform.

This difference increased significantly after the reform, i.e. by about 1.5 days according to columns 1 and 2. In other words, firms became more inclined to hire individuals with a relatively high absence both at their old job (column 1) and at their new job (column 2). According to column 3, individuals with a high absence record also tended to leave control-group firms after the reform (due to quits and/or firing).

It is worth noting that the effects on entrants did not emerge until one year after the reform, while in the case of leavers, it occurred in the reform year 2001. In other words, the effects on firing and/or quitting emerged before the effects on hiring.\textsuperscript{11} As we saw earlier (Figure 3), the net effect, including both behavioral and compositional effects, occurred already in the year 2000. Therefore, the net fall in absence in 2000 was the result of the behavioral effect only.
Table 8. Differences in average number of days on work absence between entrants and leavers in the experimental group compared to entrants and leavers in the control group before and after entry and exit, respectively. Standard errors adjusted for clustering within firms in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Entrants (reflecting hiring)</th>
<th>Leavers (reflecting firing and quits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>1998/99</td>
<td>1.22</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>(0.180)</td>
<td>(0.180)</td>
</tr>
<tr>
<td>1999/00</td>
<td>1.33</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>(0.188)</td>
<td>(0.188)</td>
</tr>
<tr>
<td>2000/01</td>
<td>1.46</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>(0.205)</td>
<td>(0.205)</td>
</tr>
<tr>
<td>2001/02</td>
<td>2.91</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>(0.267)</td>
<td>(0.267)</td>
</tr>
</tbody>
</table>

To sum up, the results obtained in this sub-section reinforce those obtained in Sub-section 7.2. The results from the panel study show that persons with a high propensity to call sick tend to leave the treatment firms, which by itself tends to reduce sickness absence in those firms. On the other hand, treatment firms become less reluctant to hire individuals with potential health problems, which tends to drive up absence in such firms. Both these effects are in conformity with the predicted effects in Section 2.

8. Conclusions

In this paper, we have exploited a natural experiment to investigate whether job security legislation influences sickness absenteeism. The empirical results suggest that the softening of the last-in-first-out rules for small firms in Sweden in 2001 reduced sickness absence by around 0.25 days per year per employee, or by about 3.3 percent, in the group of firms affected by the change in the legislation. One should, however, also notice that for the firms that were expected to be most affected by the reform (i.e., firms with 2-3 employees, who lost all their seniority capital), absence fell by 0.4-0.65 days, according to the estimates reported in Figure 4. Moreover, for those

---

11 There were no significant differences, however, between those who left treatment-group firms and those who left control-group firms, in terms of absence at their new job (column 4).
who stayed in treatment firms after the reform ("stayers") the absence fell by approximately one day.

These effects may seem small, but it should be remembered that the policy experiment was very modest. It did not imply a removal of job security legislation for small firms; it only meant that such firms could exempt two persons from the seniority rules in case of redundancy. Stronger effects would be expected with a more far-reaching reform of the job security legislation.

Moreover, our estimates probably only give a lower bound for the effects, since available data only cover spells of sickness absence longer than 14 days. There are reasons to assume that job security legislation also influences shorter spells; indeed, moral hazard problems in connection with job security may very well be more important for short than for long spells.

We have pointed out that the reform may affect absence in the treatment-group firms in four ways: the firms may find it easier to fire workers with a high absence, some workers may prefer to leave the treatment-group firms voluntarily, the firms may be more inclined to hire workers with a high absence, and workers in the treatment-group firms may reduce their absence. The first two effects cannot be separated in our data, since it is impossible to say whether a worker who has left a treatment-group firm has done that voluntarily or involuntarily. Therefore, we have three discernable effects: one via firing and/or quits, one via hiring, and one behavioral effect. Our data indicate that all three effects are present; the behavioral effect being the quantitatively most important one (amounting to roughly half of the total effect).

From a budgetary point of view of the insurance system, the total effect of about 0.25 days is the most relevant aspect of the reform. From a welfare point of view, each different component of the net compositional effect is also important since the welfare effects differ for firing, quits, and hiring. When looking at firing, it is instructive to regard job security legislation as a kind of insurance against the risk of losing one’s job. The reform redistributed the protection against this risk from individuals with more health problems to individuals with less such problems. Some persons lost their
seniority capital – but since seniority is a zero-sum game, others thus got a higher probability of keeping their jobs.

People who decided to quit after the reform also made a welfare loss by the reduction of their seniority capital, but this loss was counteracted by getting a better job match in another firm. For society as a whole, this meant a welfare gain in the form of a more efficient allocation of labor across firms. The most clear-cut welfare gain for individuals was, however, that those with a poor health record got a better chance of being hired. Since this group, at least to some extent, consists of “outsiders”, living on unemployment benefits and other transfers, their increased chance of getting a job may constitute a considerable welfare gain to society.
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