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STRUCTURAL VECTOR AUTOREGRESSIONS WITH NONNORMAL RESIDUALS

Abstract

In structural vector autoregressive (SVAR) models identifying restrictions for shocks and impulse responses are usually derived from economic theory or institutional constraints. Sometimes the restrictions are insufficient for identifying all shocks and impulse responses. In this paper it is pointed out that specific distributional assumptions can also help in identifying the structural shocks. In particular, a mixture of normal distributions is considered as a plausible model that can be used in this context. Our model setup makes it possible to test restrictions which are just-identifying in a standard SVAR framework. In particular, we can test for the number of transitory and permanent shocks in a cointegrated SVAR model. The results are illustrated using a data set from King, Plosser, Stock and Watson (1991) and a system of US and European interest rates.
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1 Introduction

Structural vector autoregressive (SVAR) models are a standard tool for empirical economic analysis. The basic underlying model is usually a vector autoregressive (VAR) or vector error correction (VEC) model in reduced form. If one wants to use these models for impulse response analysis, structural information is required to identify the relevant shocks and impulse responses. Such information usually comes from economic theory or from structural and institutional knowledge related to a specific model setup or the variables involved. If some of the variables are integrated or cointegrated, long-run restrictions may also be derived from the cointegration properties of the data. In some cases there is not enough information from such sources, however, to fully identify all shocks and impulse responses. In that case different plausible restrictions are sometimes considered and the robustness of the main results with respect to uncertain identifying assumptions may be investigated.

In this study it is argued that distributional assumptions can be helpful in identifying shocks of interest and in particular they may be substituted for missing identifying information from other sources. We use an idea put forward by Lanne and Saikkonen (2005) in the context of multivariate GARCH models and consider a mixture of normal distributions for the error terms of our basic model. In VAR analyses it is not uncommon that nonnormal residuals are found. Thus, it is plausible to specify more general distributions explicitly. A mixture of normal distributions is plausible, for instance, if there are different regimes operating within the sample period, one with a smaller and one with a larger variance. For example, if there is a period with high volatility or if there are some outliers which may be generated by a different distribution than the remaining observations such a model is appealing. Another example may be a system which reacts differently in expansionary periods and recessions.

In the following, conditions will be discussed which ensure identification of shocks if they have a mixture of two normal distributions. We will also discuss how such identifying restrictions can be combined with restrictions from other sources. Thereby it becomes possible to test restrictions which are just-identifying in the usual SVAR framework. For example, if cointegrated systems are considered, the number of shocks with transitory effects is often assumed to be identical to the number of cointegration relations and, accordingly, the number of permanent shocks equals the number of common trends. In our framework such an assumption can be checked by testing the implied restrictions even if the shocks are not identified in a standard SVAR model. We will discuss tests for the number of transitory and permanent...
shocks in a cointegrated SVAR model and we will also consider tests of other restrictions which are just-identifying in the standard setup.

Two examples will be considered to illustrate SVAR modelling with mixture normal residuals. The first one is based on a well-known data set from King et al. (1991) consisting of three US macroeconomic variables. It primarily serves to illustrate some advantages of the mixed normal SVAR model relative to the standard approach. The second example considers a data set from Brüggemann and Lütkepohl (2005) consisting of two European and two US interest rates. We will be able to test some of the assumptions of the previous analysis and find that they are not supported in our modelling framework. As in the previous study, we find support for the view that US monetary policy has a stronger impact on European interest rates than vice versa.

Our study is structured as follows. In the next section the general model setup is presented and identifying restrictions are discussed. Estimation of the models is considered in Section 3 and the two examples are presented in Section 4. Extensions and conclusions are provided in Section 5. A result related to mixture normal distributions is given in the Appendix.

2 The Model Setup

2.1 The Reduced Form

Consider the following \( n \)-dimensional reduced form VAR model of order \( p \),

\[
A(L)y_t = W w_t, \tag{2.1}
\]

where \( A(L) = I_n - A_1 L - \cdots - A_p L^p \) is a matrix polynomial in the lag operator \( L \) with \( (n \times n) \) coefficient matrices \( A_j \) (\( j = 1, \ldots, p \)) and \( I_n \) denotes the \( (n \times n) \) identity matrix. Here \( W \) is a nonsingular \( (n \times n) \) parameter matrix and the \( n \)-dimensional error term \( w_t \) is a mixture of two serially independent normal random vectors such that

\[
w_t = \begin{cases} 
e_{1t} \sim \mathcal{N}(0, I_n) \text{ with probability } \gamma, \\
e_{2t} \sim \mathcal{N}(0, \Psi) \text{ with probability } 1 - \gamma. \end{cases} \tag{2.2}
\]

The parameter matrix \( \Psi \) is a diagonal matrix, that is, \( \Psi = \text{diag}(\psi_1, \ldots, \psi_n) \) with positive diagonal elements \( \psi_j \) (\( j = 1, \ldots, n \)). Notice that the \( j \)th component of \( w_t \) has a standard normal distribution if \( \psi_j = 1 \). Hence, there may be some components of \( w_t \) which do not have a mixture distribution and, in fact, \( w_t \sim \mathcal{N}(0, I_n) \) if \( \Psi = I_n \). In other words, a model with normal errors is a special case of our model setup. Notice also that \( w_t \) has mean zero and
covariance matrix $\gamma I_n + (1 - \gamma)\Psi$, that is, $w_t \sim (0, \gamma I_n + (1 - \gamma)\Psi)$. In our setup the mixture probability $\gamma$, $0 < \gamma < 1$, is also a parameter of the model. This kind of mixture normal distribution was used in a multivariate GARCH modelling context by Lanne and Saikkonen (2005).

In (2.1) deterministic terms are neglected for simplicity. They can be added easily to the model without affecting the essential parts of the following discussion. We have dropped them from the model because they do not have a role in structural modelling and impulse response analysis.

If some of the variables are $I(1)$, then a VEC version of the VAR process is often more useful in structural analysis because it separates the long-run from the short-run movements of the variables and therefore makes it easy to impose restrictions on the long-run behavior of some or all of the shocks. The VEC representation of the model (2.1) is (see Lütkepohl (2005, Sec. 6.3))

$$\Delta y_t = \alpha \beta' y_{t-1} + \Gamma_1 \Delta y_{t-1} + \cdots + \Gamma_{p-1} \Delta y_{t-p+1} + Ww_t,$$

(2.3)

where $\Delta = 1 - L$ is the differencing operator, $\beta$ is an $(n \times r)$ cointegration matrix with cointegrating rank $r < n$, $\alpha$ is an $(n \times r)$ loading matrix for the cointegration relations, that is, $\alpha \beta' y_{t-1}$ is the error correction term with long-run relations $\beta' y_t$ and the $\Gamma_j$ are $(n \times n)$ short-run coefficient matrices. The parameters in (2.3) may be obtained from $A(L)$ in (2.1) by rearranging terms such that $A(L) = I_n - \alpha \beta' L - \Gamma_1 \Delta L - \cdots - \Gamma_{p-1} \Delta L^{p-1}$.

### 2.2 Structural Short-run Restrictions

The structural shocks, say $\varepsilon_t$, are usually defined such that they are zero mean uncorrelated random variables with unit variances, that is, $\varepsilon_t \sim (0, I_n)$. In a so-called $B$ model setup they are related to the reduced form errors $u_t = Ww_t$ by the relation

$$u_t = B\varepsilon_t$$

(see Lütkepohl (2005, Chapter 9) for a detailed introductory account of these models). Clearly, $E(u_t u_t') = \Sigma_u = BB'$ and $B$ is not unique in general. Thus, to identify the structural shocks, restrictions have to be imposed on $B$. Because the elements in $B$ represent the instantaneous effects of the shocks on the variables, economic theory or institutional knowledge sometimes suggests zero restrictions for $B$. In other words, some shocks do not have an instantaneous impact on some of the variables.

A popular way to choose $B$ is to consider a triangular matrix which may be obtained from a Choleski decomposition of $\Sigma_u$. The shocks then have a recursive structure where for a lower triangular matrix $B$ the first shock can have an instantaneous impact on all the variables, whereas the
second one may only influence the second to last variables instantaneously and so on. Although such a triangular orthogonalization of the residuals may occasionally be justified on theoretical grounds, it is sometimes chosen because no firm theoretical constraints are available.

If no restrictions are present for $B$ but a mixture of normals can be justified for the reduced form errors, local identification can be obtained according to the proposition given in the Appendix if all diagonal elements of $\Psi$ are different. In that case, $W$ and $\Sigma_w = E(w_tw_t') = \gamma I_n + (1 - \gamma)\Psi$ can be estimated and $B = W\Sigma_w^{-1/2}$. Local identification is all we can hope for in SVAR modelling because all signs in a column of $B$ can always be reversed without changing the product $BB'$.

Occasionally there are firm restrictions which identify some but not all of the shocks. Suppose that $m$ shocks are identified by directly restricting $B$ or, equivalently, $W$ and assume without loss of generality that they are placed in the first $m$ positions of $w_t$. Then, for just-identification of all shocks, only the last $n - m$ components of $w_t$ need to have mixture normal distributions and the first $m$ elements may have a multivariate standard normal distribution. In that case

$$E(w_tw_t') = \begin{bmatrix} I_m & 0 \\ 0 & \gamma I_{n-m} + (1 - \gamma)\Psi_{n-m} \end{bmatrix}, \quad (2.4)$$

where $\Psi_{n-m}$ is an $((n - m) \times (n - m))$ diagonal matrix with distinct diagonal elements. Thereby all structural shocks $\varepsilon_t$ are identified by the Proposition in the Appendix. Note, however, that identification is obtained even if $\Psi_{n-m}$ has one diagonal element which is one as long as all diagonal elements are different. If $w_t$ has the covariance matrix given in (2.4), the first $m$ components of $\varepsilon_t$ are identical to the corresponding components of $w_t$ whereas the last $n - m$ components of $\varepsilon_t$ are obtained from the last $n - m$ components of $w_t$ by dividing by the respective standard deviations (the diagonal elements of $[\gamma I_{n-m} + (1 - \gamma)\Psi_{n-m}]^{1/2}$).

If some of the first $m$ components also have mixture normal distributions, the shocks are actually over-identified. Such a model nests the one implied by (2.4) and restrictions can be tested as long as the shocks remain identified. For example, the restrictions $\psi_1 = \cdots = \psi_m = 1$ can be tested. Moreover, if $w_t$ has a general normal mixture distribution with covariance matrix $\gamma I_n + (1 - \gamma)\Psi$, where all diagonal elements of $\Psi$ are distinct, identifying restrictions for the shocks from other sources can be tested.

Although we have just discussed the $B$ model for ease of exposition, similar considerations apply for the more general so-called $AB$-model of Amisano and Giannini (1997) (see also Lütkepohl (2005, Chapter 9)). In that case the structural shocks are such that $u_t = A^{-1}B\varepsilon_t$ and identifying restrictions may
be placed on both $A$ and $B$. In the previous discussion, $B$ may just be replaced by $A^{-1}B$.

2.3 Models with Cointegrated Variables and Long-run Restrictions

If some variables are integrated, the long-run effects of the structural shocks can be shown to be $\Xi B$ in the $B$-model, where

$$
\Xi = \beta_\perp \left( I_K - \sum_{i=1}^{p-1} \Gamma_i \right) \beta_\perp^{-1} \alpha_\perp'.
$$

(2.5)

The symbols $\alpha_\perp$ and $\beta_\perp$ denote orthogonal complements of $\alpha$ and $\beta$, respectively (see Johansen (1995) for the derivations and Lütkepohl (2005, Chapter 9) for an introductory discussion). Because $\alpha$ and $\beta$ both have rank $r$, the matrix $\Xi$ and, hence, $\Xi B$ must have rank $n - r$. It follows that at most $r$ of the shocks may have transitory effects only and, hence, they are associated with zero columns in the long-run matrix $\Xi B$. If such an assumption can be justified, zero restrictions on the long-run matrix may be imposed and used for identifying the structural shocks. In some cases this may even result in just-identified shocks. If there is more than one transitory shock or more than one permanent shock, additional restrictions will be needed, however. If they are not available from other sources, the mixture normal distribution may be helpful again.

Suppose that there are $r$ transitory shocks, $\varepsilon_t^\prime$, and $n - r$ permanent shocks, $\varepsilon_t^p$, and they are arranged such that $\varepsilon_t^\prime = (\varepsilon_t^p, \varepsilon_t^\prime)$. Hence, $\Xi B = [\Phi_{n \times (n-r)} : 0_{n \times r}]$, where $\Phi_{n \times (n-r)}$ is an $(n \times (n-r))$ matrix. Furthermore, suppose that there are no other zero restrictions available for $B$ and $\Xi B$. Then identification of the shocks is obtained according to the Proposition in the Appendix if the corresponding subvectors of $w_t$, say $w_t^p$ and $w_t^1$ have independent mixture normal distributions with covariance matrices

$$
E(w_t^p w_t^{p\prime}) = \gamma I_{n-r} + (1 - \gamma) \Psi_{n-r} \quad \text{and} \quad E(w_t^1 w_t^{1\prime}) = \gamma I_r + (1 - \gamma) \Psi_r,
$$

respectively, where $\Psi_{n-r}$ and $\Psi_r$ must both have distinct diagonal elements, whereas some of the diagonal elements of $\Psi_{n-r}$ may be the same as those of $\Psi_r$.

If $w_t$ has a fully general mixture normal distribution as in (2.2), the zero constraints on $\Xi B$ are, in fact, over-identifying restrictions which can be tested. Hence, in this case we can test for the number of transitory and permanent shocks. Denoting the number of transitory shocks by $r^*$, we can, for example, test the null hypothesis $H_0 : r^* = r$ or, equivalently, $H_0 : \Xi B = [\Phi_{n \times (n-r)} : 0_{n \times r}]$ against the alternative hypothesis $H_1 : r^* < r$, that is, $\Xi B$ is unrestricted. Alternatively, we may test against $H_1 : r^* = r - 1$, which is...
that is, $\Xi B = [\Phi_{n \times (n-r+1)} : 0_{n \times (r-1)}]$. We can also test a sequence of null hypotheses $H_0 : r^* = r$, $H_0 : r^* = r - 1$, $H_0 : r^* = 1$ to determine the number of transitory shocks. The testing sequence stops and the number of transitory shocks is chosen accordingly if one of the null hypotheses cannot be rejected.

3 Estimation

Because a specific distribution for the reduced form error term is used, maximum likelihood (ML) is a plausible estimation method. The error term $w_t$ has density

$$\phi_w(w_t) = \gamma (2\pi)^{-n/2} \exp \left\{ -\frac{1}{2} w_t' w_t \right\} + (1 - \gamma) (2\pi)^{-n/2} \det(\Psi)^{-1/2} \exp \left\{ -\frac{1}{2} w_t' \Psi^{-1} w_t \right\}$$

and, neglecting the constant terms, the conditional distribution of $y_t$ given $y_{t-1}, y_{t-2}, \ldots$, has a density

$$f_{t-1}(y_t) = \gamma \det(W)^{-1} \times \exp \left\{ -\frac{1}{2} (A(L)y_t)' (WW')^{-1} (A(L)y_t) \right\} + (1 - \gamma) \det(\Psi)^{-1/2} \det(W)^{-1} \times \exp \left\{ -\frac{1}{2} (A(L)y_t)' (W\Psi W')^{-1} (A(L)y_t) \right\}.$$  

Collecting all the parameters in the vector $\vartheta$, the log-likelihood function can be written as

$$l_T(\vartheta) = \sum_{t=1}^{T} \log f_{t-1}(y_t),$$

where an additive constant is dropped. If $\vartheta$ is identified, $l_T(\vartheta)$ can be maximized with standard nonlinear optimization algorithms.

For stationary processes we can appeal to standard ML theory and conclude that the estimators have the usual limiting properties, that is, they are consistent and asymptotically normal. Restrictions can be tested by likelihood ratio (LR) tests using the usual $\chi^2$ limiting distributions if the model is identified under both the null and alternative hypotheses.

For VEC models the cointegration relations may be estimated in a first step by the Johansen (1995) reduced rank regression which is equivalent to
ML for a Gaussian model but is just a quasi ML procedure under the present mixture normal assumption. In a second step we may then condition on the estimated cointegration relations and maximize the log likelihood with respect to the other parameters. Such a procedure will be used in the next section where examples are considered.

4 Examples

In this section the previously discussed results will be illustrated with two examples. The first one uses a small system of US macro variables from King et al. (1991). The second example considers a system of four interest rate series from the US and Europe. It uses data which were analyzed earlier by Brüggemann and Lütkepohl (2005).

4.1 US Macro Model

The first example is based on quarterly US data for the period 1947Q1 – 1988Q4 from King et al. (1991) for the three variables log consumption ($c_t$), log investment ($i_t$) and log private output ($q_t$) (all multiplied by 100). These series were also used as an example by Lütkepohl (2005, Chapter 9) who treated all of them as $I(1)$ and found evidence for $r = 2$ cointegration relations. He fitted a VEC model with a constant term, cointegrating rank $r = 2$ and one lagged difference of the variables, that is, $p - 1 = 1$ in a model such as (2.3). Moreover, only one shock was assumed to have permanent effects. This restriction identifies the permanent shock while an additional restriction is required for identifying the two transitory shocks. There is no guidance from economic theory for the present system how to impose such a restriction. Therefore using some distributional assumption to obtain identification may be an option. In fact, standard Jarque-Bera nonnormality tests reject the normality hypothesis for the residuals of the present model. Hence, there is some support for using a nonnormal residual distribution.

We have used the cointegration relations obtained from a reduced rank regression and we have estimated several models with mixture normal distributions conditionally on these cointegration relations. Some results are presented in Table 1. Since some of the models are over-identified, we can actually test the restrictions. Test results are presented in Table 2.

Model (1) is identified by distributional assumptions only. The estimated $\tilde{\psi}_i$’s are all different although, given their standard errors, it is not clear that

---

2The data are available at the website http://www.wws.princeton.edu/~mwt./
3All computations were done with GAUSS programs.
### Table 1: Estimation results for US macro VEC model with cointegrating rank $r = 2$, one lagged difference and unrestricted intercept term (sample period: 1947Q1 – 1988Q4)

<table>
<thead>
<tr>
<th>Model no.</th>
<th>Restrictions</th>
<th>$\tilde{\gamma}$</th>
<th>$\tilde{\psi}_1$</th>
<th>$\tilde{\psi}_2$</th>
<th>$\tilde{\psi}_3$</th>
<th>$l_T(\hat{\vartheta})/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td></td>
<td>0.46 (0.11)</td>
<td>0.77 (0.28)</td>
<td>0.20 (0.07)</td>
<td>0.15 (0.05)</td>
<td>−1.568</td>
</tr>
<tr>
<td>(2)</td>
<td>$\mathcal{N}B = [\Phi : 0_{3 \times 2}]$</td>
<td>0.47 (0.11)</td>
<td>0.19 (0.07)</td>
<td>0.79 (0.28)</td>
<td>0.16 (0.05)</td>
<td>−1.574</td>
</tr>
<tr>
<td>(3)</td>
<td>$\mathcal{N}B = [\Phi : 0_{3 \times 2}]$</td>
<td>0.42 (0.14)</td>
<td>1</td>
<td>0.16 (0.05)</td>
<td>0.64 (0.25)</td>
<td>−1.620</td>
</tr>
<tr>
<td>(4)</td>
<td>$\mathcal{N}B = [\Phi : 0_{3 \times 2}]$</td>
<td>0.47 (0.11)</td>
<td>0.18 (0.07)</td>
<td>1</td>
<td>0.17 (0.05)</td>
<td>−1.575</td>
</tr>
<tr>
<td>(5)</td>
<td>$\mathcal{N}B = [\Phi : 0_{3 \times 2}], b_{13} = 0$</td>
<td>0.41 (0.12)</td>
<td>0.27 (0.09)</td>
<td>0.17 (0.05)</td>
<td>0.57 (0.19)</td>
<td>−1.583</td>
</tr>
<tr>
<td>(6)</td>
<td>$\mathcal{N}B = [\Phi : 0_{3 \times 2}], b_{33} = 0$</td>
<td>0.45 (0.15)</td>
<td>0.19 (0.06)</td>
<td>0.26 (0.09)</td>
<td>0.44 (0.16)</td>
<td>−1.598</td>
</tr>
</tbody>
</table>

Note: Standard errors in parentheses obtained from the inverse Hessian of the log-likelihood function.
Table 2: LR tests based on results from Table 1

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>LR statistic</th>
<th>Assumed distribution</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H&lt;sub&gt;0&lt;/sub&gt;</td>
<td>H&lt;sub&gt;1&lt;/sub&gt;</td>
<td>(2)</td>
<td>2.18</td>
</tr>
<tr>
<td>(3)</td>
<td>(2)</td>
<td>15.39</td>
<td>(\chi^2(1))</td>
</tr>
<tr>
<td>(4)</td>
<td>(2)</td>
<td>0.43</td>
<td>(\chi^2(1))</td>
</tr>
<tr>
<td>(5)</td>
<td>(2)</td>
<td>5.15</td>
<td>(\chi^2(3))</td>
</tr>
<tr>
<td>(6)</td>
<td>(2)</td>
<td>2.97</td>
<td>(\chi^2(1))</td>
</tr>
<tr>
<td>(6)</td>
<td>(1)</td>
<td>10.27</td>
<td>(\chi^2(3))</td>
</tr>
<tr>
<td>(6)</td>
<td>(2)</td>
<td>8.09</td>
<td>(\chi^2(1))</td>
</tr>
</tbody>
</table>

they are actually significantly different. For illustrative purposes we will assume, however, that Model (1) is identified. Adding the restriction that the first shock is the only one with permanent effects while the second and last shocks have transitory effects only, the model is over-identified and the restriction that two shocks are transitory can be tested. The test of Model (2) versus Model (1) is the first one reported in Table 2. Based on the \(\chi^2(2)\) null distribution the \(p\)-value is 0.34 and hence the restriction is clearly not rejected at common significance levels. Notice that the six zero restrictions imposed on \(\Xi B\) to exclude permanent effects of the last two shocks account for two linearly independent restrictions only because the matrix \(\Xi B\) has rank one (see Lütkepohl (2005, Section 9.2)). Therefore there are only two degrees of freedom in the limiting null distribution.

Under our assumptions we can also test whether one of the diagonal elements of \(\Psi\) is one and, thus, the corresponding residual has actually a normal distribution. Recall that the model is identified if all diagonal elements are distinct. Thus, anyone of the elements may be one as long as only one of them has this particular value. In Models (3) and (4) we have restricted one of the \(\psi_j\)'s to one. Testing these models against Model (2), \(\psi_1 = 1\) is clearly rejected, whereas \(\psi_2 = 1\) is not. Given the estimates and their standard errors in Model (2), this outcome is not surprising. Note, however, that the first shock is identified by the assumption that it is the only permanent one. Thus, rejecting \(\psi_1 = 1\) indicates that the permanent shock is not well modelled with a normal distribution.

The final four tests in Table 2 check zero restrictions on the instantaneous effects, that is, zero restrictions on the last two columns of \(B\). In a classical model setup with normal residuals one such restriction is required to just-identify the two transitory shocks. Hence, such a restriction cannot be tested.
in that framework. In the present mixture normal setup a test becomes possible, however, because the restrictions are now over-identifying. In Model (5) the second transitory shock cannot have an instantaneous impact on consumption (the first variable in the system), that is, $b_{13} = 0$. Testing this restriction together with the constraint that the last two shocks are transitory against a model which is identified purely by the mixture normal distribution (Model (5) versus Model (1)), the restrictions clearly cannot be rejected at common test levels. Moreover, testing $b_{13} = 0$ only (Model (5) against Model (2)) the restriction is not rejected at the 5% level.

In contrast, testing that the third shock has no instantaneous effect on output, the third variable in our system ($b_{33} = 0$) is clearly rejected at a 5% level of significance. The $p$-values of both tests, (6) versus (1) and (6) versus (2) are clearly smaller than 0.05. Thus, utilizing the nonnormality of the residual distributions allows us to discriminate between restrictions which cannot be tested in a classical normal SVAR setup.

It may also be of interest to compare the impulse responses implied by the different identifying assumptions for the shocks. Impulse response functions corresponding to some of the models in Table 1 are therefore depicted in Figures 1 - 3 with 95% confidence intervals. The confidence intervals are based on 2000 bootstrap replications using the method referred to as Hall’s percentile method by Benkwitz, Lütkepohl and Wolters (2001). These confidence intervals are presented here because they have a better theoretical foundation than the ones more commonly used in impulse response analysis.

In Figure 1 impulse responses obtained in a standard SVAR setup with normal residuals are depicted for comparison purposes. Here the identifying restrictions are the same as in Model (5), except that the residuals are now treated as normally distributed. Hence, the restrictions are just-identifying here and they were not rejected in the mixture normal setup. The corresponding impulse responses from Model (5) with mixture normal residuals are depicted in Figure 2. Not surprisingly they look very similar to those in Figure 1 because they satisfy the same identifying long-run and short-run restrictions. They are just estimated using a different likelihood function which allows for mixture normal residuals. The main implication is that the confidence intervals around the impulse responses in Figure 2 tend to be a little wider than the corresponding ones in Figure 1. This is a reflection of the more general residual distribution underlying Figure 2. Exceptions to this general outcome are the confidence intervals for the responses of $i$ and $q$ to the second transitory shock which are wider under the normality assumption (see $\varepsilon_{t2} \rightarrow i$ and $\varepsilon_{t2} \rightarrow q$). In particular the responses of investment have much wider confidence intervals initially (note the difference in scales in Figures 1 and 2, respectively).
Figure 1: Impulse responses of output, consumption, and investment with 95% Hall percentile bootstrap confidence intervals based on 2000 bootstrap replications (identification: normal residuals, $\Xi B = [\Phi : 0_{3 \times 2}]$, $b_{13} = 0$)
Figure 2: Impulse responses of output, consumption, and investment from Model (5) with 95% Hall percentile bootstrap confidence intervals based on 2000 bootstrap replications (identification: mixture normal distribution, $\Xi B = [\Phi : 0_{3 \times 2}], b_{13} = 0$)
Figure 3: Impulse responses of output, consumption, and investment from Model (2) with 95% Hall percentile bootstrap confidence intervals based on 2000 bootstrap replications (identification: mixture normal residuals, $\Xi B = [\Phi : 0_{3\times2}]$)
Using the mixture normal distribution the transitory shocks remain identified if the restriction $b_{13} = 0$ is removed. The resulting impulse responses based on Model (2) are depicted in Figure 3. Apart from the fact that the second transitory shock now has an instantaneous impact on consumption, nothing much has changed relative to Figure 2. This outcome is expected, of course, because the restriction $b_{13} = 0$ was not rejected by the LR test in Table 2. Notice, however, that the instantaneous response of consumption to the second transitory shock is significant when judged on the basis of the bootstrap confidence interval although it was not significant at the 5% level when Model (5) was tested against Model (2) with the LR test. Because we do not know much about the small sample properties of our statistical methods it is an advantage that we do not have to rely on these procedures and can relax the restriction $b_{13} = 0$ in our setup.

As a final remark regarding this example it may be worth emphasizing again that the main purpose of the previous discussion is to illustrate the issues related to identifying shocks in structural VEC models by a mixture normal distribution. The model may not be a perfect one for the present data set because there may be some autocorrelation left in the residuals. Also, if the mixture normal distribution is in fact a good one for the residuals, the inference procedures used in specifying the model may not be the best ones. For example, results of Lucas (1997) and Boswijk and Lucas (2002) suggest that Johansen’s LR tests may not be the best tools for determining the cointegrating rank in this case. Developing better instruments for other stages of a structural VEC analysis under nonnormality assumptions is beyond the scope of this paper, however.

4.2 US and European Interest Rates

Brüggemann and Lütkepohl (2005) considered euro area and US short-term and long-term interest rates and found support for both the expectations hypothesis of the term structure and the uncovered interest rate parity. More precisely, they analyzed four monthly interest rate series for the period 1985M1 – 2004M12. The series are a euro area three months money market rate $r_{EU}^{t}$, a euro area 10-year bond rate $R_{EU}^{t}$, a US three months money market rate $r_{US}^{t}$ and a US 10-year bond rate $R_{US}^{t}$.

Brüggemann and Lütkepohl (2005) found that all four variables are $I(1)$ whereas the two spreads $R_{EU}^{t} - R_{US}^{t}$ and $R_{EU}^{t} - r_{EU}^{t}$ as well as the two parities $R_{EU}^{t} - R_{EU}^{t}$ and $R_{EU}^{t} - R_{EU}^{t}$ and

---

4The European interest rate series are constructed from German interest rates until the end of 1998 and the corresponding euro area rates afterwards. For more details on the data and their sources see the data appendix.
\( \tau_t^{US} - \tau_t^{EU} \) are stationary and, hence, there are three linearly independent cointegration relations in the system of four series.

Therefore Brüggemann and Lütkepohl (2005) used a VEC model for
\[ y_t = (R_t^{US}, \tau_t^{US}, R_t^{EU}, \tau_t^{EU})' \]
with a constant term, three lags of \( \Delta y_t \) and a
cointegrating rank of \( r = 3 \) to investigate the impact of monetary shocks
in the US and in Europe. Because the cointegrating rank is \( r = 3 \) they re-
stricted three shocks to have transitory effects only. Thereby they identified
the permanent shock. It is not obvious why there should be three transi-
tory shocks, however. The fact that there are three cointegration relations
implies that there can be at most three transitory shocks. Of course, there
could be fewer such shocks. Moreover, there is no firm theory that suggests
how to identify the transitory shocks. Because, based on standard Jarque-
Bera tests, there is some evidence that the model residuals are nonnormal,
using a more general distribution is plausible. Admittedly, the nonnormality
may be due to ARCH effects in the present system of variables. A mixture
of normal distributions may still not be implausible here because it can rep-
resent observations coming from two regimes with different volatility which
is not untypical for interest rate series. In fact, such periods with different
volatility are actually present in the series under investigation here, as can
be seen in Figure 4, where the first differences of all four series are plotted.

We have estimated different models with mixture normal residuals and
present some results in Table 3, where the number of transitory shocks (i.e.,
the number of zero columns in \( \Xi B \)) is denoted by \( r^* \). Clearly, the \( \tilde{\psi} \)'s are
quite different in all models, although they are not in all cases significantly
different in the sense that two-standard error confidence intervals around the
estimates would overlap. This is true in particular for the fully unrestricted
Model (1). Thus, it is unclear whether the model is actually identified, that is,
the \( W \) matrix may not be locally unique. Admittedly, we don’t know much
about the small sample properties of our estimators and in the following
we assume again that the underlying \( \psi \)'s are distinct so that Model (1) is
identified.

Notice that some of the \( \tilde{\psi} \)'s in Model (1) are in fact quite large. Three
of them are substantially larger than one. Hence, thinking of the two mixing
normal distributions as representing different regimes, the regime represented
by \( \mathcal{N}(0, \Psi) \) is clearly one with higher volatility in three of the four compo-
nents than the one represented by a standard normal \( \mathcal{N}(0, I_4) \) distribution.
The unnormalized \( w_t \) and the normalized \( \epsilon_t \) shocks are identified purely by
their stochastic properties in Model (1). Therefore it is difficult or impossible
to interpret them as economic shocks without further assumptions or restric-
tions. Hence, in the following we will investigate different sets of restrictions
which may help to attach economic meaning to the shocks.
Figure 4: First differences of interest rate series.
Table 3: Estimation results for interest rate VEC model with cointegrating rank $r = 3$, three lagged differences and unrestricted intercept term (sample period: 1985M1 – 2004M12)

<table>
<thead>
<tr>
<th>Model no.</th>
<th>Restrictions</th>
<th>$\hat{\gamma}$</th>
<th>$\hat{\psi}_1$</th>
<th>$\hat{\psi}_2$</th>
<th>$\hat{\psi}_3$</th>
<th>$\hat{\psi}_4$</th>
<th>$l_T(\hat{\vartheta})/T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$r^* = 0$</td>
<td>0.32 (0.04)</td>
<td>0.60 (0.13)</td>
<td>128.8 (32.0)</td>
<td>7.80 (2.20)</td>
<td>5.01 (1.16)</td>
<td>5.1505</td>
</tr>
<tr>
<td>2</td>
<td>$r^* = 3$ ($\Xi B = [\Phi : 0_{3\times 3}]$)</td>
<td>0.48 (0.05)</td>
<td>22.00 (5.19)</td>
<td>5.57 (1.73)</td>
<td>0.71 (0.16)</td>
<td>7.47 (1.96)</td>
<td>5.1146</td>
</tr>
<tr>
<td>3</td>
<td>$r^* = 2$ ($\Xi B = [\Phi : 0_{4\times 2}]$)</td>
<td>0.32 (0.04)</td>
<td>0.60 (0.14)</td>
<td>5.39 (1.56)</td>
<td>6.61 (2.05)</td>
<td>129.5 (35.7)</td>
<td>5.1472</td>
</tr>
<tr>
<td>4</td>
<td>$r^* = 1$ ($\Xi B = [\Phi : 0_{4\times 1}]$)</td>
<td>0.32 (0.04)</td>
<td>0.60 (0.13)</td>
<td>7.74 (2.17)</td>
<td>5.00 (1.17)</td>
<td>130.7 (33.5)</td>
<td>5.1497</td>
</tr>
<tr>
<td>5</td>
<td>$r^* = 2$, $b_{13} = b_{23} = 0$</td>
<td>0.32 (0.04)</td>
<td>0.61 (0.14)</td>
<td>6.72 (1.91)</td>
<td>5.42 (1.43)</td>
<td>140.5 (45.2)</td>
<td>5.1384</td>
</tr>
<tr>
<td>6</td>
<td>$r^* = 2$, $b_{34} = b_{44} = 0$</td>
<td>0.49 (0.05)</td>
<td>0.73 (0.17)</td>
<td>18.46 (4.32)</td>
<td>5.80 (1.78)</td>
<td>8.46 (2.42)</td>
<td>5.1094</td>
</tr>
</tbody>
</table>

Note: Standard errors in parentheses obtained from the inverse Hessian of the log-likelihood function.
Table 4: LR tests based on results from Table 3

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>LR statistic</th>
<th>Assumed distribution</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r^* = 3$</td>
<td>$r^* &lt; 3$</td>
<td>$\chi^2(3)$</td>
<td>0.0006</td>
</tr>
<tr>
<td>$r^* = 2$</td>
<td>$r^* &lt; 2$</td>
<td>$\chi^2(2)$</td>
<td>0.46</td>
</tr>
<tr>
<td>$r^* = 3$</td>
<td>$r^* = 2$</td>
<td>$\chi^2(1)$</td>
<td>$7.63 \times 10^{-5}$</td>
</tr>
<tr>
<td>$r^* = 2$</td>
<td>$r^* = 1$</td>
<td>$\chi^2(1)$</td>
<td>0.27</td>
</tr>
<tr>
<td>(5)</td>
<td>(3)</td>
<td>$\chi^2(2)$</td>
<td>0.12</td>
</tr>
<tr>
<td>(6)</td>
<td>(3)</td>
<td>$\chi^2(2)$</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

When some of the shocks are restricted to be transitory as in Models (2) - (6), the $\hat{\psi}_i$’s partly change considerably, depending on the positioning of the permanent and transitory shocks. In all the models one of the $\hat{\psi}_i$’s is substantially larger than the others. In other words, one of the shocks has a much larger variance than the others. For example, in Model (1) $\hat{\psi}_2 = 128.8$ which is more than 10 times larger than the second largest $\hat{\psi}_i$. In contrast, when only one impulse is allowed to have permanent effects as in Model (2), the largest $\hat{\psi}_i$ shifts to the first position which corresponds to the permanent shock. In other words, the unnormalized permanent shock is the one with the largest variance. In this case the difference in size of the $\hat{\psi}_i$’s is not quite as dramatic as in Model (1) which suggests that the observations are associated with the two regimes in a different way in Models (1) and (2), respectively. This is also reflected in the fact that the estimated mixture probabilities $\hat{\gamma}$ are quite different for the two models. We will see shortly, however, that Model (2) is rejected by the data. In fact, all models which are not rejected by the data in the following tests (Models (3), (4) and (5)) have one very large $\hat{\psi}_i$ corresponding to a transitory shock and the estimated mixture probabilities are quite similar. They are in fact identical up to two significant digits ($\hat{\gamma} = 0.32$ for Models (1), (3), (4) and (5)). We will turn to tests of the restrictions imposed on the models now.

Based on the results in Table 3 we can test for the number of transitory shocks as explained in Section 2.3. The relevant results are given in Table 4. Both tests, $H_0 : r^* = 3$ versus $H_1 : r^* < 3$ and $H_0 : r^* = 3$ versus $H_1 : r^* = 2$ have very small $p$-values and clearly reject at common significance levels. In other words, three transitory shocks are clearly rejected. Testing a model with only two transitory shocks, the result is more favorable. Both alternative tests have $p$-values that indicate compatibility of two transitory shocks with
the data in our setup.

If one accepts that there are two transitory shocks and one places them in the last positions of the vector of shocks, the discussion in Section 2.3 suggests that identification is ensured if $\psi_1 \neq \psi_2$ and $\psi_3 \neq \psi_4$. Given the estimates and their standard errors, this may well hold in Model (3). In any case, two-standard error confidence intervals around the respective estimates do not overlap.

In the lower part of Table 4 we also give results of tests of other restrictions of potential interest. Clearly, as three transitory shocks are rejected by the data, it does not make sense to test the validity of the identifying restrictions for the transitory shocks used by Brüggemann and Lütkepohl (2005). Because monetary policy shocks are sometimes thought of as being transitory (e.g., Evans and Marshall (1998)), the two transitory shocks in our system may represent monetary policy shocks in Europe and the US, respectively. Without further restrictions they could, of course, both be mixtures of such shocks. One way to associate them uniquely with one of the two currency areas would be to impose suitable restrictions. Therefore we used models with two transitory shocks and restricted the instantaneous impact of one of them to be zero for the US interest rates (Model (5)) and the other one has no instantaneous impact on the European interest rates (Model (6)). Clearly, the US monetary shock should be allowed to have an instantaneous impact on US interest rates. Thus, restricting the first transitory shock (the third shock in the $\varepsilon_t$ vector) to have no instantaneous effect on US interest rates it cannot be the US monetary policy shock and, hence, must be the European monetary shock if indeed each of the two transitory shocks represents one of the monetary policy shocks. Consequently, the third shock in our system is viewed as the European monetary policy shock and the fourth shock is regarded as US monetary policy shock.

In Table 4 the corresponding restrictions are tested and it turns out that the constraints imposed on the instantaneous impacts of the first transitory shock cannot be rejected at the 10% level of significance whereas the restrictions on the effects of the second transitory shock are clearly rejected at common significance levels. Thus, Model (5) is the preferred one and the first transitory shock can clearly be associated with European monetary policy. Moreover, European monetary policy shocks do not seem to affect US interest rates instantaneously. On the other hand, US monetary policy has an immediate impact on European interest rates because there is no transitory shock which affects only US interest rates instantaneously. Note, however, that in Model (5) which is not rejected by the data, $\tilde{\psi}_4$ is much larger than all other $\tilde{\psi}_i$’s (see Table 3). Thus, the last transitory shock is composed of two regimes one of which has a much larger volatility than the other one. Notice
in Figure 4 that in the late 1980s the volatility in the US short-term interest rate is larger than in other periods. This larger volatility may be captured by the high variance regime of the fourth shock. In roughly the same period there is also higher volatility in the EU short-term rate. Thus, it is possible that the fourth shock captures a mixture of US and EU monetary policy. On the other hand, the increased volatility in the European interest rate may be due to increased volatility in the US. Therefore we will assume in the following that the last shock represents a US monetary policy shock.

The finding that US monetary policy may have an instantaneous impact on European interest rates but not vice versa is in line with the conclusion of Brüggemann and Lütkepohl (2005) that US interest rates have a stronger impact on European monetary policy than vice versa. In their framework they could not formally test this result, however. Although also in our framework some assumptions are necessary (e.g., we assume that monetary policy shocks are transitory), statistical tests can carry us one step further in checking restrictions that are not over-identifying in the standard framework and, hence, cannot be tested in that setting.

We have also computed the impulse responses for the two transitory shocks and show them in Figure 5 together with 95% bootstrap confidence intervals. It turns out that a contractionary EU shock leads to an increase in the US long-term rate, although not instantaneously. There is no significant reaction of the US short-term rate, however. In contrast, a contractionary US monetary shock has a significant instantaneous and longer lasting impact on the EU short-term rate and there is also a potentially significant impact on the EU long-term rate. Thus, overall the impulse responses are in line with the conclusion that US monetary policy may be more important for Europe than vice versa.

5 Conclusions and Extensions

In this paper we have used distributional assumptions for the residuals of a VAR model to identify some or all shocks to be used for an impulse response analysis. Specifically we have used a mixture of two normal distributions to obtain fully identified shocks. We have also shown how such nonnormal error distributions can be combined with restrictions from other sources to identify the shocks and impulse responses. For example, they can be combined with restrictions derived from the cointegration properties of a system of variables. Two empirical examples have been used to illustrate the virtue of the approach for applied work.

Although in practice it will be easy to justify nonnormal distributions
Figure 5: Responses of interest rates to EU and US monetary shocks based on Model (5) from Table 3 with 95% Hall percentile bootstrap confidence intervals based on 2000 bootstrap replications.
for many econometric models, our approach has some limitations that deserve further consideration in future work. First of all, we have considered mixtures of two normal distributions only. This may be reasonable if two different regimes are a plausible assumption for the sample period. Sometimes it may be more natural to allow for more than two regimes, however, and, hence, mix more than two normal distributions. Second, we have allowed for just one mixture probability. In other words, the mixture probabilities are assumed to be identical for all components of the vector of innovations. Again this may not always be a realistic assumption. Third, although we have argued that a mixture normal distribution is often a plausible extension of the usual normal distribution, there may be alternative appealing distributions which are worth considering in this context. For example, Siegfried (2002) argues that monetary policy shocks may be leptokurtic and he considers a logistic distribution. He also presents an algorithm for estimating independent rather than just uncorrelated shocks. Generally, the potential of other distributions for identifying the shocks in a structural VAR model may be worth investigating. Finally, for the structural analysis a reduced form model has to be found which describes the data generation process well. Specification and inference procedures which account for residuals with mixture normal distributions may be worth exploring. Moreover, given the large number of parameters in full VAR models, ML estimation may be a computational challenge in some cases and it may be worth considering other estimation methods. We leave these issues for future research.

Appendix

In this appendix we present a proposition which is useful in dealing with the mixture normal distribution.

Proposition. Let \( u = Ww \), where \( W \) is a nonsingular \((n \times n)\) fixed matrix and the random vector \( w \) is a mixture of two normal random vectors such that

\[
    w = \begin{cases} 
        e_1 \sim \mathcal{N}(0, I_n) \text{ with probability } \gamma, \\
        e_2 \sim \mathcal{N}(0, \Psi) \text{ with probability } 1 - \gamma 
    \end{cases}
\]

with \( 0 < \gamma < 1 \) and \( \Psi = \text{diag}(\psi_1, ..., \psi_n) \) is a diagonal matrix with positive diagonal elements. Then the columns of \( W \) are uniquely determined up to multiplication by \(-1\) if and only if all \( \psi_j \) are mutually different. \( \square \)

Proof: Because \( u \sim (0, W [\gamma I_n + (1 - \gamma) \Psi] W') \), we have to show that \( W \) is unique in the covariance term up to multiplication of its columns by \(-1\).
To show the “if” part of the proposition, let $Q$ be a matrix such that

$$W [\gamma I_n + (1 - \gamma) \Psi] W' = W Q [\gamma I_n + (1 - \gamma) \Psi] Q' W'. \quad (A.1)$$

We have to show that the only feasible $Q$ matrix is a diagonal matrix with diagonal elements $\pm 1$. Multiplying (A.1) from the left by $W^{-1}$ and from the right by its transpose gives

$$\gamma (I_n - QQ') = (1 - \gamma) (Q \Psi Q' - \Psi). \quad (A.2)$$

This holds for all $\gamma$ from the unit interval only if both sides are zero and, hence, $QQ' = I_n$. In other words, $Q$ has to be orthogonal. Moreover, $\Psi = Q \Psi Q'$ or, equivalently, $\Psi Q = Q \Psi$. Denoting the $ij$th element of $Q$ by $q_{ij}$, the last matrix equality means that $\psi_i q_{ij} = \psi_j q_{ij}$ and, hence, $q_{ij} = 0$ for $i \neq j$ because $\psi_i \neq \psi_j$. Consequently, $Q$ must be a diagonal matrix with $\pm 1$ on the diagonal because the diagonal elements of a diagonal matrix are its eigenvalues and the eigenvalues of an orthogonal matrix are all $\pm 1$.

It is also easy to show that $W$ is not unique if at least two of the diagonal elements of $\Psi$ are equal. Hence, the “only if” part follows. Thereby the proposition is proven.

Data Appendix

The data used in the example of Section 4.2 are the same ones used by Brüggemann and Lütkepohl (2005). In the following we reproduce the data sources given in that article.

Monthly data for the period 1985M1 – 2004M12 are used. Euro area interest rate series correspond to German interest rates for the period 1985M1 – 1998M12 and to euro area interest rates for the period 1999M1 – 2004M12. Monthly values are averages over all business days. The data are taken from the sources listed below:

2. **US short term interest rate** ($r^{US}$): 3-month money market rate taken from FRED II database. Series ID: CD3M.

**References**


1589 Kazuo Ogawa, Elmer Sterken and Ichiro Tokutsu, Bank Control and the Number of Bank Relations of Japanese Firms, November 2005

1590 Bruno Parigi and Loriana Pelizzon, Diversification and Ownership Concentration, November 2005

1591 Claude Crampes, Carole Haritchabalet and Bruno Jullien, Advertising, Competition and Entry in Media Industries, November 2005

1592 Johannes Becker and Clemens Fuest, Optimal Tax Policy when Firms are Internationally Mobile, November 2005

1593 Jim Malley, Apostolis Philippopoulos and Ulrich Woitek, Electoral Uncertainty, Fiscal Policy and Macroeconomic Fluctuations, November 2005

1594 Assar Lindbeck, Sustainable Social Spending, November 2005

1595 Hartmut Egger and Udo Kreickemeier, International Fragmentation: Boon or Bane for Domestic Employment?, November 2005

1596 Martin Werding, Survivor Benefits and the Gender Tax Gap in Public Pension Schemes: Observations from Germany, November 2005

1597 Petra Geraats, Transparency of Monetary Policy: Theory and Practice, November 2005

1598 Christian Dustman and Francesca Fabbri, Gender and Ethnicity – Married Immigrants in Britain, November 2005

1599 M. Hashem Pesaran and Martin Weale, Survey Expectations, November 2005

1600 Ansgar Belke, Frank Baumgaertner, Friedrich Schneider and Ralph Setzer, The Different Extent of Privatisation Proceeds in EU Countries: A Preliminary Explanation Using a Public Choice Approach, November 2005

1601 Jan K. Brueckner, Fiscal Federalism and Economic Growth, November 2005

1602 Steven Brakman, Harry Garretsen and Charles van Marrewijk, Cross-Border Mergers and Acquisitions: On Revealed Comparative Advantage and Merger Waves, November 2005

1603 Erkki Koskela and Rune Stenbacka, Product Market Competition, Profit Sharing and Equilibrium Unemployment, November 2005

1604 Lutz Hendricks, How Important is Discount Rate Heterogeneity for Wealth Inequality?, November 2005
<table>
<thead>
<tr>
<th>Page</th>
<th>Authors</th>
<th>Title</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1605</td>
<td>Kathleen M. Day and Stanley L. Winer</td>
<td>Policy-induced Internal Migration: An Empirical Investigation of the Canadian Case</td>
<td>November 2005</td>
</tr>
<tr>
<td>1606</td>
<td>Paul De Grauwe and Cláudia Costa Storti</td>
<td>Is Monetary Policy in the Eurozone less Effective than in the US?</td>
<td>November 2005</td>
</tr>
<tr>
<td>1607</td>
<td>Per Engström and Bertil Holmlund</td>
<td>Worker Absenteeism in Search Equilibrium</td>
<td>November 2005</td>
</tr>
<tr>
<td>1608</td>
<td>Daniele Checchi and Cecilia García-Peñalosa</td>
<td>Labour Market Institutions and the Personal Distribution of Income in the OECD</td>
<td>November 2005</td>
</tr>
<tr>
<td>1609</td>
<td>Kai A. Konrad and Wolfgang Leininger</td>
<td>The Generalized Stackelberg Equilibrium of the All-Pay Auction with Complete Information</td>
<td>November 2005</td>
</tr>
<tr>
<td>1610</td>
<td>Monika Buetler and Federica Teppa</td>
<td>Should you Take a Lump-Sum or Annuitize? Results from Swiss Pension Funds</td>
<td>November 2005</td>
</tr>
<tr>
<td>1611</td>
<td>Alexander W. Cappelen, Astri D. Hole, Erik Ø. Sørensen and Bertil Tungodden</td>
<td>The Pluralism of Fairness Ideals: An Experimental Approach</td>
<td>December 2005</td>
</tr>
<tr>
<td>1612</td>
<td>Jack Mintz and Alfons J. Weichenrieder</td>
<td>Taxation and the Financial Structure of German Outbound FDI</td>
<td>December 2005</td>
</tr>
<tr>
<td>1613</td>
<td>Rosanne Altshuler and Harry Grubert</td>
<td>The Three Parties in the Race to the Bottom: Host Governments, Home Governments and Multinational Companies</td>
<td>December 2005</td>
</tr>
<tr>
<td>1614</td>
<td>Chi-Yung (Eric) Ng and John Whalley</td>
<td>Visas and Work Permits: Possible Global Negotiating Initiatives</td>
<td>December 2005</td>
</tr>
<tr>
<td>1615</td>
<td>Jon H. Fiva</td>
<td>New Evidence on Fiscal Decentralization and the Size of Government</td>
<td>December 2005</td>
</tr>
<tr>
<td>1616</td>
<td>Andzelika Lorentowicz, Dalia Marin and Alexander Raubold</td>
<td>Is Human Capital Losing from Outsourcing? Evidence for Austria and Poland</td>
<td>December 2005</td>
</tr>
<tr>
<td>1617</td>
<td>Aleksander Berentsen, Gabriele Camera and Christopher Waller</td>
<td>Money, Credit and Banking</td>
<td>December 2005</td>
</tr>
<tr>
<td>1618</td>
<td>Egil Matsen, Tommy Sveen and Ragnar Torvik</td>
<td>Savers, Spenders and Fiscal Policy in a Small Open Economy</td>
<td>December 2005</td>
</tr>
<tr>
<td>1619</td>
<td>Laszlo Goerke and Markus Pannenberg</td>
<td>Severance Pay and the Shadow of the Law: Evidence for West Germany</td>
<td>December 2005</td>
</tr>
<tr>
<td>1620</td>
<td>Michael Hoel</td>
<td>Concerns for Equity and the Optimal Co-Payments for Publicly Provided Health Care</td>
<td>December 2005</td>
</tr>
<tr>
<td>1621</td>
<td>Edward Castronova</td>
<td>On the Research Value of Large Games: Natural Experiments in Norrath and Camelot</td>
<td>December 2005</td>
</tr>
</tbody>
</table>
1622 Annette Alstadsæter, Ann-Sofie Kolm and Birthe Larsen, Tax Effects, Search Unemployment, and the Choice of Educational Type, December 2005

1623 Vesa Kanniainen, Seppo Kari and Jouko Ylä-Liedenpohja, Nordic Dual Income Taxation of Entrepreneurs, December 2005

1624 Lars-Erik Borge and Linn Renée Naper, Efficiency Potential and Efficiency Variation in Norwegian Lower Secondary Schools, December 2005

1625 Sam Bucovetsky and Andreas Haufler, Tax Competition when Firms Choose their Organizational Form: Should Tax Loopholes for Multinationals be Closed?, December 2005

1626 Silke Uebelmesser, To go or not to go: Emigration from Germany, December 2005

1627 Geir Haakon Bjertnæs, Income Taxation, Tuition Subsidies, and Choice of Occupation: Implications for Production Efficiency, December 2005

1628 Justina A. V. Fischer, Do Institutions of Direct Democracy Tame the Leviathan? Swiss Evidence on the Structure of Expenditure for Public Education, December 2005

1629 Torberg Falch and Bjarne Strøm, Wage Bargaining and Political Strength in the Public Sector, December 2005

1630 Hartmut Egger, Peter Egger, Josef Falkinger and Volker Grossmann, International Capital Market Integration, Educational Choice and Economic Growth, December 2005

1631 Alexander Haupt, The Evolution of Public Spending on Higher Education in a Democracy, December 2005

1632 Alessandro Cigno, The Political Economy of Intergenerational Cooperation, December 2005

1633 Michiel Evers, Ruud A. de Mooij and Daniel J. van Vuuren, What Explains the Variation in Estimates of Labour Supply Elasticities?, December 2005

1634 Matthias Wrede, Health Values, Preference Inconsistency, and Insurance Demand, December 2005

1635 Hans Jarle Kind, Marko Koethenbuerger and Guttorm Schjelderup, Do Consumers Buy Less of a Taxed Good?, December 2005

1636 Michael McBride and Stergios Skaperdas, Explaining Conflict in Low-Income Countries: Incomplete Contracting in the Shadow of the Future, December 2005

1637 Alfons J. Weichenrieder and Oliver Busch, Artificial Time Inconsistency as a Remedy for the Race to the Bottom, December 2005

1638 Aleksander Berentsen and Christopher Waller, Optimal Stabilization Policy with Flexible Prices, December 2005
1639 Panu Poutvaara and Mikael Priks, Violent Groups and Police Tactics: Should Tear Gas Make Crime Preventers Cry?, December 2005


1641 Stefan Bach, Giacomo Corneo and Viktor Steiner, Top Incomes and Top Taxes in Germany, January 2006

1642 Johann K. Brunner and Susanne Pech, Optimum Taxation of Life Annuities, January 2006

1643 Naércio Aquino Menezes Filho, Marc-Andreas Muendler and Garey Ramey, The Structure of Worker Compensation in Brazil, with a Comparison to France and the United States, January 2006

1644 Konstantinos Angelopoulos, Apostolis Philippopoulos and Vanghelis Vasilatos, Rent-Seeking Competition from State Coffers: A Calibrated DSGE Model of the Euro Area, January 2006

1645 Burkhard Heer and Bernd Suessmuth, The Savings-Inflation Puzzle, January 2006


1647 Yu-Fu Chen, Michael Funke and Kadri Männasoo, Extracting Leading Indicators of Bank Fragility from Market Prices – Estonia Focus, January 2006

1648 Panu Poutvaara, On Human Capital Formation with Exit Options: Comment and New Results, January 2006

1649 Anders Forslund, Nils Gottfries and Andreas Westermark, Real and Nominal Wage Adjustment in Open Economies, January 2006

1650 M. Hashem Pesaran, Davide Pettenuzzo and Allan G. Timmermann, Learning, Structural Instability and Present Value Calculations, January 2006

1651 Markku Lanne and Helmut Luetkepohl, Structural Vector Autoregressions with Nonnormal Residuals, January 2006