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NON-LINEARITIES IN THE RELATION BETWEEN THE EXCHANGE RATE AND ITS FUNDAMENTALS

Abstract

This paper investigates the relationship between the euro-dollar exchange rate and its underlying fundamentals. First, we develop a simple theoretical model in which chartists and fundamentalists interact. This model predicts the existence of different regimes, and thus non-linearity in the link between the exchange rate and its fundamentals. Second, we account for non-linearity in the exchange rate process by adopting a Markov-switching vector error correction model (MSVECM). Finally, the paper investigates the out-of-sample forecast performance of three competing models of exchange rate determination. The results suggest the presence of nonlinear mean reversion in the nominal exchange rate process. The implications are that different sets of macroeconomic fundamentals act as driving forces of the exchange rates during different time periods. More interestingly, the nonlinear specification significantly improves the forecast accuracy during periods when the deviation between exchange rate and fundamentals is large. Conversely, when the exchange rate is close to its equilibrium value it tends to be better approximated by a naïve random walk.
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1 Introduction

One of the most pervasive pieces of econometric evidence we have about the exchange markets is that it appears to be difficult, if not impossible, to find a linear relation between the exchange rate and its underlying fundamentals that will remain stable over a sufficiently long period of time. Ever since the path breaking research of Meese and Rogoff (1983) who observed that the link between the exchange rate and its fundamentals is structurally unstable, the evidence about the unstable nature of linear econometric models of the exchange rates has continued to accumulate (see Cheung (2005)\textsuperscript{1}).

True there have been claims of empirical success in estimating linear models (see e.g. Mark(1995)), but each time the sample period was extended or when slight changes in specifications were made structural breaks in these linear models appeared (Faust, et al.(2003)). As a result, it is fair to conclude that the relation between the exchange rate and its fundamentals is most probably a non-linear one.

This insight has led to a mushrooming of studies explicitly incorporating non-linearities between the exchange rate and its fundamentals. Many of these studies utilize the Multiple Regime Smooth Transition Autoregressive model (MR-STAR) to evaluate the nonlinear relationship between the exchange rate and its fundamentals\textsuperscript{2}. Introduced by van Dijk and Franses (1999), these models generalize the well-known STAR models\textsuperscript{3}. Taylor and Peel (2000), for example, employ an exponential smooth transition autoregressive (ESTAR) model to analyse the non-linear relationship between the exchange rate and its fundamentals in the US, UK and Germany. The results indicate that during periods of small deviations from fundamentals the exchange rate exhibits a unit-root. In contrast, the authors detect a rapid adjustment of the exchange rate toward its underlying fundamentals when there are large deviations from the equilibrium. Using the same methodology Taylor et al. (2001) find strong support for the nonlinear representation of exchange rate deviations from PPP.

Other studies have applied Hamilton’s (1989) Markov-switching model to the foreign exchange markets and found evidence of frequent shifts of

\textsuperscript{1}See also Baillie and Selover (1987), McNown and Wallace (1989), and Baillie and Pecchenino (1991).

\textsuperscript{2}See for example, Micheal et al. (1997); Sarno (2000); Sarantis (1999); Taylor and Peel (2000) and Baum et al. (2001).

\textsuperscript{3}STAR (Smooth Transition Autoregressive) models were originally introduced by Terasvirta and Anderson (1992). Their statistical properties are studied in Luukkonen et al. (1988), Luukkonen and Terasvirta (1991), Granger and Terasvirta (1993), Eitrheim and Terasvirta (1996).
regimes in the relation between the exchange rate and its fundamentals (Engel and Hamilton (1990), De Grauwe and Vansteenkiste (2001), Frommel et al. (2005)). Sarno et al. (2003) used a Markov-switching vector equilibrium correction model (MS-VECM) in order to study the dynamic relationship between the exchange rate and fundamentals in six industrialized countries using data spanning over one hundred years. Their results suggest that the speed at which exchange rate converges to the long-run fundamental equilibrium mostly depends on the nominal exchange rate regime in operation. Thus there is increasing evidence that the relation between the exchange rate and its fundamentals has important non-linear features. These explain why linear models are not robust in long sample periods.

In this paper we analyze two issues. First we study how this empirical evidence can be reconciled with the theory. In order to do so we propose a simple exchange rate model with heterogeneous agents. This model predicts that the relation between the exchange rate and its underlying fundamentals is subject to frequent regime shifts. Second, we analyse the nature of these regime shifts empirically using evidence of the dollar/DM (euro) exchange rate.

The remainder of the paper proceeds as follows. Section 2 proposes a theoretical model that incorporates nonlinearities in the exchange rate dynamics. In Section 3 we estimate a linear vector error correction model and test for possible non-linearities in the residuals. Section 4 discusses the econometric methodology used in order to analyze the way in which monetary fundamentals affect the exchange rate depending on the state of the economy. In Section 5 we compare the out-of-sample forecast performance of three competing models of exchange rate determination. In Section 6 concluding remarks end the paper.

2 Theoretical Framework

The empirical evidence suggests that the relationship between the exchange rate and the fundamentals is a non-linear one, characterized by frequent changes in the regimes linking the exchange rate to the fundamentals. Traditional linear rational expectations models cannot account for this except by introducing exogenous changes in regimes, i.e. by leaving these switches unexplained.

In this section we develop a very simple exchange rate model that exhibits endogenous switches in regimes. We start by defining the fundamental exchange rate. This is the exchange rate that is consistent with equilibrium
in the real part of the economy. In a very simple model this could be the Purchasing Power Parity-value of the exchange rate. In more elaborate models (e.g. the monetary model, or the Obstfeld-Rogoff new open economy macro model (Obstfeld and Rogoff(1996)) this fundamental exchange rate could be determined by the interaction of more variables than the price levels. Here we assume that the fundamental exchange rate, \( e_t^* \), is exogenous and that it behaves like a random walk without drift. This implies:

\[
e_t^* = e_{t-1}^* + \varepsilon_t
\]

where \( \varepsilon_t \) is a white noise error term.

We now model the way agents make forecasts about the future exchange rates. We assume that agents can use two types of simple forecasting rules. One type of forecasting rule will be called fundamentalist, and agents who use such a rule will be called fundamentalists for short. The second type of rule will be called chartist and the agents who use this rule will be labelled chartists. We will also use the term ‘technical analysts’ interchangeably.

The fundamentalists are assumed to know the fundamental exchange rate. They compare the present market exchange rate with the fundamental rate and they forecast the future market rate to move towards the fundamental rate. In this sense they follow a negative feedback rule. This leads us to specify the following rule for the fundamentalists:

\[
E_{f,t}(\Delta e_{t+1}) = -\psi(e_t - e_t^*)
\]

where \( E_{f,t} \) is the forecast made in period \( t \) by the fundamentalists using information up to time \( t \), \( e_t \) is the exchange rate in period \( t \), \( \Delta e_t \) is the change in the exchange rate, and \( \psi > 0 \) measures the speed with which the fundamentalists expect the exchange rate to return to the fundamental one. This parameter is presumably related to the speed of adjustment of prices in the goods market, but we do not specify its precise link with this speed of adjustment.

The chartists are assumed to follow a positive feedback rule, i.e. they extrapolate past movements of the exchange rate into the future. We will use the simplest possible hypothesis here: we assume that chartists extrapolate only last period’s exchange rate into the future. The chartists’ forecast is written as:

\[
E_{c,t}(\Delta e_{t+1}) = \beta \Delta e_t
\]

where \( E_{c,t} \) is the forecast made by the chartists using information up to time \( t \), and \( \beta \) is the coefficient expressing the degree with which chartists
extrapolate the past change in the exchange rate; we assume that $0 < \beta < 1$ to ensure dynamic stability\(^4\).

The next step in our analysis is to specify how agents evaluate the usefulness of these two forecasting rules. The general idea that we will follow is that agents use one of the two rules, compare their profitability ex post and then decide whether to keep the rule or switch to the other one.

In order to implement this idea we use a fitness criterion in the spirit of Brock and Hommes (1997), (1998) which is based on discrete choice theory\(^5\). This means that the fractions of the total population of agents using chartist and fundamentalist rules are a function of the relative (risk adjusted) profitability of these rules. We specify this procedure as follows:

\[
\begin{align*}
    w_{f,t} &= \frac{\exp \gamma \pi_{f,t}'}{\exp \gamma \pi_{f,t}'} + \exp \gamma \pi_{c,t}' \\
    w_{c,t} &= \frac{\exp \gamma \pi_{c,t}'}{\exp \gamma \pi_{f,t}'} + \exp \gamma \pi_{c,t}'
\end{align*}
\]

where $w_{f,t}$ and $w_{c,t}$ are the fractions of the population who use fundamentalist, respectively chartist forecasting rules. Obviously $w_{f,t} + w_{c,t} = 1$.

The variables $\pi_{f,t}'$ and $\pi_{c,t}'$ are the (risk adjusted) profits realized by the use of chartists’ and fundamentalists’ forecasting rule in period $t$, i.e. $\pi_{f,t}' = \pi_{f,t} - \mu \sigma_{f,t}^2$ and $\pi_{c,t}' = \pi_{c,t} - \mu \sigma_{c,t}^2$ and $\pi_{f,t}$ and $\pi_{c,t}$ are the profits made in forecasting, while $\sigma_{f,t}^2$ and $\sigma_{c,t}^2$ are variables expressing the risks chartists and fundamentalists incur when making forecasts. As a measure of this risk we will take the forecast errors. Finally $\mu$ is the coefficient of risk aversion.

Equation (4) can now be interpreted as follows. When the risk adjusted profits of the technical traders’ rule increase relative to the risk adjusted profits of the fundamentalists’ rule, then the share of agents who use technical trader rules in period $t$ increases, and vice versa. The parameter $\gamma$ measures the intensity with which the technical traders and fundamentalists revise their forecasting rules. With an increasing $\gamma$ agents react strongly to the relative profitability of the rules. In the limit when $\gamma$ goes to infinity all agents choose the forecasting rule which proves to be more profitable. When $\gamma$ is equal to zero agents are insensitive to the relative profitability of

\(^4\)For more information on technical analysis and chartism see James(2003).

\(^5\)This specification is often applied in discrete choice models. For an application in the markets for differentiated goods, see Anderson, et al. (1992). There are other ways to specify a rule that governs the selection of forecasting strategies. One was proposed by Kirman (1993). Another one was formulated by Lux and Marchesi (1999).
the rules. In the latter case the fraction of technical traders and fundamentalists is constant and equal to 0.5. Thus, $\gamma$ is a measure of inertia in the decision to switch to the more profitable rule.

We now go into the problem of defining with more precision the profits and the risk associated with it. We define the profits as the one-period earnings of investing $\$1$ in the foreign asset. More formally,

$$\pi_{i,t} = [e_t (1 + r^*) - e_{t-1} (1 + r)] \cdot sgn \left[ (1 + r^*) E^i_{t-1} (e_t) - (1 + r) e_{t-1} \right]$$  \hspace{1cm} (5)

where $sgn[x] = \begin{cases} 
1 & \text{for } x > 0 \\
0 & \text{for } x = 0 \\
-1 & \text{for } x < 0
\end{cases}$ and $i = c, f$

Thus, when agents forecasted an increase in the exchange rate and this increase is realized, their per unit profit is equal to the observed increase in the exchange rate (corrected for the interest differential). If instead the exchange rate declines, they make a per unit loss which equals this decline (because in this case they have bought foreign assets which have declined in price).

Finally we specify the risk variables in the following way. As mentioned earlier, we define the risk associated with forecasting to be the forecast error. In the logic of the short-run memory hypothesis used in this section we assume that agents just look at last period’s forecast error. Thus we have:

$$\sigma^2_{i,t} = [E^i_{t-1} (e_t) - e_t]^2$$  \hspace{1cm} (6)

We now aggregate the forecasts of chartists and fundamentalists to obtain the aggregate market forecast. The market forecast of the exchange rate change can be written as a weighted average of the expectations of chartists and fundamentalists, i.e.

$$E_t \Delta e_{t+1} = -w_f t \psi(e_t - e^*_t) + w_c t \beta \Delta e_t$$  \hspace{1cm} (7)

where $w_f t$ and $w_c t$ are defined in (4).

The realised change in the market exchange rate in period $t+1$ equals the market forecast made at time $t$ plus some white noise errors, $\epsilon_{t+1}$ occurring in period $t+1$ (i.e. the news that could not be predicted at time $t$). We obtain:

$$\Delta e_{t+1} = -w_f t \psi(e_t - e^*_t) + w_c t \beta \Delta e_t + \epsilon_{t+1}$$  \hspace{1cm} (8)
We now have all the equations of the model, and we can start analysing its characteristics.

The non-linear structure of our model does not allow for a simple analytical solution. As a result we have to use numerical simulation methods. One drawback of this approach is that we cannot easily derive general conclusions. We will compensate for this drawback by presenting sensitivity analyses of the numerical solutions. The simulations we perform are stochastic. Stochastic shocks occur in the model because the fundamental exchange rate is driven by a random walk (see equation (1)) and because there is noise in the process determining the market exchange rate (see equation (7)). We will assume that the noise process in these equations are normally distributed with mean equal to 0, and standard deviation equal to 0.1.

We present two examples of stochastic simulations that are quite typical for the kind of dynamics predicted by our model (see figure 1). The two upper parts of figure 1 present the simulated market and fundamental exchange rates obtained in two different simulation runs, using the same parameter configurations. The two lower parts present the corresponding shares of the chartists.

The most striking features of these simulations are the following. First, it appears that the exchange rate is very often disconnected from the fundamental exchange rate. This means that the market exchange rate follows movements that are dissociated from the fundamental rate. This is especially obvious in the first simulation run (left panels), where we find that the exchange rate is disconnected from the fundamental most of the time. In the right hand panel there are many periods of disconnection, but these are less frequent. This leads to a second feature of these exchange rate movements. There appear to be two regimes. In one regime the exchange rate follows the fundamental exchange rate quite closely. These "fundamental regimes" alternate with regimes in which the fundamental does not seem to play a role in determining the exchange rate. We will call these "non-fundamental regimes". The nature of the latter can be seen in the lower panels of figure 1. Non-fundamental regimes are characterized by situations in which the chartists' weights are very close to 1. In contrast, fundamental regimes are those during which the chartists weights are below 1 and fluctuating significantly. These two regimes appear to correspond to two types of equilibria. Thus, a fundamental regime seems to occur when the exchange rate stays within the basin of attraction of a fundamental equilib-

---

6 In De Grauwe and Grimaldi(2005) an extensive sensitivity analysis is performed indicating that our results are robust for a wide spectrum of parameter values.
rium. In such a regime the exchange rate movements stay very close to the fundamental exchange rate. Conversely, a non-fundamental regime seems to occur when the exchange rate moves within the basins of attraction around bubble equilibria.

Figure 1: Stochastic Simulations of the Model

We also note from Figure 1 that fundamental and non-fundamental regimes alternate in unpredictable ways. The left hand panels show a simulation during which non-fundamental regimes tend to dominate, while the right hand panels show a simulation during which fundamental regimes are more frequent. The two simulations, however, were run with exactly the same parameters. The only difference is the underlying stochastic of the fundamental exchange rate.

As mentioned earlier the numerical solutions are sensitive to the parameter values chosen. We illustrate this sensitivity by presenting simulations assuming different parameter values. Figure 2 shows the results of stochas-
tic simulations of the model for different values of $\gamma$. It will be remembered that $\gamma$ measures the sensitivity of the switching rule to risk adjusted profits. Thus when $\gamma$ is high agents react strongly to changing profitabilities of the forecasting rules they have been using. Conversely when $\gamma$ is small they do not let their forecasting rules depend much on these relative profitabilities.

![Diagram](image)

Figure 2: Model Sensitivity Analysis

The results shown in figure 2 are quite remarkable. We find that when $\gamma$ is large, the exchange rate tends to deviate strongly from the fundamental value most of the time. Thus, when $\gamma$ is high the exchange rate seems to be attracted most of the time by non-fundamental equilibria. Conversely, when agents are not very sensitive to relative profitabilities (low $\gamma$) the exchange rate follows the fundamental rate closely, suggesting that it is then attracted by the fundamental equilibrium most of the time. This result is
quite surprising. It implies that when agents come closer to being rational, i.e. they always select the most profitable forecasting rule, the exchange rate deviates most strongly from the fundamental. Put differently, when agents are very rational the market exchange rate becomes a poor reflection of the underlying fundamental value.

The existence of two types of equilibria, a fundamental and a non-fundamental one, is shown in figure 3. This shows the result of a deterministic simulation of the model.

Figure 3: Deterministic Simulation of the Model

This is a simulation where the stochastics is eliminated. We then solve the model numerically for different initial conditions (x-axis) and for different values of $\gamma$ (y-axis)$^7$. The vertical axis shows the solution of the exchange rate. This is obtained by simulating the model long enough until

$^7$In De Grauwe and Grimaldi (2005) sensitivity analyses involving other parameters of the model are also performed.
the exchange rate converges to a fixed point equilibrium. Note that we have normalized the fundamental equilibrium to be zero. As a result the vertical axis shows the equilibrium exchange rate as a deviation from the fundamental value. We find that for low values of $\gamma$ the exchange rate converges to zero, i.e. to the fundamental value. When $\gamma$ increases, however, the space of fundamental equilibria shrinks, and the space of non-fundamental equilibria increases. The latter are fixed point equilibria that permanently deviate from the fundamental equilibria. These equilibria are characterised by the fact that the share of the chartists has converged to 1, thereby eliminating the mean reversion dynamics that is exerted by the fundamentalists.

Thus the model shows that non-fundamental equilibria are possible and that the condition for their occurrence is that the chartists dominate the market. The latter is made possible by the fact that a sufficiently large initial disturbance creates a profitable chartist forecasting strategy that becomes self-fulfilling and attracts the other agents in the market. When the model is implemented in a stochastic environment it predicts that there will be frequent switches between fundamental and non-fundamental regimes. In the next sections we test this proposition empirically.

3 Empirical testing

The purpose of our empirical testing strategy is twofold. First, we want to find out whether there is evidence for regime switches. Second we want to explore the nature of these regimes.

In this section we perform some diagnostic tests. These aim at finding out whether there is evidence of non-linearities in the exchange rate data. In the next sections (section 4) we then turn to testing for regime switches.

In order to test for non-linearity in the exchange rate dynamics we proceed as follows. First, we estimate a linear VECM with the maximum likelihood technique. Then, we check the non-linearity of the residuals by employing a battery of standard tests. The sample period, for both the Euro Area and the United States, goes from 1979:1 to 2004:4. The data used in the empirical analysis for the USA are seasonally adjusted quarterly observations and were drawn from DataStream, which, in turn, takes the data from OECD Main Economic Indicator Database. The aggregate variables for the Euro Area, instead, come from the dataset used by Fagan et al. (2001) to construct the Area-Wide Model for the Euro Area. As the last data set ends in 1998:4 we extend the time series by adding the data reported in the ECB Monthly Bulletin. Finally, the pre-EMU exchange rate is approximated by
a synthetic Euro/US dollar rate.

3.1 Linear Vector Error Correction Model

We assume that the equilibrium value of the Euro-dollar exchange rate is determined by a set of economic fundamentals. The study concentrates on three of such fundamentals: the relative GDP, the relative inflation rate and the interest rate differential. In order to characterize the long-run dynamic adjustments, we use the following vector error correction model (VECM):

\[
\Delta x_t = c + \sum_{i=1}^{k-1} \Gamma_i \Delta x_{t-i} + \Pi x_{t-1} + \varepsilon_t
\]  

\[
x_t = [y_t \ \pi_t \ i_t ]'
\]

In the above model, \(y_t\) is the GDP differential, measured as the difference between the EU and USA real GDP; \(\pi_t\) represents the inflation rate differential\(^9\); \(i_t\) is the short term interest rate differential, and \(e_t\) is the euro dollar exchange rate.

The residuals from the cointegrating vector, lagged once, act as the error correction term\(^{10}\). This term captures the disequilibrium adjustment of each variable towards its long-run value. The parameter on the error correction terms in each individual equation indicates the speed of adjustment of this variable back to its long-run value. A significant error correction term implies long-run causality from the explanatory variables to the dependent variables. The matrix \(\Pi\) is usually decomposed as:

\[
\Pi = \alpha \beta'
\]

where \(\alpha\) and \(\beta\) are \(n \times r\) matrices, \(n\) is the number of variables and \(r\) is the number of cointegrating relationships, containing the adjustment coefficient and the cointegrating vector, respectively; \(\Delta\) is the first difference operator.

The system can be written as:

\(^8\)Details on the aggregation methodology for the Pre-EMU exchange rate time series are given in Appendix.

\(^9\)The inflation rate in each country is calculated as the percentage change in the annual CPI inflation rate, i.e. \(100(\log CPI_t - \log CPI_{t-4})\).

\(^{10}\)This means that the deviation of the nominal exchange rate from its fundamental value can be written as follows: \(dev_t = e_t - (y_t + \pi_t + i_t)\).
\[
\begin{bmatrix}
\Delta y_t \\
\Delta \pi_t \\
\Delta i_t \\
\Delta e_t
\end{bmatrix}
= \Gamma (L)
\begin{bmatrix}
\Delta y_{t-1} \\
\Delta \pi_{t-1} \\
\Delta i_{t-1} \\
\Delta e_{t-1}
\end{bmatrix}
+ \begin{bmatrix}
\alpha_{11} \\
\alpha_{21} \\
\alpha_{31} \\
\alpha_{41}
\end{bmatrix}
\begin{bmatrix}
\beta_{11} \\
\beta_{12} \\
\beta_{13} \\
\beta_{14}
\end{bmatrix}
\begin{bmatrix}
y_{t-1} \\
\pi_{t-1} \\
i_{t-1} \\
e_{t-1}
\end{bmatrix}
+ \begin{bmatrix}
u^y_t \\
u^\pi_t \\
u^i_t \\
u^e_t
\end{bmatrix}
\]

(11)

We estimated this model by using the maximum likelihood procedure developed by Johansen (1988, 1991).

The results are reported in table 1. For the inflation rate differential, the interest rate differential and for the exchange rate equations the adjustment coefficients (EC) are significantly different from zero, meaning these variables adjust to restore the long-run equilibrium. By contrast, in the GDP equation the error correction term is not significant. As \(\alpha_{11}\) is not statistically different from zero, the GDP differential is said to be long-run weakly exogenous with respect to the long-run equilibrium.

The absolute value of \(\alpha\) gives information about the number of quarters needed to restore the long-term equilibrium. Specifically, for values of \(\alpha\) close to unity, adjustment is very fast, with the disequilibrium being totally eliminated within one quarter. For \(0 < \alpha < 1\) the dynamic adjustment path will be monotonically convergent.
\[ \Delta y_t \]
\[ \Delta \pi_t \]
\[ \Delta i_t \]
\[ \Delta e_t \]

<table>
<thead>
<tr>
<th></th>
<th>( \Delta y_{t-1} )</th>
<th>( \Delta \pi_{t-1} )</th>
<th>( \Delta i_{t-1} )</th>
<th>( \Delta e_{t-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>-0.091</td>
<td>-0.002</td>
<td>0.153</td>
<td>-0.220</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.09]</td>
<td>[0.10]</td>
<td>[0.48]</td>
</tr>
<tr>
<td><strong>( Ay_t )</strong></td>
<td>0.265</td>
<td>-0.216</td>
<td>0.263</td>
<td>-0.576</td>
</tr>
<tr>
<td></td>
<td>[0.10]</td>
<td>[0.12]</td>
<td>[0.13]</td>
<td>[0.17]</td>
</tr>
<tr>
<td><strong>( Ay_{t-2} )</strong></td>
<td>0.308</td>
<td>0.130</td>
<td>0.391</td>
<td>-0.454</td>
</tr>
<tr>
<td></td>
<td>[0.10]</td>
<td>[0.12]</td>
<td>[0.13]</td>
<td>[0.65]</td>
</tr>
<tr>
<td><strong>( \Delta \pi_{t-1} )</strong></td>
<td>-0.098</td>
<td>-0.176</td>
<td>-0.054</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.09]</td>
<td>[0.10]</td>
<td>[0.09]</td>
</tr>
<tr>
<td><strong>( \Delta \pi_{t-2} )</strong></td>
<td>0.030</td>
<td>-0.380</td>
<td>0.108</td>
<td>1.105</td>
</tr>
<tr>
<td></td>
<td>[0.07]</td>
<td>[0.09]</td>
<td>[0.10]</td>
<td>[0.49]</td>
</tr>
<tr>
<td><strong>( \Delta i_{t-1} )</strong></td>
<td>0.084</td>
<td>0.101</td>
<td>0.007</td>
<td>-0.431</td>
</tr>
<tr>
<td></td>
<td>[0.08]</td>
<td>[0.10]</td>
<td>[0.10]</td>
<td>[0.15]</td>
</tr>
<tr>
<td><strong>( \Delta i_{t-2} )</strong></td>
<td>-0.394</td>
<td>0.067</td>
<td>-0.451</td>
<td>-0.035</td>
</tr>
<tr>
<td></td>
<td>[0.08]</td>
<td>[0.10]</td>
<td>[0.11]</td>
<td>[0.52]</td>
</tr>
<tr>
<td><strong>( \Delta e_{t-1} )</strong></td>
<td>0.000</td>
<td>0.017</td>
<td>0.038</td>
<td>0.322</td>
</tr>
<tr>
<td></td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.10]</td>
</tr>
<tr>
<td><strong>( \Delta e_{t-2} )</strong></td>
<td>0.005</td>
<td>0.039</td>
<td>-0.006</td>
<td>0.081</td>
</tr>
<tr>
<td></td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.02]</td>
<td>[0.11]</td>
</tr>
<tr>
<td><strong>( EC_{t-1} )</strong></td>
<td>-0.001</td>
<td>-0.021</td>
<td>-0.014</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>[0.005]</td>
<td>[0.006]</td>
<td>[0.007]</td>
<td>[0.033]</td>
</tr>
</tbody>
</table>

Table 1: ML estimates of the linear VECM(2)

In our case, the estimated error-correction coefficients in the inflation and interest rate equation, i.e. the speed of adjustment to the long-run equilibrium, are quite low (0.021 and 0.014, respectively). After almost eight years, 50 percent of the disequilibrium gap created by the shock has been closed by the adjustment in inflation rate\(^{11}\).

The interest rate effect on the long term equilibrium is even slower. In fact, it takes more than twelve years for the interest rate to close the 50 percent of the disequilibrium. Only the exchange rate has a short-time effect on the long-term equilibrium. According to our estimates, the exchange rate closes the 50 percent of the gap in almost two years.

The results obtained in the analysis corroborate the so-called exchange rate disconnect puzzle. This puzzle, coined by Obstfeld and Rogoff (2001), states that there is a lack of relationship between exchange rates and macroeconomic fundamentals over short to medium horizons.

\(^{11}\)In order to obtain the number of quarters (\( \tau \)) required to dissipate \( x\% \) of a shock we use the following formula: \( (1 - \alpha)^\tau = (1 - x\%) \), where \( \alpha \) is the absolute value of the estimated speed adjustment parameter.
3.2 Testing for Non-linearity

Next we check for non-linearity of the residuals by using three of the most popular tests. We apply the BDS, the Reset and Tsay test to the residuals of each equation in the VECM system, i.e. the output gap differential, the inflation rate differential, the interest rate differential and the exchange rate. The null hypothesis for these tests is that the residual generating process is linear. Table 2 and table 3 show the results.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$\varepsilon = 0.5\sigma$</th>
<th>$\varepsilon = 1.0\sigma$</th>
<th>$\varepsilon = 1.5\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Asymptotic</td>
<td>Bootstrap</td>
<td>Asymptotic</td>
</tr>
<tr>
<td>GDP Differential</td>
<td>2 6.5E-01  6.6E-01  4.2E-01  3.8E-01  4.8E-01  4.6E-01</td>
<td>3 6.0E-01  6.0E-01  1.9E-01  2.1E-01  1.7E-01  2.0E-01</td>
<td>4 6.0E-02  2.2E-01  2.8E-02  6.2E-02  2.0E-02  4.3E-02</td>
</tr>
<tr>
<td>Inflation Differential</td>
<td>2 4.4E-04  1.6E-02  1.5E-01  1.9E-01  1.8E-02  5.2E-02</td>
<td>3 6.5E-03  6.6E-02  6.1E-02  1.1E-01  2.7E-02  5.8E-02</td>
<td>4 2.4E-05  3.0E-02  1.9E-02  5.2E-02  2.1E-02  5.3E-02</td>
</tr>
<tr>
<td>Interest rate Differential</td>
<td>2 3.7E-08  0.0E+00  8.1E-07  0E+00  2.3E-02  7.0E-02</td>
<td>3 1.0E-15  0.0E+00  1.0E-11  0E+00  9.8E-05  2.8E-03</td>
<td>4 3.0E-30  0.0E+00  9.2E-16  0E+00  3.4E-06  8.0E-04</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>2 3.0E-03  2.9E-03  5.3E-03  6.4E-03  5.9E-03  7.1E-03</td>
<td>3 4.9E-04  1.9E-03  8.7E-03  7.8E-03  1.1E-02  1.1E-02</td>
<td>4 6.0E-04  9.7E-04  2.2E-03  7.1E-03  1.3E-03  1.4E-02</td>
</tr>
</tbody>
</table>

Table 2: BDS Test statistics

The tables report, for each equation from the VECM, the p-values under the null hypothesis that the corresponding residual is a serially i.i.d. process. Table 3 also reports the bootstrapped p-values for the BDS test statistic. All tests reject the null hypothesis of a linear generating mechanism for the residuals of the selected variables. The analysis altogether suggests the presence of non-linearities in the residuals. This evidence corroborates the decision of estimating the model in non-linear form.
### Table 3: Tsay and Reset Test statistics

<table>
<thead>
<tr>
<th></th>
<th>TSAY</th>
<th>RESET</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP Differential</td>
<td>3.0E-02</td>
<td>7.0E-02</td>
</tr>
<tr>
<td>Inflation Differential</td>
<td>5.9E-03</td>
<td>6.9E-03</td>
</tr>
<tr>
<td>Interest rate Differential</td>
<td>4.9E-02</td>
<td>4.6E-02</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>1.9E-02</td>
<td>9.0E-03</td>
</tr>
</tbody>
</table>

Distribution: $F(4, 88)$, $F(2, 92)$

4 Modelling non-linearity: an MS –VECM

We account for non-linearity in the selected variables by estimating a multivariate Markov-switching model. In the MS-VECM framework, the shocks to each variable in the model are allowed to influence the transition probabilities of moving from one phase to another.

The asymmetry of the effects is captured by allowing for state-dependent parameters where the latent state variable follows a Markov-switching process. The idea behind this class of models is that the parameters underlying the data generating process of the observed time series vector $x_t$ depend upon the unobservable regime variable $s_t$, which represents the probability of being in a different state of the world.

This variable $s_t$ is governed by an ergodic Markov chain, which is defined by the following transition probabilities:

$$p_{ij} = \Pr(s_{t+1} = j \mid s_t = i) \quad \hat{P} = \begin{bmatrix} p_{11} & p_{12} & \cdots & p_{1m} \\ p_{21} & p_{22} & \cdots & p_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ p_{m1} & p_{m2} & \cdots & p_{mm} \end{bmatrix}$$

where $p_{ij}$ is the probability that state $i$ is followed by state $j$ and $\hat{P}$ is the correspondent transition matrix. The idea is that the relation between the exchange rate and fundamentals is time-varying but constant conditional on the stochastic and unobservable regime variable.

Within this framework we can address two different questions. The first relates to the extent of currency misalignments. The second concerns the identification of the driving forces that govern the adjustment of the exchange rate and fundamentals toward their long-term equilibrium.
4.1 Analysing Non-linear Exchange rate Dynamics

As in the linear case, we assume that the equilibrium value of the Euro-dollar exchange rate is determined by a set of economic fundamentals, i.e. the relative GDP, the relative inflation rate and the interest rate differential.

Starting from the equilibrium exchange rate retrieved by computing a cointegrating vector we can provide a measure of the possible misalignment by comparing this equilibrium value with the actual exchange rate.

The model we estimate is a Markov-switching-intercept-autoregressive-heteroskedasticity-VECM model (MSIAH(m)-VECM(p)) and takes the following form:

\[
\Delta x_t = c(s_t) + \sum_{i=1}^{k-1} \Gamma_i(s_t) \Delta x_{t-i} + \alpha(s_t) \beta^\prime x_{t-1} + \varepsilon_t
\]

where the residuals are conditionally Gaussian, \(\varepsilon_t | s_t \sim NID(0, \Sigma(s_t))\).

This specification allows for regime shifts in the intercept\(^{12}\), the autoregressive coefficients, the speed of adjustment component in the cointegration matrix and the variance-covariance matrix. In our analysis, the regime-dependent cointegrating vector provides information about the adjustment process through which the long-term relationship between the exchange rate and fundamentals evolves during different periods of time. Table 4 shows the maximum likelihood estimates of the above model.

The LR linearity test significantly rejects the linearity hypothesis even when considering the upper bound suggested by Davies (1987). Moreover, the AIC (12.5 vs. 14.1), and the HQ criterion (14.1 vs. 14.6) support the choice of the non-linear VECM. Table 4 allows us to evaluate the difference in the regime-dependent speed of adjustment parameters.

In the first regime, a shock to the long-run equilibrium is essentially closed by GDP differential and interest rate differential. As in the exchange rate and inflation equations the adjustment coefficient are not significant, only the GDP and the interest rate participate in the adjustment needed to restore the long-run equilibrium. More precisely, 50% of a shock to the long-term equilibrium is corrected by the output differential and by the interest differential.

\(^{12}\)We also estimated the model allowing for a shift in the mean of the variables. The results we obtained from the two specifications are very similar with respect to the regime classification as well as to the parameter values. As we expected, the differences between the two models mainly consist of the different pattern of the dynamic propagation of a permanent shift in regime. More precisely, in the MSIAH model, the expected growth of the variables responds to a transition from one state to another in a smoother way. See Krolzig (1997) on the peculiarity of the two models.
rate differential in almost two years.

Regime 1

<table>
<thead>
<tr>
<th>Const.</th>
<th>( \Delta y_{t-1} )</th>
<th>( \Delta y_{t-2} )</th>
<th>( \Delta \pi_{t-1} )</th>
<th>( \Delta \pi_{t-2} )</th>
<th>( \Delta i_{t-1} )</th>
<th>( \Delta i_{t-2} )</th>
<th>( \Delta e_{t-1} )</th>
<th>( \Delta e_{t-2} )</th>
<th>EC_{t-1}</th>
<th>( \sigma^2(Re _g_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta y_{t} )</td>
<td>-0.31</td>
<td>0.67</td>
<td>0.10</td>
<td>-0.32</td>
<td>0.05</td>
<td>0.10</td>
<td>-0.37</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.08</td>
</tr>
<tr>
<td>( \Delta \pi_{t} )</td>
<td>-0.33</td>
<td>-0.17</td>
<td>0.11</td>
<td>0.95</td>
<td>-0.25</td>
<td>0.05</td>
<td>-0.14</td>
<td>-0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>( \Delta i_{t} )</td>
<td>-0.69</td>
<td>0.09</td>
<td>0.00</td>
<td>0.19</td>
<td>0.16</td>
<td>0.47</td>
<td>0.22</td>
<td>0.01</td>
<td>-0.04</td>
<td>-0.09</td>
</tr>
<tr>
<td>( \Delta e_{t} )</td>
<td>-2.23</td>
<td>-0.32</td>
<td>0.54</td>
<td>1.24</td>
<td>-0.98</td>
<td>1.85</td>
<td>-0.76</td>
<td>0.60</td>
<td>0.12</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Regime 2

<table>
<thead>
<tr>
<th>Const.</th>
<th>( \Delta y_{t-1} )</th>
<th>( \Delta y_{t-2} )</th>
<th>( \Delta \pi_{t-1} )</th>
<th>( \Delta \pi_{t-2} )</th>
<th>( \Delta i_{t-1} )</th>
<th>( \Delta i_{t-2} )</th>
<th>( \Delta e_{t-1} )</th>
<th>( \Delta e_{t-2} )</th>
<th>EC_{t-1}</th>
<th>( \sigma^2(Re _g_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta y_{t} )</td>
<td>-0.40</td>
<td>0.77</td>
<td>-0.23</td>
<td>-0.12</td>
<td>-0.37</td>
<td>0.14</td>
<td>-0.23</td>
<td>-0.05</td>
<td>0.01</td>
<td>-0.03</td>
</tr>
<tr>
<td>( \Delta \pi_{t} )</td>
<td>-0.23</td>
<td>-0.37</td>
<td>0.33</td>
<td>0.61</td>
<td>-0.06</td>
<td>0.06</td>
<td>0.14</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.02</td>
</tr>
<tr>
<td>( \Delta i_{t} )</td>
<td>0.11</td>
<td>-0.05</td>
<td>0.32</td>
<td>-0.90</td>
<td>0.75</td>
<td>0.88</td>
<td>0.24</td>
<td>-0.02</td>
<td>0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td>( \Delta e_{t} )</td>
<td>-0.09</td>
<td>-2.37</td>
<td>0.93</td>
<td>2.75</td>
<td>-4.55</td>
<td>-2.08</td>
<td>0.82</td>
<td>0.75</td>
<td>-0.20</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

Regime 3

<table>
<thead>
<tr>
<th>Const.</th>
<th>( \Delta y_{t-1} )</th>
<th>( \Delta y_{t-2} )</th>
<th>( \Delta \pi_{t-1} )</th>
<th>( \Delta \pi_{t-2} )</th>
<th>( \Delta i_{t-1} )</th>
<th>( \Delta i_{t-2} )</th>
<th>( \Delta e_{t-1} )</th>
<th>( \Delta e_{t-2} )</th>
<th>EC_{t-1}</th>
<th>( \sigma^2(Re _g_3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta y_{t} )</td>
<td>2.13</td>
<td>0.32</td>
<td>-0.01</td>
<td>-0.08</td>
<td>-0.80</td>
<td>-0.25</td>
<td>-0.38</td>
<td>-0.11</td>
<td>0.06</td>
<td>0.02</td>
</tr>
<tr>
<td>( \Delta \pi_{t} )</td>
<td>0.34</td>
<td>-0.13</td>
<td>0.09</td>
<td>0.69</td>
<td>-0.15</td>
<td>0.06</td>
<td>0.24</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.12</td>
</tr>
<tr>
<td>( \Delta i_{t} )</td>
<td>2.62</td>
<td>0.23</td>
<td>0.38</td>
<td>0.08</td>
<td>0.06</td>
<td>-0.35</td>
<td>-0.33</td>
<td>0.02</td>
<td>0.08</td>
<td>-0.07</td>
</tr>
<tr>
<td>( \Delta e_{t} )</td>
<td>0.65</td>
<td>-0.57</td>
<td>1.33</td>
<td>-2.45</td>
<td>1.09</td>
<td>2.08</td>
<td>-1.35</td>
<td>0.75</td>
<td>-0.43</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 4: ML estimates of the MSIAH(3)-VECM(2)

The second regime identifies periods of time where only the exchange rate significantly drive the long-term equilibrium. In fact, although the error correction coefficients are significant in all equations, only the exchange rate
seems to bear the burden of the adjustment, with half-lives of reversion to equilibrium taking place in almost 1 year.

In the third regime, a deviation from the long-run equilibrium is corrected by changes in inflation rate differential and interest rate differential. In the second regime only these two variables act as a driving force for the exchange rate equilibrium. The proportion of the disequilibrium that is corrected by the interest rate and inflation after one year and a half is near to 40% and 60%, respectively. This means that the estimated speed of adjustment for this regime is higher than that estimated by using the linear model.

Within this framework, the exchange rate is driven by fundamentals also in the short and medium term. As a consequence, the disconnect puzzle does not emerge as strongly. The evidence of episodic instability involving different sets of macroeconomic fundamentals during different time periods may explain why empirical studies have found so frequently a disconnection between macroeconomic fundamentals and the exchange rate.

Tables 5 and 6 describe the properties of the estimated regimes and the matrix of transition probability, respectively.

<table>
<thead>
<tr>
<th>Regime</th>
<th>N. Obs</th>
<th>Prob.</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime 1</td>
<td>35.1</td>
<td>0.40</td>
<td>10.79</td>
</tr>
<tr>
<td>Regime 2</td>
<td>51.9</td>
<td>0.48</td>
<td>8.7</td>
</tr>
<tr>
<td>Regime 3</td>
<td>14.0</td>
<td>0.12</td>
<td>6.57</td>
</tr>
</tbody>
</table>

Table 5: Regime Properties

<table>
<thead>
<tr>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime 1</td>
<td>0.85</td>
<td>0.00</td>
</tr>
<tr>
<td>Regime 2</td>
<td>0.05</td>
<td>0.90</td>
</tr>
<tr>
<td>Regime 3</td>
<td>0.10</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 6: Matrix of Transition Probabilities

The regimes are estimated to be quite persistent. The expected duration of regimes 1 and 3 is 6.61 quarters and 4.84 quarters, respectively. Regime 2 is expected to last for 10.16 quarters. The main characteristics of the regimes are calculated from the estimated transition probabilities. The expected duration of an appreciation, for example, can be derived as follows:

\[ \sum_{z=1}^{\infty} z p_{11}^{-1} (1 - p_{11}) = (1 - p_{11})^{-1}. \]
estimated regimes are summarized in Figure 4 and Table 7. In figure 4 the periods where output and interest rate drive the long-term equilibrium (Regime 3) coincide with the periods where there has been an appreciation of the exchange rate. On the contrary, when inflation and interest rate largely influence the long-term equilibrium (Regime 1) the exchange rate depreciates. Finally, the second half of the 1980s, the early 90s, and the years 1997-2002 are associated with the increasing importance of exchange rate in determining the long-run equilibrium.

The evidence suggests that during euro-depreciation episode (e.g. early 1980s and early 1990s), the emphasis is on differences in the rates of inflation between countries and the interest rate differentials that might have caused them. On the contrary, during euro-appreciation episodes (e.g. 85-86, 93-95, 02-04), inflation rates came down and converged across countries but exchange rate movements remained large. This lead to more emphasis being placed on GDP differential and factors that affect the real economy. Finally, when exchange rate is close to its fundamental value (e.g. 99-01), non-monetary factors largely affect exchange rates. During these periods exchange rate movements do not depend on economic fundamentals but instead on self-fulfilling beliefs and expectations.

These results can be explained in the context of our theoretical model. When the exchange rate is close to the fundamental, the fundamentalists forecast little change in the exchange rate. As a result, the forecasts are dominated by chartists. Thus, movements of the exchange rate close to the fundamentals appear to be disconnected from the fundamental. In contrast, when the exchange rate is far from the fundamental, the attractive forces of the fundamental increase.

<table>
<thead>
<tr>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997:1 - 2002:1 [0.9353]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Regime Classification
5 Out-of-sample Forecasting Properties

In the previous section, we argued that even if the relationship between the exchange rate and its fundamentals is found to be time-varying, it is possible to identify periods of time where the relationship becomes stable. An interesting question is then whether it is possible to improve the out-of-sample forecasting performance by using models that incorporate nonlinear mean reversion. In order to do it, we perform a standard forecast estimation and evaluation strategy. In particular, we first estimate a set of competing
models over some periods and construct out-of-sample forecasts. Then we compare these forecasts with the actual exchange rate outcome.

The aim of this section is to test whether large deviation from fundamentals creates a tendency for exchange rate predictability to emerge. To this end, we examine evidence on how the ability of alternative models to forecast the exchange rate might change over time.

The empirical analysis is based on three alternative models which we, now, describe in detail. The first one (RW) consists of a driftless random walk model. As stressed above, the random walk remains a useful benchmark against which exchange rate models are judged. The model is as follows:

\[ e_t = e_{t-1} + \varepsilon_t \]  

(13)

The second one is the four variable vector error correction model (VECM) described in equation [8]. The last one consists of a markov switching VECM (MS-VECM).

Once each different type of model has been estimated, the question arises as to how their performance might best be compared. There are a number of different ways in which the forecast accuracy of competing models can be assessed. In this paper we use out-of-sample prediction errors and consider two statistical measures – forecast encompassing tests and directional accuracy tests.

5.1 Forecasting Procedure

The three models explained above are estimated on a sub-sample of the historical data. Then the out-of-sample forecast of the competing models for alternative periods are evaluated. The forecast accuracy is measured by computing rolling forecasts. The estimation period goes from 1978:1 to 1989:4, while the forecast period goes from 1990:1 to 2004:4. This means that the first sequence of 1 to 4-quarter ahead forecast is generated starting from 1990:1. Then, the starting date of the forecast period is rolled forward one period, and another sequence of forecasts is generated. This loop is repeated until we have 60×1-quarter forecasts, down to 57×4-quarter forecasts.

Figure 5 and 6 characterize four periods of the Euro-dollar history. The four periods are 1992:1 to 1994:4, 1996:1 to 1998:4, 1998:1 to 2000:4 and 2001:4 to 2004:4. Each period is analysed in terms of the ability of the linear VECM; the MSVECM and the RW to forecast the actual exchange rate. For each period the figures show the 1- and 4-quarter ahead forecasts (the first and second column, respectively).
Figure 5 and figure 6 provide a graphical summary of the performances of the three models described above over particular time periods in forecasting the Euro-Dollar exchange rate. Visual inspection seems to suggest that MS-VECM does not consistently outperform, in terms of forecast errors, the linear VECM and the RW. In fact, the evidence emerging from figure 5 and 6 does not provided a consistent and unambiguous picture concerning the
forecast ability of the selected models. The forecast ability of alternative models seems to vary across the sub-sample. The evidence emerging from these figures corroborates the hypothesis of having more than one states operating during the sample period.

However, in order to assess the performance of the alternative models we have to analyse the forecast accuracy through a set of statistical measure.

Figure 6: Out-of-sample Point Forecasts: MSVECM vs. naïve Random Walk
5.2 Assessing Forecast Accuracy

We first use standard quantitative procedures involving the forecast errors. Precisely, the forecast error can be defined as: 

\[ e_{t+k} = x_{t+k} - \hat{x}_{t+k}, \text{ where } k \geq 1 \text{ and } \hat{x}_{t+k} \text{ represents the k-step ahead forecast.} \]

Three widely used measures of forecast accuracy are the Mean Error (ME), the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) of a model. We can calculate them as follows:

\[
ME = \frac{1}{n} \sum_{i=1}^{n} e_{t+k+i}, \quad MAE = \frac{1}{n} \sum_{i=1}^{n} |e_{t+k+i}|, \quad RMSE = \left( \frac{1}{n} \sum_{i=1}^{n} e_{t+k+i}^2 \right)^{1/2}
\]

The comparison of forecasting performance based on these measures is summarized in Table 8.

<table>
<thead>
<tr>
<th></th>
<th>1991(1) to 1994(4)</th>
<th>1996(1) to 1998(4)</th>
<th>1998(1) to 2000(4)</th>
<th>2001(1) to 2004(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>Rank</td>
</tr>
<tr>
<td>RW</td>
<td>0.86</td>
<td>1.06</td>
<td>5.08</td>
<td>10.40</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>-0.85</td>
<td>-1.32</td>
<td>4.71</td>
<td>7.84</td>
</tr>
<tr>
<td>MS(3)-VECM(2)</td>
<td>0.61</td>
<td>1.69</td>
<td>4.04</td>
<td>7.92</td>
</tr>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>Rank</td>
</tr>
<tr>
<td>RW</td>
<td>0.94</td>
<td>5.18</td>
<td>2.98</td>
<td>6.51</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>-0.59</td>
<td>-0.57</td>
<td>2.56</td>
<td>4.46</td>
</tr>
<tr>
<td>MS(3)-VECM(2)</td>
<td>-3.34</td>
<td>1.89</td>
<td>5.20</td>
<td>5.84</td>
</tr>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>Rank</td>
</tr>
<tr>
<td>RW</td>
<td>2.15</td>
<td>6.90</td>
<td>3.48</td>
<td>8.57</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>2.66</td>
<td>5.72</td>
<td>4.02</td>
<td>8.55</td>
</tr>
<tr>
<td>MS(3)-VECM(2)</td>
<td>-3.16</td>
<td>0.12</td>
<td>5.13</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>ME</td>
<td>MAE</td>
<td>RMSE</td>
<td>Rank</td>
</tr>
<tr>
<td>RW</td>
<td>-2.70</td>
<td>-7.46</td>
<td>4.79</td>
<td>9.98</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>-0.88</td>
<td>-1.86</td>
<td>4.23</td>
<td>8.72</td>
</tr>
<tr>
<td>MS(3)-VECM(2)</td>
<td>-2.50</td>
<td>-3.96</td>
<td>4.09</td>
<td>6.07</td>
</tr>
</tbody>
</table>

Table 8: Comparing Forecast Accuracy
The Table contains the ME, the MAE and the RMSE from five estimated models, covering two forecasting horizons: 1- and 4-step-ahead forecast (where $k = 1, 4$ denotes the forecast step). This table also reports the relative ranking in terms of forecast error.

The first period, occurring in the early 1990s, embraces the European monetary system crises. During these years, the actual exchange rate appears to be better approximated by the nonlinear VECM. The second period covers the mid-1990s, while the third period, ranging from the late 1990s to the early 2000s, embraces the launch of the Euro. In these years the RW forecasts appears to be much closer to the actual exchange rate. Finally, the fourth period goes from the early 2000s to the end of the sample. Contrary to the results of previous time periods, the forecast ability of the MSVECM seems to be higher than the one of the random walk.

Overall, non-linear mean-reversion models outperform random walk models when the deviation from long-term equilibrium is large.

The above measures provide a quantitative estimate of the forecasting ability of a specified model, allowing different models to be ranked, but does not provide a formal statistical indication of whether one model is significantly better than another. We also explicitly test the null hypothesis of no difference in the accuracy of the two competing forecasts by using forecast encompassing tests. In particular, we use the Diebold-Mariano (1995) forecast comparison tests.

More precisely, the accuracy of the alternative forecasts can be judged according to some specified loss function, $g(.)$. In analysing formal tests of the null hypothesis of equal forecast accuracy, we follow Diebold and Mariano (1995) and define the loss function as a function of the forecast errors. The loss differential is then denoted as $d_t = g(e_{1t}) - g(e_{2t})$, where $e_{1t}$ and $e_{2t}$ are the forecast errors at time $t$ of the model 1 and 2. The null hypothesis of unconditional equal forecast accuracy in this context is that the loss differential has mean 0:

$$H_0 : E[d_t] = 0$$

According to the null hypothesis the errors associated with the two forecasts are equally costly, on average. If the null is rejected, the forecasting method that yields the smallest loss is preferred. Given a series, $\{d_t\}_{t=1}^T$, of loss differentials, the test of forecast accuracy is based on:
\[
\overline{d} = \frac{1}{T} \sum_{t=1}^{T} d_t 
\]  

(15)

The Diebold and Mariano (1995) (DM) parametric test is a well-known procedure for testing the null hypothesis of no difference in the accuracy of two competing forecasts. It is given by:

\[
DM = \frac{d_t}{\sqrt{\hat{s}(d)}} 
\]  

(16)

where \(\hat{s}\) is an estimate of the asymptotic variance of \(d\).

Table 9 reports the results of the DM test over different sub-sample for the 1- and 4-quarter ahead forecasts. The numbers in square brackets are p-values for MS(3)-VECM(4) equal to competing model versus the MS(3)-VECM(4) better than the alternative.

<table>
<thead>
<tr>
<th></th>
<th>(k=1)</th>
<th>(k=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991(1) to 1994(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RW</td>
<td>-2.24</td>
<td>-2.48</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>-2.11</td>
<td>-2.47</td>
</tr>
<tr>
<td>1996(1) to 1998(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RW</td>
<td>2.22</td>
<td>-1.84</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>2.10</td>
<td>-1.87</td>
</tr>
<tr>
<td>1998(1) to 2000(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RW</td>
<td>0.24</td>
<td>-2.10</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>0.73</td>
<td>-1.49</td>
</tr>
<tr>
<td>2001(1) to 2004(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RW</td>
<td>-2.33</td>
<td>-2.48</td>
</tr>
<tr>
<td>VECM(2)</td>
<td>-1.59</td>
<td>-1.92</td>
</tr>
</tbody>
</table>

Table 9: DM Forecast Comparison Tests: MSVECM vs. Competing Models

Over our forecasting sample, we find that nonlinear VECM do not consistently out-performs competing linear models. More precisely, the nonlinear specification significantly improves forecast accuracy during periods when the deviation between exchange rate and fundamentals is large (1991:1-1994:4 and 2001:1-2004:4). On the contrary, when the exchange rate is
close to its equilibrium value it tends to be better approximated by a naïve random walk.

6 Conclusions

In this paper we investigated whether the dynamic interaction between the exchange rate and its fundamentals is time-varying. We first developed a simple theoretical model of the exchange rate in which chartists and fundamentalists interact. This model predicts that exchange rate movements will be characterized by different regimes, which we called fundamental and non-fundamental regimes. When in a fundamental regime the exchange rate stays close to the fundamental. There are also non-fundamental regimes in which the exchange rate is disconnected from the fundamentals. The existence of different regimes creates a non-linearity in the link between the exchange rate and its fundamentals.

In the empirical part of the paper we analysed the nature of these non-linearities by specifying and estimating a Markov switching model. This model aims at identifying the driving forces that govern the adjustment of the exchange rate and fundamentals toward their long-term equilibrium. We found that the relationship between the exchange rate and its fundamentals is episodically unstable. This implies that the switching nature of the exchange rate process is inconsistent with a linear representation of the relation between the exchange rate and its fundamentals. The evidence of episodic instability involving different sets of macroeconomic fundamentals during different time periods may explain why empirical studies have found so frequently a disconnection between macroeconomic fundamentals and the exchange rate.

Finally, we examine the predictive power of various models. In out-of-sample forecasting tests, mean-reversion models (both linear and non-linear) are compared to random walks. A naïve constant change forecast remains a benchmark against which exchange rate models are judged. A set of forecast evaluation techniques were employed to judge the relative performance of three competing models of the exchange rate determination. We find that the nonlinear specification significantly improves forecast accuracy during periods when the deviation between exchange rate and fundamentals is large. Conversely, when the exchange rate is close to its equilibrium value it tends to be better approximated by a naïve random walk.
APPENDIX: A Synthetic Euro-Dollar Exchange Rate

In the empirical analysis we investigate the relationship between the euro-dollar exchange rate and its fundamentals for the period 1979:1 - 2004:4. The length of the sample period raises the question of what variable should be used to proxy the euro exchange rate during the pre-EMU period. Some studies, like la Cour and MacDonald (2000), consider the European Currency Unit (ECU). However, the use of the ECU is not completely appropriate.

In fact, on the one hand the ECU currency basket includes countries, like Denmark and the United Kingdom, which have not introduced the new currency in 1999; on the other hand, it does not take into account countries, like Austria and Finland, which joined the EMU since 1999.

For these reasons we construct a synthetic euro-dollar exchange rate for the pre-EMU era. The value of the Euro is derived from a weighted average of the exchange rates of the EMU member countries. As Greece joined the Eurozone on 01 January 2001, the drachma is not considered in the aggregation. The weights used in the aggregation are the GDP weights (1995) at PPP exchange rates proposed by Fagan et al. (2001). The exchange rate series of the individual economies, defined as national currency per US Dollar, are taken from the International Financial Statistics (IFS) of IMF.

Figure 1A depicts the ECU/Dollar and the synthetic-Euro/Dollar. All variables are shown in levels as well as in first differences. The figure suggests that the two measures of the pre-EMU euro exchange rate do not show large discrepancies. In fact, the external value of the Euro (according to both definitions) depreciates against the US dollar during the periods 1980:3-1985:1, 1992:3-1994:1 and 1998:4-2001:3 (the vertical gridlines in the upper panel of figure 1A highlight these periods). On the contrary, during the second half of the eighties, the mid-nineties and the period 2001:4-2004:3 the euro appreciates against the dollar.

However, some differences might be noted concerning the time path of the two series during the ERM crises. During the early-nineties, the level of the synthetic-aggregate euro was somewhat below that of the ECU. This evidence mostly reflects the greater stability of the national exchange rates comprised in the ECU with respect to the currencies of the EMU participating economies.
Figure 1A: The Euro/Dollar Exchange Rate
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