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Abstract
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1. Introduction

The topic of the efficiency of universities is increasingly being discussed in the public debate. By now, policy makers frequently rely on efficiency comparisons to monitor and evaluate higher education [HE] institutions, often to subsequently decide on the allocation of funding. Responding to this demand, the literature concerning efficiency evaluations has evolved exponentially during the last decades. However, as varying approaches to measure efficiency have been explored, slowly but surely, it has become difficult to see the wood for the trees. By taking a step back and summarizing where we stand and what we know, this study aims to provide the reader with a structured overview and highlight methodical and practical steps forward. To this end, the present paper reviews empirical studies using stochastic frontier analysis [SFA] to evaluate the HE sector at the institutional level. Starting with the first study published in 1998, we examine all explorations that are published in peer-reviewed journals during the past three decades until and inclusive of 2017. The 63 studies reviewed include 208 different estimations, which vary in the employed underlying sample, the estimation specifications and the factors considered. Based on the systematic review we will answer the following questions: (1) In general, how has the literature on SFA in the HE sector developed over the last three decades? (2) Which SFA specifications were employed to measure the efficiency of academic institutions and what are their advantages? (3) What are the factors, including the inputs and outputs as well as the determinants of efficiency that are used in the frontier literature? In doing so, our research seeks to complement existing reviews on efficiency, such as the survey by De Witte and López-Torres (2017) on the education sector and by Rhaiem (2017) on the HE sector. The deliberate focus of the present study on SFA applications only, allows us to compare the studies in more depth than before, focusing in particular on the substantial methodical development. Aiming to provide a compact overview, we refrain from explaining the reasoning of each author behind each choice. Instead, we emphasize the general advantages of each specification or factor. To our knowledge, the present study provides the first systematic review on the usage of SFA to measure efficiency in the HE sector. By showing what has been done, where to look and what is still to do, the study provides researchers with a profound guide for future work.

We show that there seems to be a core model for the evaluation of efficiency. Most authors use panel data to assess the public universities of their respective countries. The researchers thereby choose to estimate time-variant efficiency with an emphasis on the determinants of efficiency or they aim to take the heterogeneity of institutions into account. While the input of institutions is most commonly represented by the expenditures of universities, teaching is represented by students or graduates and research by the amount of research grants. Nevertheless, there seems to be a lack of consensus in particular regarding the employed determinants of efficiency and the presentation
of the results. Rewarding future extensions of the efficiency analysis of HE institution will include cross-country evaluations, the distinction between short- and long-term efficiency, the inclusion of third-mission activities and the evaluation of the dynamics of efficiency.

In the next section, a general introduction is given, including a definition of the term efficiency, a look at its role in the evaluation of HE institutions and a glance at the estimation method. In the following section, the sample selection and coding procedure are discussed, and then the results of the review are given in section four. The review thereby opens with a look at the descriptive statistics, answering question (1). Emphasis is then laid on the methodical approaches that have been used, answering question (2). Afterwards, the main input and output variables specified in the literature are discussed, followed by the portrayal of the determinants of efficiency, answering question (3). Complementing the review, section five discusses some shortcomings of the existing literature and the present paper. Finally, section six presents our conclusions and offers some suggestions for future research.

2. Framework

Within the economic literature, efficiency commonly refers to the evaluation of the used input relative to the obtained output of an institution. An organization is classified as efficient if it produces the largest possible output from a given set of inputs (output-oriented measure) or if it uses the least possible input for a given output (input-oriented measure). To evaluate what the largest possible output (or lowest input) is, a benchmark is needed. One, therefore, assesses a group of firms and classifies the most productive units of the sample as efficient. Hence, the resulting individual efficiency values are always relative measures. Two standard approaches to estimate efficiency exist, namely, Data Envelopment Analysis [DEA], which is a non-parametric method, and the SFA.\(^1\) The latter method, which originated from the study of Aigner, Lovell, and Schmidt (1977), assumes that an underlying mathematical function (commonly a production or cost function) represents the benchmark, the so-called frontier. Institutions that are close to the frontier possess the “best” input to output ratio and are therefore called efficient. Depending on the proximity of the unit to the frontier, each organization obtains a value between zero and one, with a higher value indicating a higher efficiency. The SFA as a parametric method is based on an estimation, which allows the consideration of random errors (noise). The resulting regression table permits an additional check of the quality of the estimation and allows to compare different specifications. However, the necessity of an underlying function for the estimation also restricts

---

\(^1\) Since the DEA is not the focus of the present study, it is not discussed further. For a comprehensive overview, see Coelli et al. (2005).
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the quantity of considered factors. It is possible to either look at one output to multiple inputs or vice versa.

Being one of the most prominent methods to estimate efficiency, the SFA is applied in a variety of research areas, with agriculture and banking being the most prominent (Fried, Lovell and Schmidt, 2008). From those fields, the method also found its way into the evaluation of the HE sector and, given the growing number of publications, surveys on the topic emerged. To our knowledge, Worthington (2001) was the first to review papers that measure the efficiency of educational institutions, which were up to this point mainly DEA studies. Subsequently, with a chosen focus on the DEA method only, Johnes (2006) as well as Emrouznejad, Parker and Tavares (2008) describe recent advancements that have been used for measuring efficiency in education, emphasizing their advantages and drawbacks. A related, but more general discussion on how operational research has been applied to education can be found in Johnes (2015). The two most recent surveys on efficiency evaluations are provided by De Witte and López-Torres (2017), looking at the whole education sector, and Rhaiem (2017), focusing on the HE sector only. Both studies include DEA as well as SFA evaluations in their reviews but, given the higher percentage of studies using the DEA method (77% and 83%), they focus their discussion on it. We, therefore, argue that the present study fills a void in the literature, by focusing on studies using SFA to estimate efficiency in education. This allows the reviewed studies to be compared in more depth than before, looking especially at the substantial methodical development. Moreover, given their different methodical restrictions, the compositions of the chosen input and output factors differ greatly between the two methods. The combined evaluation of DEA and SFA studies can therefore even be viewed as critical to some extent.

3. Scope of Review and Dataset

Our data compilation followed established methods for a systematic review and was conducted in four steps, following Booth, Sutton and Papaioannou (2016). Based on the research question, we established the criteria of inclusion and exclusion (step 1), identified relevant studies (step 2), coded (step 3) and then evaluated them (step 4).

3.1 Criteria of inclusion and exclusion

Five criteria of inclusion were used to select potential studies. To be included in our systematic review, a study had to deal with efficiency in the HE sector, use an SFA for the measurement, be an empirical study (theoretical and conceptual studies were not included) and, due to pragmatic
reasons, be written in English and published before or in the year 2017.² In addition, we had to impose three criteria for exclusion after assembling the data. First, we have chosen to consider only peer-reviewed journal articles. Consequently, other publication forms, such as books, conference proceedings, newspaper articles, unpublished works, etc., were not considered. While this enables us to ensure the quality of the reviewed studies (to some extent), we realize that it could lead to a slightly biased sample as well as an oversight of recent developments, which are not yet published in journals. We, therefore, included footnotes at the appropriate sections which refer to excluded, but relevant, studies and current developments. The second restriction concerns the aim of the evaluated studies. While SFA is primarily used to measure efficiency, an adjacent literature stream employs the method to look at economies of scale and scope of HE institutions. Since those studies are not necessarily aiming for an accurate measurement of the efficiency term, which is the main methodical development of the SFA in recent years (discussed in section 4.2), we only include studies which explicitly measure efficiency. Studies that measure solely economies of scale and scope are excluded. Finally, we limited our sample to studies examining the efficiency of institutions (universities, faculties, departments, etc.), to obtain a homogenous sample and to be able to compare the utilized factors. Contrary to other surveys, we are not excluding studies based on the ranking of the journals or on the considered country.

3.2 Identification of relevant studies

Our search strategy involved four separate search activities, namely, (1) the search for the most relevant keywords (“efficiency”, “frontier”, “higher education”, “SFA”, etc.), (2) back-referencing (reviewing the references of the included studies), (3) citation tracking (reviewing the references in which the included study has been cited) as well as (4) screening and hand-searching in selected electronic journals. The studies were then evaluated according to the above listed criteria in a double-blind review of studies based on careful reading of the titles, keywords and abstracts.

3.3 Coding of selected studies

Following the selection, the sample was coded following a precise coding procedure. For this purpose, a codebook has been developed that specifies the characteristics of the study itself, the employed data, the factors used, the statistical techniques and the study results. Coding decisions were recorded for each study in separate files. Finally, all final coding was double-checked. Since some studies include more than one estimation, if, for example, efficiency is assessed using varying specifications within a given article, we distinguish between studies and estimations in the following evaluation. While the examination of studies provides a general overview, the

² Two studies were accepted and made available online by the respective journals in 2017 but were assigned an issue only in 2018. Therefore, the studies by Barra, Lagravinese and Zotti (2018) and Gralka (2018) are evaluated as if they were published 2017 but are referred to as published in 2018.
consideration of estimations allows a more detailed analysis. Nevertheless, the review of the latter can lead to a biased impression when the distribution of estimations over studies is highly skewed.

3.4 Evaluation

Based on the above noted criteria for inclusion, the identification of studies resulted in a total of 129 publications using SFA for the evaluation of HE institutions. Of those studies, 5 are parts of books and 28 are other publication forms, primarily working papers and dissertations. From the remaining 96 journal publications, 52 studies evaluate efficiency, 26 evaluate economies of scale and scope and 18 examine both, resulting in a sample of 70 studies. A further six studies had to be excluded due to the level of observation, and one study was excluded due to missing information.³ The working sample therefore comprises 63 studies with 208 estimations. Accordingly, a study includes three estimations on average. The outliers worth mentioning are the analysis by Zhang, Bao and Sun (2016), who conduct 11, and Laureti, Secondi and Biggeri (2014), who compare 16 estimations. An overview of the considered studies can be found in Table A1. Each section concludes with a short summary.

4. Review

The following survey starts with a look at the general characteristics of the study (4.1), answering the first research question. Afterwards, the underlying methodical assumptions and the applied SFA specifications are discussed in detail (4.2 and 4.3), responding to the second research question. The third research question is then answered by examining the input and output factors used (4.4) as well as the determinants of efficiency (4.5). We deliberately refrain from reporting efficiency levels from the reviewed studies and avoid statements such as “results in high [or low] efficiency values”. A comparison of efficiency values among studies is not meaningful, due to the relative nature of the values. We recommend the books by Kumbhakar and Lovell (2003) and Coelli et al. (2005) for further reading on the methodical details.

4.1. General Characteristics

With an average of 8743 words on 17 pages, the studies on the topic of HE efficiency blend into the general format of economic studies. Suitably, the majority of investigations are published in economic journals. The outlets that focus on the education sector, such as “Studies in Higher Education”, “Research in Higher Education” and “Economics of Education Review”, each having

³ As stated in the section regarding the criteria for exclusion, we only take into account studies which assess efficiency at the institutional level. The studies by Laureti (2008) evaluating students, by Mutz, Bornmann and Daniel (2017) evaluating projects, by Cardoso and Ravishankar (2015) evaluating regions, by Titus (2009) and Titus and Pusser (2011) evaluating states, and by Hu, Yang, and Chen (2014) evaluating countries were excluded. The study of Bayraktar, Tatoglu and Zaim (2013) had to be omitted due to missing information regarding the evaluated timeframe.
published at least three studies, are most common. Nevertheless, journals which focus on empirical applications, such as “Applied Economics”, or productivity, such as the “Journal of Productivity Analysis”, are also likely to publish evaluations of efficiency of the HE sector. Examining the respective metrics of the journals, the study by Chapple et al. (2005) published in “Research Policy”, possesses the highest Impact Factor (published by Clarivate Analytics) and SCImago Journal Rank. Along with the impact of the journal, the accessibility plays an important role in the assessment of papers. To facilitate the access, the majority of studies (86%) provide keywords depicting the content. While the most frequently given attributes (“stochastic”, “efficiency” and “education”) are not surprising, the sheer number of different terms (138 attributes) is unexpected. This high value is an indication that the studies strongly differ in their aims and scenarios. Examining the publication date next, one can observe a slight increase in the number of publications over time, as illustrated in Figure 1, with the first study being published in 1998. A noticeable outlier is the year 2012, with 14 issued studies. Thereof, 12 are published by Thomas Sav, who evaluated varying characteristics of American universities relying on a detailed dataset. Accordingly, with 15 publications overall, he is the most productive author in the sample, followed by Geraint Johnes with 10, Tommaso Agasisti with six and Jill Johnes with four publications (see Table A1). Given that only two studies are published by non-natives\(^4\), the evaluated countries are usually connected to an author of the same country. Following the argumentation of Rusnák,

\(^4\) A study is classified as written by a native if the stated job position of at least one author of the publication is located in the evaluated country.
Havranek and Horváth (2013), this contributes positively to the quality of the analysis, since authors are more familiar with the data at hand and are more interested in the results. Looking more closely at the exploited data of the studies, one can observe that most studies use a panel dataset (83%, instead of a cross-section) with annual observations. The data is usually provided by the statistical office of the respective country (87%, instead of survey data or other data sources). While an average study evaluates efficiency over a five-year period, the utilized timeframes vary greatly between studies, ranging from one to 13 years. Three authors in the set additionally use partial samples to test the robustness of their results for different timeframes (Abbott and Doucouliagos, 2009; Johnes, 2014; Gralka, 2018). Figure 2 shows that one can see a slight increase in the utilized timeframe in recent years, with the cross-section remaining popular over time. Most studies choose to evaluate only public institutions (75%, instead of or in addition to private ones) and look foremost at universities (68%, instead of or in addition to colleges). This choice leads to an average evaluation of 160 institutions. The relatively high number is thereby, in particular, driven by studies on American universities and by two studies evaluating faculties (Miranda, Gramani and Andrade, 2012; Laureti, Secondi and Biggeri, 2014) instead of universities. A strong variation between studies is observable, with a minimum of six and a maximum of 954 institutions. Part of this variation is inevitably driven by the size of the HE sector of the respective countries, with 23 different nations being evaluated. While some countries, such as the United States [US], the United Kingdom [UK], Italy, Germany, Australia and Taiwan, are evaluated at least three times, the sample consists of five countries that are evaluated twice and twelve that are only considered once (see Table A1). Surprisingly, only two studies of the sample evaluate
efficiency across countries (Agasisti and Haelermans, 2016; Bolli et al., 2016). Even though two further studies evaluate the efficiency of more than one country, they do so in separate estimations. The respective efficiency values in the studies by Lenton (2008) for institutions in the UK and the US and by Abbott and Doucouliagos (2009) for Australia and New Zealand are, therefore, not suited for comparison. In light of emerging comparable national datasets, e.g., the EUMIDA (2009) Dataset, and an increasing number of studies looking at cross-country efficiency using DEA (Rhaiem, 2017), this is unexpected. Hence, one would anticipate evaluating efficiency differences across countries, keeping in mind their individual educational systems, to be a path for future research. Interestingly, 13 studies perform an additional DEA, often to verify the resulting efficiency values.

The review of the general characteristics shows that most of the analyses blend into the format of economic studies and are published by journals focusing on the education sector. They are mostly written by natives, using panel data provided by the respective statistical office to evaluate public universities. The utilized timeframe, as well as the number of evaluated institutions, varies strongly between studies. Surprisingly the number of studies that compare efficiency across countries is low.

### 4.2 Underlying Assumptions

Before a specification of the SFA is chosen, assumptions concerning the type and form of the underlying function and the distribution of the efficiency term have to be made. In the upcoming section, we focus on these choices and show that there seems to be a standard in the literature.

#### Type of Function

In general, an SFA can be based on either a production, cost, profit or distance function. The first function, i.e., the mathematical representation of the technology that transforms inputs into outputs, is thereby the most frequently used approach in most research fields. Using this type of function, researchers are able to compare one output to multiple inputs. With merely a third of all publications in our sample (32%) employing a production function, the literature on the HE sector visibly differs from other classically evaluated sectors, such as agriculture and banking. Additionally, the production function was introduced to the HE sector relatively late, with the first study using it published in 2005 (Chapple et al., 2005), the second in 2007 (Castano and Cabanda, 2007).

---

5 The studies by Agasisti and Gralka (2017) and Canton, Thum-Thysen and Voigt (2018) also evaluate the efficiency across countries, using a SFA. However, both are published as working papers and are, therefore, not part of the present sample.

6 The EUMIDA Dataset was used in a cross-country efficiency evaluation using SFA by Daghbashyan, Deiaco and McKelvey (2014). Since it is published as a chapter of a book, it is not taken into account in the above survey.

7 It is generally assumed that the quality of all outputs and inputs are similar, universities use the same technology and there is linear homogeneity with respect to input factor prices.
2007) and its more repeated use only starting in 2012. While the production function allows to assess efficiency in a technical sense, evaluating whether the inputs are fully utilized given the technology, it does not permit assessing whether the observed combination of inputs is the best. Assuming that a unit can produce the same level of output using different input combinations, a criterion is needed to judge which combination is most advisable. Therefore, technical efficiency can be complemented by allocative efficiency, which represents the appropriate ratios of inputs. The extension is possible when a cost function is used as the underlying function. The cost function can be seen as a boundary describing the lowest cost at which an institution can produce a set of outputs. It entails the comparison of expenditures to outputs and input prices. Following most authors, among them Eagan and Titus (2016), our survey shows that a cost function is customarily used to estimate efficiency in the HE sector. This makes sense, because universities are multi-output institutions, typically engaging in teaching and research. Hence, a production function that examines only one aspect of university production can be problematic. Interestingly, the cost function is not only the most frequently used function (41%) but also the one which was used almost solely in earlier publications. Apart from the production and cost function, distance functions have gained popularity in the last years. This development is driven by the advantage that multiple inputs and outputs can be included. In the publication timespan from 2014 to 2017, ten studies (27% of the sample) were published using these types of functions for the HE sector (Abbott and Doucouliagos, 2009; Johnes, 2014; Nemoto and Furumatsu, 2014; Olivares and Wetzel, 2014; Erkoc, 2015; Kulshreshtha and Nayak, 2015; Agasisti, Barra and Zotti, 2016; Bolli et al., 2016; Titus, Vamosiu and McClure, 2016; Barra, Lagravinese and Zotti, 2018). Most likely, due to the unavoidable mismatch concerning the number of input and output variables, there is no study evaluating the effects of different types of functions on the resulting efficiency values for the HE Sector.

---

8 Alternatively, allocative efficiency can be introduced through a profit function, assuming profit maximization as the underlying behavioral criteria. Since the form is not applied in an evaluation of the HE sector, we refrain from discussing it further.

9 Notably, there are cases where either input prices do not vary much (consistent with a competitive market) or the input price data is not available. In such cases, a cost function can be estimated without the inclusion of prices, concentrating on technical efficiency only.

10 For simplicity, multi-product cost functions, such as the one used by Titus, Vamosiu and McClure (2016), are classified as a distance function in the present evaluation.

11 Recent literature on SFA evaluations, among them Kumbhakar, Wang and Horncastle (2015), emphasize the necessity to test the data with an OLS production (cost) regression model beforehand. If the estimated values of the random error are negatively (positively) skewed, technical inefficiency may be evident in the data. A majority of studies (64%) follow the advice and discuss the skewness of the OLS residuals.
**Functional Form**

Along with the type of function, its functional form plays an important role in the estimation of efficiency. The literature emphasized the difficulty of choosing an appropriate functional form and highlighted four that make sense in the general multiproduct context, i.e., the linear, the quadratic, the constant elasticity of substitution and the translog specification (Baumol et al., 1982). The first, i.e., the linear functional form, is the simplest, although it does not allow to consider and, therefore, evaluate interactions between factors. Hence, it is used in merely 4% of all estimations of efficiency in the HE sector. The second, the quadratic functional form, has the relative advantage that it is well defined for zero values. However, it is only occasionally employed in efficiency evaluations, mainly because it is not possible to ensure linear homogeneity in prices without a further normalization. In the literature of the HE sector, only 14% of all estimations use the quadratic form. The third, the constant elasticity of substitution and, in particular, the Cobb-Douglas functional form, is more frequently used, due to its straightforward equation and requirement to estimate only a few parameters. Nevertheless, the form is known to present some conceptual difficulties and authors need to make further assumptions regarding the elasticities of substitution (Johnes, 2004; Titus, Vamosiu and McClure, 2016). Among the evaluated studies, only one study chose to use the constant elasticity of substitution, and 32% of all estimations used the Cobb-Douglas functional form. The fourth, the translog function, is demanding both in terms of data and its highly non-linear specification. However, it has the advantage of having a sufficiently flexible form and no assumptions regarding the elasticities of substitutions have to be made. A further benefit of the specification is the valuable information offered by the included cross-terms, although the parameters cannot be directly interpreted due to their non-linear nature (Coelli et al., 2005). These advantages are reflected in the number of applications, with 45% of all estimations choosing the translog function. Unexpectedly, for 4% of all estimations, the respective authors did not specify the underlying functional form used for the estimation.

Observing these variations concerning the functional form in the literature on HE efficiency, Eagan and Titus (2016) evaluated their impact on the resulting efficiency values. Using the HE sector of the US as an example, they show that the chosen form slightly influences the mean as well as the distribution of the efficiency values. These results hold true for panel as well as cross-section data, for varying distributional assumptions and across different SFA specification. The authors therefore suggest to always test various forms when evaluating the efficiency of universities. A recommendation that five studies already fulfilled or followed later, most often to show the robustness of their results. While Agasisti and Belfield (2017) contrast the linear and Cobb-Douglas functional form, Chapple et al. (2005), Sav (2011), Agasisti, Barra and Zotti (2016) and Barra,
Lagravinese and Zotti (2018) compare efficiency values for the Cobb-Douglas and the translog form. In all five cases, the resulting efficiency values show a high similarity.

**Distribution of the efficiency term**

The third underlying assumption concerns the distribution of the efficiency term. Thereby, the opinion regarding its effect on the efficiency values varies greatly. While Eagan and Titus (2016) state that the choice is “critical to a stochastic frontier analysis” (Eagan and Titus, 2016, p. 448), Coelli et al. (2005) point out that the rankings based on efficiency estimates are often quite robust to the distributional assumption, even if the values themselves differ. In principal, the efficiency term could follow any non-normal distribution, so that it can be separated out from the noise term. Common assumptions are that it follows a half-normal, exponential or truncated normal distribution. The first two are thereby recommended most often (Coelli et al., 2005). They have a modal value at zero, implying that inefficiency is close to zero and the associated values of technical efficiency are close to one. Both are used in studies on the HE sector, with 40% of all estimations choosing a half-normal and 5% choosing an exponential distribution. Alternatively, a truncated normal distribution can be assumed, which allows for a wider range of distribution shapes. Unfortunately, this sort of flexibility comes at the cost of computational complexity. Therefore, slightly fewer estimations in our sample, approximately 32%, use the truncated distribution. Notably, the choice regarding the distributional assumptions is discussed surprisingly little in the evaluated papers, and for 19% of all estimations in our sample, no information regarding the assumed distribution of the efficiency term is given.

In their comprehensive evaluation of SFA variations for the HE sector, Eagan and Titus (2016) show that the assumption on the error distribution has almost no impact on the efficiency values. This result is verified in four further studies, with Sav (2012), Johnes (2014) and Agasisti and Belfield (2017) showing the robustness of their results for the truncated and half-normal and by Erkoc (2015) for the half-normal and exponential distribution. The studies by Horne and Hu (2008), Johnes (2014) and Laureti, Seconi and Biggeri (2014) are notable exceptions and even avoid the specific parametric assumptions concerning the error terms (see section 4.3).

**Summarizing, there seem to be standard assumptions when estimating efficiency of HE institutions, with a majority of studies choosing to evaluate a translog cost-function, assuming a half-normal distribution of the efficiency term. Regrettably, authors often miss the opportunity to test and explain their choices regarding the type and form of the function and the distributional assumptions.**

---

12 Common in the efficiency literature is also the gamma distribution. Since it is not applied in the HE literature, we do not discuss it further.
4.3 Applied Specifications

A wide variety of SFA specifications exist. The objective of the following description is to give an overview of specifications that were applied to the HE sector, explaining their relative advantages and shortcomings. In each case, the specification is briefly described, before studies employing it are presented. Depending on the frequency of their application, each approach is explained in more or less detail. Naturally, the chapter does not replace an in-depth study of the mentioned papers and methods. Corresponding to their methodical focus, the specifications can be grouped into the following six classes: approaches that assess time-invariant efficiency, time-variant efficiency, environmental variables, heterogeneity, persistent inefficiency or distributional assumptions. Figure 3 displays the share of these classes in estimations of HE institutions. Evidently, specifications that evaluate environmental variables, time-variant efficiency and heterogeneity are most frequently employed. Hence, the graph reflects that there seems to be somewhat of a standard in the literature regarding the efficiency of HE institutions. This is confirmed in the following review, with two specifications, i.e., environmental variables and time-variant efficiency, used most frequently. Nevertheless, the most prominent development concerns the consideration of heterogeneity, as there are a large variety of applied specifications. Regrettably, for 13 estimations in our sample, the employed specification was not specified.

To make the following overview as transparent as possible, we introduce a baseline model, which consists of four equation lines. If a whole class (or specification) differs from the baseline model,

![Figure 3: Classes of Specifications (Count of Estimations)](image-url)
the respective line is shown in its adjusted form. Since the majority of studies on the HE sector apply a cost function, we chose to use the functional form as an example henceforth. Based on Aigner, Lovell and Schmidt (1977) the panel data version can be written in the following general form:

\[ C_{it} = f(y_{it}; \beta) + \varepsilon_{it} \quad (1.0) \]

\[ \text{with} \quad \varepsilon_{it} = v_{it} + u_{it} \quad (2.0) \]

\[ u_{it} \geq 0 \quad (3.0) \]

\[ v_{it} \sim N(0, \sigma^2_v) \quad (4.0) \]

\[ i=1,\ldots,N; \ t=1,\ldots,T \]

The equations show a general cost function, where \( C_{it} \) represents the costs of university \( i \) at time period \( t \). The function \( f(y_{it}; \beta) \) describes the output technology. The composed error term \( \varepsilon_{it} \) consists of \( v_{it} \) and \( u_{it} \), which are both distributed independently of each other and of the regressors. The former accounts for the normally distributed noise term. The latter represents the non-negative random error term, which captures technical inefficiency.\(^{14}\) The parameters of the model are estimated in two sequential steps. In the first step, the estimates of the model parameters are obtained by maximizing a log-likelihood function [ML]. Since the estimates of the model parameters allow the computation of the error term \( \varepsilon_{it} \), but not the efficiency estimates, a second step is necessary. Exploiting the conditional distribution of \( u_{it} \) given \( \varepsilon_{it} \), one can either calculate inefficiency, based on the approach by Jondrow et al. (1982) [JLMS] or efficiency, relying on Battese and Coelli (1988) [BC].

**Time-Invariant Efficiency**

The earliest specification which was applied in an estimation of HE efficiency is the random effects specification by Pitt and Lee (1981). The authors assume that efficiency is constant over time and follows a half-normal distribution, shown in equations (2.1) and (3.1a). While the specification was the first to extend existing approaches to include longitudinal data, it has two main disadvantages. First, as Kumbhakar and Lovell (2003) point out, the underlying timeframe needs to be sufficiently large to obtain consistent estimates of the efficiency term. However, if this is the case, the assumption that efficiency does not change over time is implausible. Second, it is assumed that there are no structural differences (heterogeneity) between the firms. Farsi, Filippini and Greene

\(^{13}\) The numbering of the equations corresponds to the equation line (first figure) and specification (second figure).

\(^{14}\) For simplicity, a case with time-variant inefficiency is shown as a baseline.
(2006), among others, show that it can, therefore, be seen as a lower boundary of efficiency, where all individual, time-invariant effects are categorized as inefficiency. Modifying the baseline model, the Pitt and Lee (1981) specification can be written as follows:

\[ \varepsilon_{it} = v_{it} + u_i \]  

(2.1)

\[ u_i \sim N^+ (0, \sigma_u^2) \]  

(3.1a)

The specification by Pitt and Lee (1981) is used in 12 estimations within 6 studies in our sample, ranging from the publication dates of 2002 to 2016 (Izadi et al., 2002; Lenton, 2008; Das and Das, 2014; Erkoc, 2015; Agasisti and Haelermans, 2016; Zhang, Bao and Sun, 2016).

While Pitt and Lee (1981) suggested a half normal distribution of the error term, Battese and Coelli (1988) proposed a generalization of this model, assuming a truncated normal distribution, shown in equation (3.1b):

\[ u_i \sim N^+ (\mu, \sigma_u^2) \]  

(3.1b)

This second specification to measure time-invariant efficiency by Battese and Coelli (1988) is used in 6 estimations within 4 of the studies of our sample (Fu, Huang and Tien, 2008; Johnes, 2014; Nemoto and Furumatsu, 2014; Zhang, Bao and Sun, 2016).

**Time-Variant Efficiency**

Since the assumption that technical efficiency is constant through time is rather restrictive, a variety of approaches emerged, allowing efficiency to change over time. Thereby, the simplest solution is probably to treat each year as a cross-section, forgoing the advantages of panel data. This so called “pooled model” was applied for the HE sector by Laureti, Secondi and Biggeri (2014), Erkoc (2015) and Zhang, Bao and Sun (2016). However, in all three studies, the method was just seen as a baseline, which allowed the verification of more advanced approaches. In addition to the pooled model, specifications were also proposed that allowed the estimation of time-varying efficiency.

The majority of studies, thereby have a common framework, shown in equations (3.2). It is assumed that inefficiency \( u_{it} \) is composed of the following two distinct components: a stochastic individual component \( u_i \), which is constant over time, and a non-stochastic function of time \( G_t \) that is common for all institutions. While these specifications allow efficiency to vary over time, the change is subject to a fixed time pattern, which is assumed to be the same for all institutions. Again, heterogeneity is not considered within the model. The baseline model can be adjusted to:

\[ u_{it} = G_t \times u_i, G_t \geq 0 \]

\[ u_i \sim N^+ (\mu, \sigma_u^2) \]  

(3.2)
In the evaluation of HE efficiency two time-varying specifications are applied. The first is the specification by Kumbhakar (1990), who proposes a function of time $G_t$ which includes two parameters, shown in equation (3.2a). The specification is only used once, by Zhang, Bao and Sun (2016), with the aim to verify the efficiency values from a different specification. Adjusting the baseline model, the Kumbhakar (1990) specification is as follows:

$$G_t = \left[1 + \exp(\gamma_1 t + \gamma_2 t^2)\right]^{-1} \quad (3.2a)$$

In contrast, the similar, subsequently proposed “Time Decay Model”, by Battese and Coelli (1992) is more frequently used. It differs from the former only in the specific form of the time-varying component. Including only one parameter and $T$, the terminal period of the sample, the function of time proposed by Battese and Coelli (1992) is shown in equation (3.2b):

$$G_t = \exp[\gamma(t - T)] \quad (3.2b)$$

The specification is used in 35 estimations within 18 studies in our sample and is, therefore, the second most frequently used approach for the evaluation of the HE sector. While some authors use the specification as the main approach (Sav, 2012b; Kulshreshtha and Nayak, 2015; Agasisti, 2016), the majority of authors employ it as a baseline to verify other (often more advanced) specifications (McMillan and Chan, 2006; Johnes and Johnes, 2009; Agasisti and Johnes, 2010; Johnes and Schwarzenberger, 2011; Sav, 2011; Sav, 2012c; Sav, 2012d; Sav, 2012e; Johnes, 2014; Laureti, Secondi and Biggeri, 2014; Agasisti and Johnes, 2015; Erkoc, 2015; Zhang, Bao and Sun, 2016; Agasisti and Belfield, 2017; Gralka, 2018).

Studies comparing results from the aforementioned time-invariant and time-variant specifications, namely, Johnes (2014), Erkoc (2015) and Zhang, Bao and Sun (2016), conclude that both lead to an overall similar assessment of institutions.

*Environmental Variables*

In addition to the level of efficiency, researchers are interested in the factors that can explain inefficiency. Hence, specifications emerged that allow the incorporation of exogenous variables, i.e., the so called “z-variables” or “determinants of efficiency”. These are neither inputs nor outputs of the production process and are outside of the control of the institutions but are assumed to influence the producer performance nonetheless (Coelli et al., 2005). The employed determinants are discussed in chapter 4.5. The first advancement to investigate the relationship between efficiency and its determinants was a two-step procedure. The individual efficiency values, which are estimated in the first step, are thereby regressed on a vector of exogenous variables in a second step. Depending on the resulting coefficient of the regression, the determinant either increases or decreases efficiency. However, the two-step procedure was soon recognized as biased. If the inputs
or outputs from the efficiency evaluation are correlated to the determinants of efficiency, the ML estimates and, therefore, the efficiency values are biased, due to the omission of relevant variables (Wang and Schmidt, 2002). Additionally, Battese and Coelli (1995) point out that the assumption from the first step, i.e., that inefficiencies are identically distributed, is contradicted in the second step when a regression model is specified for the predicted efficiency values. Fortunately, the specification is used in only four estimations within 2 studies in our sample (Mensah and Werner, 2003; McMillan and Chan, 2006).

Given the criticism, specifications were proposed to study exogenous determinants of efficiency in a single step procedure. In this case, z-variables are estimated together with all the other parameters in the ML estimation. While there are numerous specifications published (see Kumbhakar, Wang and Horncastle (2015) for a compact overview), the version by Battese and Coelli (1995) is the most prominent one.\textsuperscript{15} The authors abandon the assumption of an efficiency term with a constant mean. Instead, they assume that the mean is a linear function of the exogenous variables, as shown in equation (3.3). Thereby $z_i$ is a vector of the exogenous variables of observation $i$ and $\delta$ is the corresponding coefficient vector. The specification not only allows the inclusion of exogenous variables but also makes the distributional assumption of $u_i$ more flexible, since each observation has an individual mean. Adjusting the baseline model, the Battese and Coelli (1995) specification can be written as follows:

\[
\text{with } u_{it} \sim N^+(\mu_{it}, \sigma_u^2) \\
\mu_{it} = z_{it}' \delta 
\]

(3.3)

The specification is used in 78 estimations within 25 studies in our sample and is, therefore, the most frequently used approach in the HE Sector. The majority of authors use it as the main specification and focus on the selection and interpretation of the chosen z-variables, sometimes performing multiple estimations, with varying variables and determinants (Robst, 2001; Chapple et al., 2005; Stevens, 2005; Castano and Cabanda, 2007; Kuo and Ho, 2008; Johnes, Johnes and Thanassoulis, 2008; Kempkes and Pohl, 2008; Abbott and Doucouliagos, 2009; Kempkes and Pohl, 2010; Mamun, 2011; Sav, 2012d; Sav, 2012f; Sav, 2012g; Sav, 2012h; Sav, 2012i; Sav, 2012j; Sav, 2012k; Sav, 2012l; Sav, 2013; Bolli et al., 2016; Sav, 2016). However, some studies additionally contrast the results from the specification to other approaches (Sav, 2011; Sav, 2012c; Sav, 2012e; Laureti, Secondi and Biggeri, 2014; Agasisti and Belfield, 2017), which are discussed in the following segments. A similar approach by Kumbhakar, Ghosh, and McGuckin (1991),

\textsuperscript{15} Some of the subsequently proposed specifications adopt the approach by Battese and Coelli (1995) and likewise assume that the mean is a linear function of exogenous variables. This includes the specifications by Wang and Ho (2010) as well as the true random and true fixed effects specifications.
which is, however, limited to cross-sectional data, was used by McMillan and Chan (2006) to assess the efficiency of Canadian institutions.

Another specification that also focuses on the inclusion of determinants of inefficiency was proposed by Laureti (2008). It challenges the assumption that both error terms are homoscedastic, which implies that the variance of the noise and inefficiency parameters are constants, and instead, proposes a heteroskedastic inefficiency term. The variance of the inefficiency term is a function of exogenous variables and, therefore, is allowed to vary across institutions. Compared to the specification by Battese and Coelli (1995), it is, therefore, not the mean, but the variance of the efficiency term that depends on the “z-variables”. The specification is used solely in the study by Zoghbi, Rocha and Mattos (2013) evaluating the HE sector of Brazil. The authors perform six estimations in total, varying the evaluated sample and the considered environmental variables.

**Heterogeneity**

A major concern of researchers when measuring the efficiency of universities, concerns the structural differences that undoubtedly exist between them. Institutions feature different locations, fields and extents of research as well as governance structures and, therefore, a high degree of heterogeneity exists. The literature thereby defines the term heterogeneity as permanent differences between institutions, which cannot be altered by them and should, therefore, be ruled out from the efficiency term. A lack of consideration can lead to biased results, since the error and, hence, the efficiency term might pick up these structural differences. Therefore, specifications that do not account for heterogeneity assumedly underestimate efficiency. To account for heterogeneity in the HE sector, the literature initially focused on homogenous groups of institutions and evaluated only universities, leaving out polytechnics as well as all specialized and private institutions. Alternatively, some authors, such as Johnes et al. (2005), estimated cost functions specific to certain prespecified subgroups of institutions. However, these procedures have drawbacks. The a priori classification requires detailed knowledge on each institution and might nevertheless be unsuitable. Additionally, as Kumbhakar, Wang and Horncastle (2015) point out, the separation could lead to biased estimations of efficiency. Institutions of different groups still share common features that could be relevant for the accurate estimation of the frontier. To account for those shortcomings, specifications that allow heterogeneity to be included directly in the estimation were applied for the evaluation of the tertiary sector, soon after their general introduction.16 Those include the metafrontier approach, the latent class estimation, the true effects models, the specification by Wang and Ho (2010) and the random parameter model, all presented in the following section.

---

16 An extended review of these models can be found in the survey by Greene (2008).
One of the first specifications to account for heterogeneity is the so called “metafrontier approach”, proposed by Battese, Rao, and O’Donnell (2004). In a first step, the overall sample is divided into subclasses, grouping institutions by their technology. The efficiency is then estimated separately for each group. Afterwards, the respective production frontiers of each group are compared. The best practice frontier is seen as the meta frontier and the differences across groups are viewed as technology gaps. The approach, therefore, not only allows the efficiency of an institution relative to the technology it uses to be estimated but also the evaluation of the technology gap relative to the best practice technology. While the specification still requires an a priori classification, it allows different technologies to at least be compared. The metafrontier approach is used in only one study on the HE sector. Lu and Chen (2013) compare the efficiency of Taiwanese Institutes and Universities of Technology using a metafrontier cost-function framework.

Alternatively, authors deeming the categorization of institutions reasonable but not straightforward, rely on the latent class estimation. Latent classes are thereby defined as unobservable (~latent) subgroups (~classes) of units that are homogeneous in certain criteria. While different latent class stochastic frontier models (LCSFM) exist, they have a three-step approach in common.17 First, following the general idea of latent class models, each institution is assigned multiple weights, which reflect the probability of a membership in each class and are obtained through a likelihood function. In the second step, as many frontiers as number of classes are estimated. Third, the individual efficiency is estimated either by assigning each institution a class based on the highest probability (ignoring all other class probabilities) or the efficiency value is weighted according to all class probabilities (Orea and Kumbhakar, 2004). Nevertheless, since frontier functions are estimated separately for each class within the LCSFM framework, not all potentially relevant information is used for the generation of the frontiers. Additionally, the number of classes has to be predefined by the analyst. The specification is used in two studies in our sample. In an evaluation of the English HE sector, Johnes and Johnes (2016) apply a LCSFM with two classes. The class allocation shows that the size of institutions plays an important role, with one group comprising larger, research-intensive universities and one containing smaller, more specialist institutions. While they contrast the parameter estimates of each output from the LCSFM with those of a “straightforward SFA” (Johnes and Johnes, 2016, p. 605), they neither give details regarding the latter specification nor discuss differences or similarities in depth. In contrast, Agasisti and Johnes (2015) also predefine two classes in their evaluation of US institutions, but they provide an in-depth comparison of the efficiency values to those of a standard time-variant...

---

17 Well-known models are put forward by Caudill (2003) and Orea and Kumbhakar (2004). A detailed overview can be found in Greene (2005b). The three steps are not necessarily successively implemented; for example, Orea and Kumbhakar (2004) propose a single stage estimation.
specification. As they expect, the LCSFM classifies more institutions as efficient, since colleges are evaluated only to similar competitors. With the classes main difference being the size of institutions again, the authors argue that the specification allows the different scales of operation to be considered.

A different approach to include heterogeneity directly into the efficiency estimation was put forward by Greene (2005a) in the form of the “true effects models”. He proposes to include a university-specific, time-invariant component $\rho_i$ in the time-varying model, see equations (1.4) and (3.4). In doing so, it is assumed that all constant influences revert to heterogeneity. Since the model allows inefficiency to be separated from institution specific heterogeneity, the specification is known as the “true fixed effects” or the “true random effects” model, depending on the treatment of the time-invariant term as fixed or random.\(^\text{18}\) While the estimation of the true random effects specification can be performed using simulation-based techniques, the estimation of the fixed effects specification brings along some difficulties, the most prominent being the incidental parameter problem (Neyman and Scott, 1948). It arises when the number of estimated parameters increases with the number of cross-sections in the data. Greene (2005a) shows that the solutions for the standard panel data model, as the conditional or marginal ML, are not applicable for stochastic frontier models. He proposed a provisional solution by including N dummy variables in the model. In both versions of the specification (fixed and random), it is possible to consider z-variables. Although the specification provides a straightforward way to account for heterogeneity, it can be argued that not all individual, time-invariant effects should be classified as such (see the following discussion on persistent inefficiency). Accordingly, Farsi, Filippini and Greene (2006), among others, show that the results can be seen as an upper boundary of efficiency. The Greene (2005a) specification can be written as:

$$C_{it} = f(x_{it}; \beta) + \rho_i + \varepsilon_{it} \quad (1.4)$$

with $$u_{it} \sim N^+(0, \sigma_u^2)$$

$$\rho_i \sim N(0, \sigma_\rho^2) \quad (3.4)$$

Within our sample, Fieger, Villano and Cooksey (2016) use the true fixed effects specification and Olivares and Wetzel (2014) as well as Bachan (2017) use the true random effects version as the main evaluation method. In contrast, Gralka (2018) compares the true random and Laureti, Secondi and Biggeri (2014) and Zhang, Bao and Sun (2016) compare the true random and true fixed specifications to other approaches. The three studies confirm the results from Farsi, Filippini and

\(^{18}\) A similar inclusion of a time-invariant term is proposed by Kumbhakar and Heshmati (1995), who interpret the term as persistent inefficiency instead of heterogeneity. Since the specification was not applied to the HE sector, it is not discussed further.
Greene (2006) for the HE sector, showing that the true effect models lead to higher efficiency values than the specifications by Pitt and Lee (1981), Battese and Coelli (1988), Kumbhakar (1990), Battese and Coelli (1992), Battese and Coelli (1995) and the pooled model.

Wang and Ho (2010) later proposed a more consistent solution for the true fixed effects specification. They propose an SFA specification, which builds upon a model by Wang and Schmidt (2002). Therefore, within or first-difference transformations are used to avoid the incidental parameters problem. The model transformation is possible due to the multiplicative form of inefficiency, combining individual-specific effects $u_i$ and individual and time-specific effects $h_{it}$. The latter is thereby defined as a positive function of the non-stochastic inefficiency determinants $z_{it}$. Employing the cost function (1.4) proposed by Greene (2005a), the efficiency term is assumed to follow a truncated normal distribution. The specification is shown in equation (3.5):

$$
with \quad u_{it} = h_{it} \ast u_i^*
$$

$$
h_{it} = f(z_{it} \delta)
$$

$$
u_i^* \sim N^*(\mu, \sigma_u^2)
$$

The specification is used in 15 estimations within two studies in our sample. Agasisti, Barra and Zotti (2016) as well as Barra, Lagravinese and Zotti (2018) use the approach to assess the Italian HE sector. They evaluate the robustness of their results by varying the functional form of their distance function, by including interaction terms between the input and output variables and by employing diverse determinants of efficiency. Since neither of the studies compare the results of the specification to other approaches, a statement regarding the comparability of the results of the Wang and Ho (2010) specification to other approaches is not possible.

Together with the true effects models, Greene (2005a) proposed a further alternative approach to include heterogeneity. The so called “random parameters model” relaxes the assumption that all units must face the same underlying cost function. Instead, the specification outlined in (1.6) and (3.6) allows separate functions for each institution to be estimated. In comparison to the true effects model, where only the constant $\rho_i$ is allowed to vary across institutions, the random parameter model allows the other parameters of the function, namely, $\alpha_i, \beta_i$ and $\mu_i$ and $\theta_i$, to vary as well. However, they are constrained to follow a specified statistical distribution. A simulated maximum likelihood is used to estimate the parameters of the model. The random parameters model specification can be written as:

$$
C_{it} = \alpha_i + f(x_{it}; \beta_i) + \rho_i + \varepsilon_{it}
$$

(1.6)
with $ u_{it} \sim N^+(\mu_i, \sigma_{ui}^2)$

$$
\mu_i = \mu_i' z_i \\
\sigma_{ui} = \sigma_u \exp(\theta_i' h_i)
$$

(3.6)

The specification is used in six studies in our sample, with one estimation performed in each. While it is employed as the sole approach in the studies by Johnes and Salas-Velasco (2007) and Johnes, Camanho and Portela (2008), the majority of studies additionally contrast the results to other specifications. In an evaluation of the Italian HE sector, Agasisti and Johnes (2010) compare it to the Pitt and Lee (1981) specification and show that the efficiency values from the earlier specification are more dispersed than the ones from the random parameter specification. Nevertheless, the correlation between the values is quite high, as shown by a high spearman rank correlation. While Johnes and Johnes (2009) and Johnes and Schwarzenberger (2011) also use the time-invariant approach as a baseline, they only show the estimated parameters of both specifications and do not discuss similarities or differences further. The study by Agasisti and Johnes (2015), who additionally employ the LCSFM, is informative. They show that the new specification leads to higher efficiency values than the classic approach and the LCSFM. They argue that this is mainly driven by the fact that with each specification, the respective competitors become more similar; in the classic specification, all institutions are compared to one frontier, while in the latent class approach, institutions are grouped and two frontiers are evaluated, and in the random parameters model, each institution is compared with their own (potential) performance.

**Heterogeneity and Persistent Inefficiency**

Concurrent with the proposal to include heterogeneity in the evaluation, a specification was proposed that aimed to separate short-term (~transient) and long-term (~persistent) efficiency (Kumbhakar and Heshmati, 1995). The short-term efficiency thereby reflects changes that occur in a given year, while the long-term efficiency echoes the effects of constant influences. While it was not applied to the HE sector, a more recent specification that combines both arguments is.\(^{19}\) It is thereby assumed that it is misleading to assign all individual, time-invariant effects to unobserved heterogeneity. Instead, a fraction of those effects belongs to inefficiency. The management, for example, differs between the institutions and is commonly a long-term factor. However, it should not be seen as heterogeneity, as it is, in fact, adaptable in the long run. Therefore, it is insufficient to include only one individual, time-invariant term in the estimation equation. It is necessary to distinguish between heterogeneity and long-term inefficiency. Consequently, a four components

\(^{19}\) The specification by Kumbhakar and Heshmati (1995) was applied to the Italian and German HE sector by Agasisti and Gralka (2017). Since the analysis is only available as a working paper, it is not included in the present survey.
specification is proposed that allows transient and persistent efficiency to be estimated while controlling for heterogeneity and noise. The idea of the specifications is outlined in equations (1.7) and (3.7). Thus, the term $\rho_t$ is again a random institution effect that captures heterogeneity. The overall inefficiency term $u_{it}$ is divided into a transient component $\tau_{it}$ and a persistent part $\mu_i$. Four different variants of the four-component specification exist, which vary in their estimation procedure. Kumbhakar, Lien, and Hardaker (2014) proposed a multistep procedure, while Tsionas and Kumbhakar (2014) put forward a Bayesian method. In contrast, both Colombi et al. (2014) and Filippini and Greene (2016) use a single step procedure, the former using an ML and the latter a maximum simulated likelihood for the estimation. An accomplished discussion on the approach can be found in Badunenko and Kumbhakar (2016). The specification by Kumbhakar, Lien, and Hardaker (2014) is given by:

$$C_{it} = f(x_{it}; \beta_i) + \rho_i + \epsilon_{it}$$

(1.7)

with

$$u_{it} = \mu_i + \tau_{it}$$

$$\mu_i \sim N^+(0, \sigma_\mu^2)$$

$$\tau_{it} \sim N^+(0, \sigma_\tau^2)$$

$$\rho_i \sim N(0, \sigma_\rho^2)$$

(3.7)

The specification is used within two studies in our sample. Both argue that the specification allows for a more accurate estimation of heterogeneity and, thus, efficiency. In an evaluation of US institutions, Titus, Vamosiu, and McClure (2016) use a slightly modified version of the Kumbhakar, Lien, and Hardaker (2014) specification and additionally take spatial interdependency into account. They show that cost inefficiency tends to be persistent rather than short term for master’s institutions in the US. This is later confirmed for the Germany HE sector by Gralka (2018). The latter author additionally compares the results of the model to the Battese and Coelli (1992) and the true random effects specification. Compared to the former, the newer specification leads to (the expected) higher efficiency values. Compared to the latter, the specification leads to (the likewise expected) lower efficiency values. This is in line with the argument that it is necessary to account for heterogeneity, but to not classify all time-invariant effects as such. The correlation of the university rankings is significantly positive but partially low, indicating that university-specific conclusions are likely to vary by method.

**Distributional Assumptions**

In contrast to the afore noted publications on the efficiency of the HE sector, three studies in our sample estimate efficiency without imposing distributional assumptions on the error term. The earliest specification thereby focuses on time-invariant efficiency. Schmidt and Sickles (1984)
propose an alternative approach to the usually employed ML method for the estimation, namely, the generalized least squares [GLS] technique. In our sample of studies evaluating the HE sector, it was only used once by Johnes (2014), with the aim of verifying the results from an estimation based on the Battese and Coelli (1988) specification (time-invariant efficiency) and the Battese and Coelli (1992) specification (time-variant specification). He shows that the estimation leads to slightly lower efficiency values than the two more popular ones.

Another specification that allows distributional assumptions to be avoided, in this case, for time-varying efficiency, was proposed by Cornwell, Schmidt and Sickles (1990). They do so by introducing a flexible function of time in the production function. However, Kumbhakar, Wang and Horncastle (2015) point out that in a setting where a large number of institutions are evaluated for a short timeframe, the specification is quickly overparameterized. Within our sample, it was only used once by Horne and Hu (2008) in an evaluation of the Australian HE sector. They do not contrast the results of the specifications with other estimations.

In a third study in our sample, a novel approach is introduced. With the main purpose to avoid distribution assumptions, Laureti, Secondi and Biggeri (2014) introduce the generalized maximum entropy [GME] estimator into the SFA. In their evaluation of Italian institutions, the authors compare the results from the GME to the pooled model and the time-invariant and the true fixed effects specification. They conclude that the efficiency estimates obtained by the novel approach are lower than those obtained with the specifications that are based on the ML method. Most likely, due to the complex implementation, not many studies exist that use or even evaluate the specification. In a more general assessment of the approach, Campbell, Rogers and Rezek (2008) even consider it not as a development of the SFA, but as an alternative frontier estimation approach to the known SFA and the DEA.

The review of applied specifications shows that the specifications by Battese and Coelli (1995), including determinants of efficiency, and by Battese and Coelli (1992), estimating time-variant efficiency, are the two most frequently used approaches in the evaluation of HE institutions. The most prominent development concerns the consideration of heterogeneity, with a large variety of applied specifications. A recent advancement concerns the distinction between short- and long-term efficiency, which arguably allows for a more accurate measurement of heterogeneity. An interesting, not yet exhausted topic concerns the avoidance of the usually necessary distribution assumptions.

4.4 Utilized Factors

In the following section, an overview of the inputs and outputs that were used in the efficiency evaluations of universities is given. Afterwards, the employed input prices and dummy variables
are reviewed. We show that, even though there seems to be a core model representing the expenditures as well as the teaching and research tasks of universities, the choice of variables complementing those is diverse. The following description focuses on the estimation level since the variables are often varied within one study.

Before proceeding with the overview, a note on the general challenges that occur when identifying the factors to measure the productivity of universities is necessary. The HE sector is multifaceted and the variables chosen can only ever approximate the real situation. A main difficulty is presented by the circular meaning of some core variables. For instance, the number of students can be considered as a teaching output but can also represent an input if the number of graduates is also included. A similar problem exists for research grants, which can be seen as an input for the research production, but within efficiency evaluations, they often represent an approximation of research output. A further challenge concerns the timing of variables. It is assumed that all factors are connected within one year. To give an example, for a cost function, this assumption implies that the expenditures of a given year are associated with the graduations and publications of the same year. However, both outputs are presumably influenced by the expenditures of the years before. In addition, the quantity of the employed variables is restricted within the SFA and depends on the type of function (see section 2). For the evaluation of employed factors, it is, therefore, necessary to classify studies according to the functional form they use. The examination of the input category “personnel structure” demonstrates this visibly. While it is employed in only 52% of all estimations, in fact 83% of all production function and 98% of all distance function estimations use it. The relatively low overall number is driven by the fact that employees are not used in any cost function, since in this type of function, only one input, the expenditures, can be included. In the following assessment, we, therefore, emphasize the employed functional form.

Input Factors

To provide a clear overview, we grouped the employed inputs into six categories relating to budget, personal structure, students, physical capital, research funds and, finally, other factors. They are presented according to the frequency of their usage. On average, six input factors are used in a production function, one in a cost function and three in a distance function. Surprisingly, the inputs are varied only rarely within one study, which rules out the possibility of debating the impact of these variables on the efficiency level in detail.

The available budget is the most frequently used input factor category, with 62% of all estimations including it. More precisely, it is employed in 47% of all production functions (Castano and Cabanda, 2007; Sav, 2012b; Sav, 2012k; Fieger, Villano and Cooksey, 2016; Zhang, Bao and Sun, 20__).

Aiming for a concise overview, we do not distinguish if the variables are employed in the form of percentages or absolute values.
2016; Agasisti and Belfield, 2017; Bachan, 2017), 100% of all cost functions and 21% of all distance functions (Nemoto and Furumatsu, 2014; Titus, Vamosiu and McClure, 2016).\textsuperscript{21} Thus, the budget is usually reflected by the annual overall expenditures of each institution. The studies by Sav (2012k) and Sav (2012l), both employing student service expenditures, are exceptions. Relying on more detailed data, Johnes (2014) distinguishes between academic and administrative costs, Olivares and Wetzel (2014) between operating and personnel costs and Sav (2012a) and Sav (2012b) between academic and student costs. Decomposing the funding of universities further, some authors also include additional budget variables, such as the value of the endowment fund, the costs of outsourcing or other prime costs, taxes and charges (Sav, 2013; Rzadzinski and Sworowska, 2016).

The second most frequently used input factor category concerns the personnel structure, with 83% of all production functions and 98% of all distance functions implementing a related variable. The interpretation of this category is wide-ranging. The overall number of employees, often referring to full-time equivalents, is used in the majority of estimations (Chapple et al., 2005; Castano and Cabanda, 2007; Sav, 2012a; Sav, 2012l; Sav, 2012k; Johnes, 2014; Agasisti, Barra and Zotti, 2016). Extending the overall number, some studies separate teaching and research (Zhang, Bao and Sun, 2016) or academic and administrative staff (Abbott and Doucouliagos, 2009; Sav, 2013; Nemoto and Furumatsu, 2014; Kulshreshtha and Nayak, 2015). In contrast, authors also chose to include only academic (Barra, Lagravinese and Zotti, 2018) or teaching staff (Das and Das, 2014; Laureti, Secondi and Biggeri, 2014; Titus, Vamosiu and McClure, 2016). Slightly more uncommon is the consideration of the number of professors (Miranda, Gramani and Andrade, 2012; Erkoc, 2015; Bolli et al., 2016), the ratio of professors to students (Zoghbi, Rocha and Mattos, 2013), the ratio of staff to students (Bachan, 2017) or the number of tenured and non-tenured positions (Sav, 2012b).

A further input category covers the number of students and it is included in 62% of all production functions and 38% of all distance functions. Again, the interpretation of the input is quite varied. While Das and Das (2014) use the overall number of students and Laureti, Secondi and Biggeri (2014) use the undergraduate enrollment only, most studies separate undergraduate and graduate pupils (Sav, 2012b; Sav, 2012k; Sav, 2012l; Sav, 2013; Zhang, Bao and Sun, 2016; Bachan, 2017). Given that students are seen as an input to the production, some authors also attempt to account for the quality of the attracted students. Johnes (2014), Agasisti, Barra and Zotti (2016) and Barra, Lagravinese and Zotti (2018) use an index in which students are weighted according to their scores in secondary school or their universities entry scores. Similarly, Bachan (2017) directly employs the median entry points and Sav (2012l) and Sav (2012k) use the admission test scores as an input.

\textsuperscript{21} We refrain from listing all studies using cost-functions; an overview can be found in Table A.1.
Expanding this approach, some authors also include more detailed student characteristics. The characteristics are thereby evaluated as stand-alone variables in the estimation and are not seen as environmental variables, which is in contrast to other studies (see section 4.5). Thus, the percentage of students that are female, working, domiciled, from state schools, non-white, receiving aid or scholarships and have mothers with HE are used as input factors. Also considered are the age of students and the dropout and retention rates of the institutions (Miranda, Gramani and Andrade, 2012; Sav, 2012a; Sav, 2012b; Sav, 2012k; Sav, 2012l; Zoghbi, Rocha and Mattos, 2013; Bachan, 2017). The study by Zoghbi, Rocha and Mattos (2013) can be seen as an exception to the other studies because it compares three estimations, which differ in the composition of input variables. Using between six and nine different factors, the authors evaluate how more or less information on student characteristics influences the efficiency values. The comparison shows that the efficiency results are robust in regard to the employed input variables. However, given that the authors simultaneously vary the determinants of efficiency, the explanatory power of the results is restricted.

Along with the expenditures as a monetary input, the physical capital plays a role in the production of universities. However, with 47% of all production functions and 4% of all distance functions employing a related variable, it is only occasionally considered. While Castano and Cabanda (2007) and Rzadzinski and Sworowska (2016) focus on the value of property and plants, equipment and consumed materials, the majority of authors chose to focus on the quantity of items. Thus, the number of computers, the computer to student ratio, the numbers of seats in lecture halls and computer laboratories or the library stock (in form of the number of books, etc.) are the employed inputs (Miranda, Gramani and Andrade, 2012; Zoghbi, Rocha and Mattos, 2013; Laureti, Secondi and Biggeri, 2014; Kulshreshtha and Nayak, 2015). Focusing on the role of private philanthropy in the funding of public universities, Sav (2013) considers the value of the art collection.

Given that research is a major part of university activities, 41% of all production functions implement a corresponding input. The included variables are often of a monetary nature, with authors either focusing on research expenditures (Sav, 2012l; Sav, 2012k; Zhang, Bao and Sun, 2016) or research grants (Sav, 2012b; Sav, 2013; Chapple et al., 2005). The inputs used by Zhang, Bao and Sun (2016), who additionally include the value of research equipment, and Chapple et al. (2005), who consider invention disclosures and legal intellectual property spending, are exceptions. The latter study also evaluates how the estimation results change depending on the input used, comparing efficiency values based on either research income or invention disclosures. The authors show that the average technical efficiency is consistent across both evaluations, irrespective of the employed functional form (translog or Cobb-Douglas) and the used output definition (amount or revenue).
Naturally, some studies include further inputs, which do not fit into one of the above categories and are used only once or twice in efficiency evaluations. Showing the diversity of teaching, the number of subjects offered (Das and Das, 2014) and the number of courses taught (Miranda, Gramani and Andrade, 2012; Fieger, Villano and Cooksey, 2016) are such variables that are only irregularly considered. A different approach is taken by Miranda, Gramani and Andrade (2012) and Zoghbi, Rocha and Mattos (2013), who include variables based on students’ feedback. The former thereby considers responses on the physical facilities, computer access and library collections of the institutions. The latter, in contrast, uses the feedback to examine the existence of a pedagogical plan.

**Output Factors**

Similar to the inputs, we grouped the employed outputs into six categories relating to students, graduates, research grants, publications, personal structure and, lastly, other factors. On average, one output factor is used in a production function, four in a cost function and three in a distance function. In comparison to the input, output variables are varied more frequently within one study, which allows us to discuss the influence of these variable on the efficiency level in more detail.

The most frequently used output category relates to the number of students, which is included in 50% of all estimations. More precisely, it is employed in 15% of all production functions, 74% of all cost functions and 55% of all distance functions. Its interpretation is, similar to its usage as an input, quite varied. Only a few authors include the absolute number of students (Miranda, Gramani and Andrade, 2012; Kulshreshtha and Nayak, 2015; Bolli et al., 2016; Rzadzinski and Sworowska, 2016). Most authors divide the overall amount, relying on arguments concerning the duration or cost of study. The separation according to the level of education is widespread, splitting undergraduate, graduate and postgraduate students (Robst, 2001; Mensah and Werner, 2003; Fu, Huang and Tien, 2008; Johnes, Camanho and Portela, 2008; Kuo and Ho, 2008; Abbott and Doucouliaios, 2009; Mamun, 2011; Sav, 2012c; Sav, 2012d; Sav, 2012f; Sav, 2012h; Sav, 2012i; Sav, 2012j; Agasisti and Haelermans, 2016; Titus, Vamosiu and McClure, 2016). Likewise, the division of students based on the subject groups is popular, distinguishing mainly between science and non-science and, in some instances, medicine or additional fields (Agasisti and Johnes, 2010; Johnes and Schwarzenberger, 2011; Olivares and Wetzel, 2014; Agasisti, 2016; Gralka, 2018). Irrespective of the chosen separation practice concerning students, PhD students are frequently included as an additional output (Johnes, 1998; McMillan and Chan, 2006; Johnes, Camanho and Portela, 2008; Johnes and Salas-Velasco, 2007; Agasisti and Johnes, 2010; Johnes and Schwarzenberger, 2011; Agasisti and Haelermans, 2016). 22 Relying on more extensive datasets,

---

22 The distinction between undergraduate, graduate and postgraduate students differs across studies. If PhD students are listed as a separate output, we evaluate them as such.
some studies include both forms of division and split students according to the level of education as well as the subject group (Izadi et al., 2002; Stevens, 2005; McMillan and Chan, 2006; Horne and Hu, 2008; Johnes, Johnes and Thanassoulis, 2008; Lenton, 2008; Johnes and Johnes, 2009; Nemoto and Furumatsu, 2014; Johnes and Johnes, 2016). Likewise, exploiting a comprehensive dataset, but choosing a different approach, Lu and Chen (2013) modify the output through additional quality variables. They adjust the number of students, of students attending extended education and of acquired certificates, by corresponding ratios. These ratios include the share of students to teacher, professors to all teachers, extended students to all students and higher level certificates to all certificates. Also aiming to account for the quality of teaching, two studies in our sample take the study progress of students into account. Agasisti (2016) thereby focuses on students that are enrolled below the regular duration of the course. Contrasting the results to an estimation based on the total number of students, he shows that the results change slightly, but without “dramatic differences” (Agasisti, 2016, p. 61). However, looking at the marginal costs, he concludes that if more students were able to stay within the legally set timeframe, unit costs would drop significantly. Taking a further step, Laureti, Secondi and Biggeri (2014) calculate an output variable that represents full-credit-equivalent students. The measure is based on the ratio between the total amount of credits achieved by all students and the theoretical maximum number of credits that, according to the agenda, should be obtained. They compare the resulting efficiency values to the estimation values based on regular graduates (see section below). Similar to the corresponding input category, authors moreover aim to take the quality of education or the characteristics of students into account as an output. While only two studies control for the quality of the incoming students (Stevens, 2005; Lenton, 2008), more authors aim to account for the quality of education at the institution. The frequently used variables include the average exam grades, the graduation rate or the percentage of good degrees awarded (Mensah and Werner, 2003; Sav, 2012b; Sav, 2012k; Zoghbi, Rocha and Mattos, 2013; Sav, 2016; Bachan, 2017). Evaluating the characteristics of students, some authors focus on the minorities by including variables such as the percentage of students with low income grants or non-white student enrollment (Sav, 2011; Sav, 2012c; Sav, 2012d; Sav, 2012e).

The second most frequently used output category refers to graduates. It is employed in 30% of all production functions, 16% of all cost functions and 38% of all distance functions. Again, some authors employ the overall number (Kempkes and Pohl, 2008; Kempkes and Pohl, 2010; Rzadzinski and Sworowska, 2016), while others prefer to differentiate graduates according to degrees or subject groups. Thereby, the separation of undergraduate, graduate and postgraduate students (Worthington and Higgs, 2011; Agasisti and Johnes, 2015; Agasisti and Haelermans, 2016) is more frequent than the separation of subjects, which is only done by Agasisti (2016).
Besides, the weighting of graduates according to their degree is common (Das and Das, 2014; Johnes, 2014; Agasisti, Barra and Zotti, 2016; Barra, Lagravinese and Zotti, 2018). Also recurrently employed is the number of regular graduates, referring to those that finish within the regular duration of the course (Laureti, Secondi, and Biggeri, 2014; Agasisti, 2016; Agasisti and Belfield, 2017). Once more, studies that compare different graduation output measures are informative, as is done by four studies in our sample. Similar to his evaluation based on students, Agasisti (2016) additionally tests if the overall number of graduates leads to a similar efficiency assessment as the number of graduates that are within the regular duration of the course. He shows that, again, the results differ only slightly between the two indicators. Aiming for a comprehensive sensitivity check Agasisti and Belfield (2017) contrast the results of their baseline efficiency estimation, based on the absolute number of awarded certificates, to the results of other performance indicators. As alternative outputs, they use the weighted count of given credits (favoring credits of graduates), the number of associated degrees granted and the number of graduates that finish within 150% of the regular course time. While the results of all four estimations are positively correlated and show a similar trend, the authors emphasize that they are not identical and, in particular, the findings on the environmental variables change with the employed output. Likewise, varying the output variable but focusing on the gender of students, Sav (2012) separately estimates efficiency based on all, on male or on female graduates. He confirms the results from Agasisti and Belfield (2017), showing that the parameters and the efficiency values differ slightly with the chosen output. In contrast, focusing on the subject group, Sriboonchitta (2012) compares efficiency evaluations based on non-science or science graduates. However, since both outputs are contrasted to the total cost of producing graduates, the informative value of the comparison is limited.

Concluding the evaluation of both outputs categories that represent the teaching activities of institutions, it is useful to examine studies that contrast the two variables to see if they lead to a similar assessment. Aiming to avoid double counting, no study in our sample implements both outputs within an estimation, but four studies contrast the results of the two indicators. Agasisti and Haelermans (2016) provide the most prominent study on that topic, addressing the choice in their research question. They contrast evaluations based on the number of students (“cost for activity model”) and on the number of graduates (“cost for performance model”) for two countries. Depending on the chosen teaching output, one or the other country is relatively more efficient. They, therefore, summarize that the selection has a strong influence on the resulting efficiency values.\textsuperscript{23} Using a similar approach, but evaluating only one country, Agasisti (2016) finds that the

\textsuperscript{23} In their study, Agasisti and Gralka (2017) likewise contrast the two indicators in a cross-country evaluation and show that they lead to overall similar results. Since the analysis is only available as a working paper, it is not included in the present survey.
distribution of efficiency scores is very different when students instead of graduates are considered. More universities are classified as efficient if the number of students is employed than if graduates are used. This result is confirmed by Laureti, Secondi, and Biggeri (2014), who contrast the results based on their measure of full-credit-equivalent students with an evaluation based on regular graduates. They show that the inclusion of students leads to an overall higher efficiency assessment. However, this result could be limited to the Italian HE sector, since the latter two studies are performed for this country. Only Rzadzinski and Sworowska (2016) evaluate the subject for a different country and confirm that the inclusion of students leads to higher efficiency values for Polish institutions. Unfortunately, the latter study merely compares the range of efficiency values. It forgoes the opportunity to show the distribution or the rank correlation of the efficiency values in depth. Hence, we recommend that future researchers discuss their output choice in more detail and include such comparisons.

Moving from the teaching to the research activity of universities, the sample of studies displays that research grants are the overall most frequently used indicator for research output. The variable is employed in 86% of all cost functions and 48% of all distance functions. It is not used as an output in any production function, presumably since only one output can be evaluated in that type of function. As briefly mentioned above, the usage of research grants as an output is strongly debated in the literature. Authors employing the variable argue that it reflects the market value of conducted research and can, therefore, even be considered a quality adjusted proxy for output. An advantage is also the easy access to accurate data, which is often collected by the statistical offices. Nevertheless, critics argue that it is not a clear cut output measure, since the funds are not only spent on research but also on other facilities, which are an input for production. In addition, the funds are commonly distributed unequally over a subject group. Within the present paper, we refrain from discussing the pros and cons of this (and the below considered) research indicator in more detail, accepting that it is a long-standing discussion in the literature. However, in light of the prominent critique concerning the usage of research grants and given its regular usage, it is surprising that the literature refrained from introducing adjustments to this indicator. The majority of studies use the overall value of research grants (Johnes, 1998; Robst, 2001; Izadi et al., 2002; Mensah and Werner, 2003; Stevens, 2005; McMillan and Chan, 2006; Johnes and Salas-Velasco, 2007; Johnes, Johnes and Thanassoulis, 2008; Kempkes and Pohl, 2008; Kuo and Ho, 2008; Lenton, 2008; Johnes and Johnes, 2009; Agasisti and Johnes, 2010; Kempkes and Pohl, 2010; Johnes and Schwarzenberger, 2011; Mamun, 2011; Sav, 2011; Worthington and Higgs, 2011; Sav, 2012a; Sav, 2012d; Sav, 2012e; Sav, 2012f; Sav, 2012g; Sav, 2012i; Sav, 2012j; Johnes, 2014; Nemoto and Furumatsu, 2014; Agasisti and Johnes, 2015; Agasisti, 2016; Agasisti, Barra and Zotti, 2016).

---

24 See Gralka, Wohlrabe and Bornmann (2018) for a discussion on this debate.

As an alternative to research grants, publications are frequently used to measure the research output of institutions. The indicator has the advantage that subject groups can be more accurately reflected and a quality weighting, for example, through citations, is possible. Nevertheless, it is a retrospective measure, a variety of publication outlets exist and accurate data is difficult to obtain. The indicator is employed in 17% of all production functions, 5% of all cost functions and 52% of all distance functions. The high share for the latter type of function is in part related to the publication period. Due to the difficulty of obtaining representative data on the institutional level, publications are primarily employed in recent studies. The study by Johnes, Camanho and Portela (2008) is the first to use this indicator in our sample. Since distance functions are likewise part of a more recent development (see section 4.2), a relatively high percentage is to be expected. The majority of studies employing publications as a research indicator refer to the absolute number (Johnes, Camanho and Portela, 2008; Abbott and Doucouliagos, 2009; Lu and Chen, 2013; Bolli et al., 2016). It is worth noting that most studies do not provide information on what type of publications are included in the measure or how they are aggregated from the author to the institutional level. The exceptions are often studies that separate different types of publications in their efficiency evaluation, thereby providing more information on the output. Within the studies in our sample, authors distinguish between books, book chapters, journals and other publications forms (Abbott and Doucouliagos, 2009; Worthington and Higgs, 2011; Kulshreshtha and Nayak, 2015). Aiming to account for the quality of publications, Erkoc (2015) separately includes the overall number of publications, the number of publications in SSCI indexed journals and the number of citations during the last four years. Mentionable is the study by Zhang, Bao and Sun (2016), since it contrasts five efficiency evaluations. The authors use either the total number of publications, the number of science or non-science publications or the number of publications in domestic or international journals as outputs. However, since the employed input factors are not split according to the same grouping, the resulting efficiency values can be interpreted only to a limited extend.

Concluding the examination of both research outputs, it is again of interest to examine if any studies contrast the two variables, evaluating if they lead to a similar assessment. However, no study in

---

25 In fact, Johnes and Johnes (1993) were the first to employ publications as a research output in an efficiency evaluation, using DEA. Later, Warning (2007) implemented the indicator within a SFA. The latter analysis is not included in the present sample since it is published as part of a book.
our sample separately evaluates efficiency for both research indicators. Only the study by Worthington and Higgs (2011) employs research grants and publications in their estimation of efficiency, but it refrains from contrasting the two and instead includes them both as outputs in the estimation.

A fifth output measure concerns the personal structure of institutions. The output is employed in 17% of all cost functions and 7% of all distance functions. Interestingly, the majority of studies avoid the inclusion of an absolute number. The usage of ratios (foremost the student to teacher ratio) or percentage data, as the percentage of faculty with tenure, is more common, (Fu, Huang and Tien, 2008; Lenton, 2008; Sav, 2011; Sav, 2012c; Sav, 2016; Titus, Vamosiu and McClure, 2016). Exceptions are the studies by Sav (2012e), who additionally includes absolute numbers (separating the faculty according to the length of their contract) and Mamun (2011), who includes the number of teaching and non-teaching staff. Evaluating the impact that the choice of variables can have on the efficiency results is again of interest. Within out sample, Lenton (2008) is the only study that compares estimations that differ in the usage of variables concerning the personal structure. The author includes percentage data on personal staff in the first estimation specification and leaves it out of the second. However, the regression results from these first two specifications are (deliberately) only discussed in light of their significance. Based on the comparison, the variables concerning the personal structures are deemed valid and are then included in the third specification. The efficiency values are discussed only for the latter specification.

In addition to the above listed outputs, some studies include further outputs that do not fit into one of the above categories. A handful of studies employ the number of teaching hours per institution in their efficiency evaluation (Fieger, Villano and Cooksey, 2016; Sav, 2011; Sav, 2012a; Sav, 2012e; Sav, 2012g; Sav, 2016). A second group of further outputs depicts revenues, with some authors even differentiating between different types of revenue sources (McMillan and Chan, 2006; Castano and Cabanda, 2007; Johnes, Johnes and Thanassoulis, 2008; Mamun, 2011; Sav, 2011; Sav, 2012d; Sav, 2013; Rzadzinski and Sworowska, 2016). Further unique outputs are the number of licenses registered (Chapple et al., 2005), the age of the institution (Mamun, 2011), the assets of the university (Mensah and Werner, 2003; Sav, 2016) and the ratio of students per square meter of building space (Fu, Huang and Tien, 2008).

---

26 This research gap was filled by Gralka, Wohlrabe and Bornmann (2018) by contrasting efficiency values based on research grants or publications. The study is not part of the present sample since it was published after 2017.

27 The studies by Sav (2012c) and Sav (2012d) should also be mentioned in this context. Both studies include information on the personal structure, either as an output or a determinant of efficiency (for a discussion, see section 4.5)
Looking at the considered output factors it has to be noted that the amount of studies that included the third mission of the institution is surprisingly low. Within our sample, only the study by Chapple et al. (2005) can be sorted into this area of research, given that it includes recorded licenses in the efficiency analysis. We, therefore, hope that future researchers will turn toward this subject.

**Prices**

Along with the enquiry, if the inputs and outputs are fully utilized (technical efficiency), researchers are interested in evaluating whether the observed combination of factors is the best (allocative efficiency). Prices, therefore, play an important role as an assessment criterion. It is in general assumed that the prices are exogenous and efficiency is obtained by a choice on the level of input.

Input prices are used in 70 estimations within 26 studies in our sample, among which, 46 estimations include one price, 18 estimations include two prices and six estimations even include three prices. The most frequently used variable is wage, which is employed in all estimations that include at least one price variable. Wage is thereby commonly represented by the average annual wage rate over all employees, which is approximated by the ratio of total personnel expenditures to the number of employees (Stevens, 2005; McMillan and Chan, 2006, Fu, Huang and Tien, 2008; Kuo and Ho, 2008; Kempkes and Pohl, 2008; Kempkes and Pohl, 2010; Mamun, 2011; Sav, 2011; Sav, 2012a; Sav, 2012b; Sav, 2012c; Sav, 2012d; Sav, 2012h; Sav, 2012j; Sav, 2012l; Lu and Chen, 2013; Johnes and Johnes, 2016; Titus, Vamosiu and McClure, 2016; Gralka, 2018). However, some studies also employ more accurate information on the average teacher pay (Lenton, 2008) or the compensation paid to teachers (Robst, 2001; Lenton, 2008). Five studies in our sample include two wage variables, separating the price of academic and non-academic labor (Worthington and Higgs, 2011) or separating the average salary according to the length of contracts (Sav, 2012e; Sav, 2012f; Sav, 2012g; Sav, 2012i). In addition to the wage, eight studies include prices to reflect other inputs, of which, the price of capital is foremost. The latter variable is measured in a variety of ways, including the ratio of capital cost to the area of the schoolyard or the overall value of all buildings at the end of the year (Fu, Huang and Tien, 2008; Worthington and Higgs, 2011; Sav, 2011; Sav, 2012a; Sav, 2012f; Sav, 2012h; Sav, 2012i; Lu and Chen, 2013). In addition, the teaching price (teaching cost divided by the number of students, Lu and Chen, 2013) and the value of equipment

---

28 Hu, Yang and Chen, 2014 use the number of registered patents in their SFA estimation. The study is not part of the present sample since the authors estimate efficiency on the country (instead of institutional) level.

29 The applied function has to be homogenous in the input prices (Kumbhakar, Wang and Horncastle, 2015). Various approaches to ensure the price homogeneity condition exist. A straightforward and frequently used solution is the arbitrary choice of one price as the normalizing price. We refrain from discussing the approaches taken in the evaluated studies further.

30 Since output prices are not employed in the present sample, they are not discussed further.
and libraries (Sav, 2012a; Sav, 2012i) are the employed price variables. No study in our sample contrasts an efficiency estimation that varies in the inclusion of prices.

As stated in section 4.2, prices can be included if a cost function or distance function (Coelli et al., 2005) is used for the estimation. It is therefore surprising that in three studies in our sample a production function, which includes at least one input price, is used for the evaluation (Sav, 2012a; Sav, 2012b; Sav, 2012l). Notably, the majority of studies looking at HE institutions do not include prices for the efficiency evaluation, even when a cost or distance function is employed. This could be driven partly by the available data and partly by the assumption that input prices in the HE sector do not vary much, which is consistent with the assumption of a competitive market.

**Dummies**

Dummy variables are used in 67 estimations within 19 studies in our sample. The number of implemented factors thereby varies between one up to seven, with one estimation as an outlier even incorporating 50 dummy variables (reflecting US states, Agasisti and Belfield, 2017). The binary variable is most commonly used to reflect the offered subjects or the location of institutions. Arguing that medicine and engineering subjects bring about higher costs, 21 estimations include a dummy for the existence of a medicine faculty (Kempkes and Pohl, 2008; Agasisti and Johnes, 2010; Kempkes and Pohl, 2010; Sav, 2012c; Sav, 2012d; Lu and Chen, 2013; Agasisti and Johnes, 2015; Titus, Vamosiu and McClure, 2016) and eight estimations for the presence of an engineering subject (Kuo and Ho, 2008; Kempkes and Pohl, 2008; Agasisti and Johnes, 2010; Lu and Chen, 2013). Similarly, Mensah and Werner (2003) emphasize art institutions and Kuo and Ho (2008) include a factor that represents the diversity of academic fields (measured by the number of academic departments in one field relative to the overall number). Focusing on the location of the institutions, studies likewise use dummy variables to differentiate between countries (Agasisti and Haelermans, 2016; Bolli et al., 2016), states (Agasisti and Belfield, 2017) or regions (Lenton, 2008; Zoghbi, Rocha and Mattos, 2013; Agasisti, 2016; Gralka, 2018). Also incorporating the location of institutions, Titus, Vamosiu and McClure (2016) examine if they are located in an urban area. Furthermore, dummies are used to reflect the offered degrees, marking if a university has a graduate or PhD program (Robst, 2001; McMillan and Chan, 2006; Kuo and Ho, 2008; Lenton, 2008; Sav, 2012h; Titus, Vamosiu, and McClure, 2016). Additionally, they are employed to distinguish between different types of institutions, marking private (Lu and Chen, 2013; Agasisti and Johnes, 2015), research (Robst, 2001; Kuo and Ho, 2008) regional (Mensah and Werner, 2003) or historically black institutions (Titus, Vamosiu and McClure, 2016). Johnes (2014) and Bachan (2017) use a UK specific dummy variable, considering the statuses of the institutions before the UK Higher Education Act of 1992.
Two studies in our sample contrast evaluations, which include or exclude the employed dummies. The most detailed study in that regard is published by Kempkes and Pohl (2010). The authors use dummies to control for the faculty composition of institutions, employing variables for engineering and medical faculties. By contrasting the estimation results to a model without dummies, they show that the dummies are significant and that their usage is supported by a performed likelihood ratio test. In addition, the authors point out that some of the interaction terms of the output variables and dummies are significant, “[...] indicating that institutions with medical and/or engineering faculties not only have different cost levels but also different marginal cost structures.” (Kempkes and Pohl, 2010, p. 2071). The authors emphasize the necessity to control for the faculty composition, stating that a non-consideration will lead to biased results. Based on that reasoning, they refrain from showing the efficiency values for the model without dummies. In a similar manner, but evaluating more than one country, Bolli et al. (2016) estimate efficiency based on a model with and without country dummies. The authors show that the regression results are robust in regard to the usage of these dummies. However, the efficiency values are again not compared.

While dummy variables are repeatedly included in efficiency analysis, the reasoning behind and their possible implications are rarely discussed. Especially in an evaluation of the HE sector, one should discuss why the identified groups supposedly produce in a different way or exhibit different technologies. Unfortunately, we are not aware of a study discussing the general implementation of dummy variables within efficiency analysis in a structured and detailed manner.

Examining the categories of utilized input and output variables, it is obvious that there is a core composition of variables representing the expenditures as well as the teaching and research tasks of universities. However, the choice of variables complementing those is diverse. Surprisingly, authors largely refrain from varying the employed factors, especially the considered inputs, within one study. Unfortunately, this limits the possibility to debate the impact of the chosen factors on the efficiency level further. From studies that do vary the variables, it is observable that the efficiency values differ slightly with the composition. However, as Agasisti and Belfield (2017) state, “This result is not worrying per se; it is reasonable that efficiency is not an absolute concept, and is instead dependent upon the specific output included in the empirical analysis.” (Agasisti and Belfield, 2017, p. 251). The evaluation of factors moreover showed that the amount of studies that include the third mission of institution is surprisingly low. Additionally, most studies refrain from including prices and dummy variables in the estimation. We, therefore, recommend that future researchers discuss their choice of variables more strongly, compare different compositions of factors and look at the third mission activities. When aiming to compile an overview of estimations, we strongly emphasize the need to take the type of function into account.
4.5 Determinants of efficiency in education

In the present section, focus is laid on the determinants of universities efficiency. Following the argument by Coelli et al. (2005), the chosen variables should thereby neither be inputs nor outputs of the production process, should be outside of the institutions control and (nonetheless) should influence the producer’s performance. The subsequent description focuses on the estimation level again, since determinants are often varied within one study. Information on the related SFA estimation specifications can be found in section 4.3. We deliberately keep the following paragraph short, given that De Witte and López-Torres (2017) provide a recent and well-structured overview of employed environmental variables. While the authors mainly focus on studies employing DEA, we believe that similar determinants of efficiency can be employed within the DEA and SFA, given that both methods possess similar methodical restrictions on this aspect (contrary to the chosen input and output factors). We show that the literature employs a wide variety of determinants. However, a core model, which is based on a theoretical foundation, seems to be missing.

Within our sample, determinants of efficiency are employed in 101 estimations within 25 studies. The quantity of employed determinants thereby varies between one up to fifteen, with the majority of studies implementing four in one estimation (see Figure 4). We grouped the employed determinants into eight categories relating to students, personal structure, budget, institutions, subject specialization, region, quality of education and research. The categories are presented according to the frequency of their usage. Notably, a broad variety of determinants of efficiency are used. Even the variables, which represent similar influencing factors, vary in minor
(calculation) details. Aiming for a concise overview, we, therefore, refrain from displaying the share of each determinant of the total, as we did for the inputs and outputs.

Predictably, the determinants of efficiency are most frequently used to evaluate the students that are registered in the evaluated institutions. Authors take account of the total enrollment as well as the change in enrollment from the year before (Robst, 2001; McMillan and Chan, 2006; Sav, 2012d; Sav, 2012f; Sav, 2012i; Sav, 2012j; Laureti, Secondi and Biggeri, 2014; Fieger, Villano and Cooksey, 2016). As an exception to other studies, Laureti, Secondi and Biggeri (2014) thereby focus on the freshmen enrollment and additionally take the pupils marks from and the subject specialization of the secondary school into account. Relating to the enrollment, authors also control for the origin of students, distinguishing between native and overseas, European and non-European or regional and national students (Stevens, 2005; Abbott and Doucouliagos, 2009; Laureti, Secondi and Biggeri, 2014). In addition to the origin, the inclusion of student’s characteristics as determinants of efficiency is common. Thus, some researchers concentrate on the ethnic background, including variables such as the share of non-white, African American or Hispanic students (Stevens, 2005; Sav, 2012e; Zoghbi, Rocha and Mattos, 2013; Agasisti and Belfield, 2017), while others, in a broader sense, include the share of minority enrollment (Sav, 2012c; Sav, 2012f; Sav, 2012i). Likewise, controlling for the background of the students, the share of students that are from lower classes, receiving low income grants or have English as a second language are included as factors (Stevens, 2005; Sav, 2011; Sav, 2012e; Sav, 2012f; Sav, 2012g; Sav, 2012h; Fieger, Villano and Cooksey, 2016; Sav, 2016). Taking a further step, Zoghbi, Rocha and Mattos (2013) evaluate how the maternal education of students influences the efficiency of institution. Focusing on the composition of students, authors also include the age of students (Zoghbi, Rocha and Mattos, 2013; Laureti, Secondi and Biggeri, 2014; Fieger, Villano and Cooksey, 2016; Agasisti and Belfield, 2017) as well as the gender (Stevens, 2005; Zoghbi, Rocha and Mattos, 2013; Laureti, Secondi and Biggeri, 2014; Barra, Lagravinese and Zotti, 2018). Other factors relating to the student structure are the share of part-time students (McMillan and Chan, 2006; Agasisti and Belfield, 2017), working students (Zoghbi, Rocha and Mattos, 2013) or disabled students (Fieger, Villano and Cooksey, 2016).

The second most frequently used category of determinants concerns the personnel structure. Authors include variables that reflect details on the issued contracts, as the amount of faculty employed in tenure and non-tenure track positions, the length of contracts and the average wage (Sav, 2011; Sav, 2012c; Sav, 2012d; Sav, 2012e; Sav, 2012g; Sav, 2012i; Sav, 2012j; Sav, 2012k; Sav, 2012l). Information on the job level, with determinants representing the amount of academic staff, executive staff, apprentices and trainees, professors and senior staff are also incorporated (Stevens, 2005; Abbott and Doucouliagos, 2009; Sav, 2013; Fieger, Villano and Cooksey, 2016).
The determinants of efficiency are likewise used to reflect characteristics of the employees, focusing on the female staff, non-white staff or the age of employees (Stevens, 2005; Sav, 2012l). The ratio of students to faculty is also contained within this category and is used by two studies in our sample (Sav, 2012c; Sav, 2012d).

A third category depicts details on the budget of institutions. The determinants of efficiency are thereby mainly used to account for the composition of funds and revenues. Authors consider the universities international budget shares (Bolli et al., 2016), liabilities (Sav, 2012f; Sav, 2012h), private (Sav, 2012h; Bolli et al., 2016; Sav, 2016; Barra, Lagravinese and Zotti, 2018) or state funds (Robst, 2001; Mensah and Werner, 2003; Kuo and Ho, 2008; Mamun, 2011; Sav, 2011; Sav, 2012i; Sav, 2012j; Sav, 2016), tuition fees (Agasisti, Barra and Zotti, 2016; Bolli et al., 2016; Barra, Lagravinese and Zotti, 2018) and administrative or operating expenses (Mensah and Werner, 2003). Besides the composition, some studies also aim to include the change of available assets. Hence, the lags of budget shares (Bolli et al., 2016) as well as the change in total revenues (McMillan and Chan, 2006) are used as determinants of efficiency.

In addition to the budget, some further institutional variables are included as determinants of efficiency. Most researchers thereby aim to evaluate how the type of institution influences its productivity. Hence, applied universities, research institutions, vocational colleges and Dawkins institutions (Australia specific) are identified (Robst, 2001; Kempkes and Pohl, 2008; Abbott and Doucouliagos, 2009; Agasisti and Belfield, 2017). Likewise, popular is the evaluation of institutions that award doctoral or master degrees (Robst, 2001; Sav, 2012k; Sav, 2013). Taking a further step, Mensah and Werner (2003) make use of the Carnegie foundation classification, which describes institution diversity in the US, for their determinants of efficiency. The factors employed also include the age of the university (Chapple et al., 2005; Castano and Cabanda, 2007; Mamun, 2011; Barra, Lagravinese and Zotti, 2018) and its ownership (Castano and Cabanda, 2007; Sav, 2012f; Zoghbi, Rocha and Mattos, 2013). In addition, Castano and Cabanda (2007) assess how the degree of autonomy influences efficiency, while Kempkes and Pohl (2008) consider if the university operates under comparatively liberal or restrictive state regulations. Somewhat exceptional in that category is one of the determinants used by McMillan and Chan (2006), who include the proportion of classes with less than 26 students.

Within the institutional context, there are also determinants that depict the subject specializations of institutions. Thereby, the assessment regarding if a medical school and hospital have an influence on the efficiency of the universities is most common (Chapple et al., 2005; Sav, 2013; Barra, Lagravinese and Zotti, 2018). However, researchers also look at other fields of study, evaluating, for example, the overall number of programs offered or the specialization among
programs (Stevens, 2005; McMillan and Chan, 2006; Abbott and Doucouliagos, 2009; Laureti, Secondi and Biggeri, 2014).

A further category of determinants concerns the region the institutions are situated in. While only one study in our sample takes the actual location into account (Kempkes and Pohl, 2008), another analysis uses a different definition and assess if the remoteness plays a role in the efficiency evaluation (Fieger, Villano and Cooksey, 2016). Most authors, however, choose to include the gross domestic product of the state or region (Chapple et al., 2005; Kempkes and Pohl, 2010; Zoghbi, Rocha and Mattos, 2013; Laureti, Secondi and Biggeri, 2014; Agasisti, Barra and Zotti, 2016; Barra, Lagravinese and Zotti, 2018). Likewise, considering variables at the state level, Zoghbi, Rocha and Mattos (2013) include the average years of schooling, and Kempkes and Pohl (2008) include the share of the population aged 18–35. To capture competition between universities, Agasisti, Barra and Zotti (2016) include the market share of the universities, measured as the ratio between the enrollment number at the university and the total number of enrollment in the region.

The quality of education is difficult to quantify and, hence, is only rarely included as an output in efficiency evaluations (see section 4.4). Studies that include the related determinants of efficiency are, therefore, of particular interest. Authors thereby occasionally include graduation rates (McMillan and Chan, 2006; Sav, 2012g; Fieger, Villano and Cooksey, 2016) and the dropout rates (Zoghbi, Rocha and Mattos, 2013). However, one study also takes the average final degree mark (Laureti, Secondi and Biggeri, 2014) and another takes the share of first-class and upper-second-class degrees, referring to a United Kingdom specific degree classification, into account (Stevens, 2005).

Alongside teaching, research can be seen as the main activity of an institution. It is, therefore, surprising, that only two studies include a related determinant of efficiency. Chapple et al. (2005) include a variable that depicts the research intensity, while Robst (2001) includes the amount of research expenditures.

Concluding the examination of the employed determinants, two aspects have to be noted critically. First, the choice of determinants often seems to be data driven, with a clear argumentation for the implementation of the variables frequently missing. Even though we refrain from reporting the reasoning behind the determinants in the present paper, we think that some of the above noted determinants display this shortcoming even without further exposition. Second, opposed to the above given definition by Coelli et al. (2005), the examination reveals that some of the chosen determinants are either known as input or output factors or are arguably within the institutions control. While this seems to be known to some of the authors, who make related statements in their argumentation, the determinants are used, nonetheless. In this context, the examinations by Sav
(2012c) and Sav (2012d) are worth mentioning. In both studies, efficiency estimations are contrasted, in which information is included either as an output or as a determinant of efficiency. In a similar manner, McMillan and Chan (2006) vary between including their chosen determinants in a second stage regression or as environmental variables (see section 4.3 for methodical details). We hope that these observations stimulate critical thinking and provoke a debate on the choice and suitability of determinants.

The review of determinants shows that the literature employs a wide variety of determinants. In contrast to the employed input and output factors, there seems to be no core model for determinants of efficiency so far. While the teaching side of universities is analyzed quite frequently through students or quality related variables, only two studies include further determinants concerning the research aspect of institutions. Further variables mainly concern institutional characteristics, such as the personal structure, the budget, the subject specialization and the region the institution is located in. It has to be critically noted that the choice of determinants often seems data driven, and a clear argument for the implementation of the variables is frequently missing. Moreover, some of the chosen determinants are (arguably) within the control of institutions and should, therefore, be classified as input or outputs. Given the wide variety and obvious controversy, we think that a debate on the choice and suitability of determinants and a resulting clear recommendation would be truly beneficial for future research.

5. Discussion

Assessing the relative performance of institutions is a daunting task, given the diversity of situations and environments. For the calculation, researchers have to make simplifying assumptions, which concern the underlying method as well as the chosen variables. Hence, it is crucial that authors specify and argue their respective choice. Based on the above review, the following paragraph highlights some remaining potential. We begin by summarizing some shortcomings of the reviewed literature on HE institutions. To complete the discussion, we also address the limitations of the present paper.

The above review shows that the literature is not without issues. A major concern that became obvious in the examination of the underlying assumptions (section 4.2) and applied specifications (section 4.3) relates to omitted information. Occasionally, authors forget to state which underlying functional form or which distribution of the efficiency term they assumed. Even worse, some of the reviewed studies did not specify which specification of the SFA was used for the estimation. The issue continues in the description of the utilized factors (section 4.4), with authors occasionally failing to provide detailed information on the variables. The most prominent example is the output factor publications, where almost no study in our sample provides information on the types of
publications counted or how they were aggregate to the institutional level. The problem of missing information also relates to the often absent discussion regarding the respective choice of the determinates of efficiency (section 4.5). Since missing information and argumentation are avoidable shortcomings, we hope that future authors ensure that all necessary information is provided. The structure of the review can serve as a rough guideline.

Another aspect that is in need of improvement concerns the presentation of the estimation results. Examining the literature, it is obvious that there is no standard that specifies which information should be given and how it should be presented. While most authors present the regression table either in the text or appendix (within our sample 96%), the presentation of the efficiency values varies greatly. Efficiency values are either provided in the form of the mean for the whole sample (often as descriptive statistics), for each institution (often as a table in the appendix) or as a graph (often as a histogram). While most studies choose the first version and provide a descriptive statistic, the perimeters differ. Statistics are either shown for the overall sample or subgroups, for the whole timeframe or selected years, including or excluding minimum or maximum values. Similar options of display are possible for second and third versions, with authors showing values either for the whole timeframe or for selected years. While it is not the aim of the present paper to specify which version of display is the best, we want to emphasize that there is a discrepancy and a resulting need for a standard. Only if studies on HE institutions start to provide the efficiency values in a standardized way, is it possible to compare them. It would then be feasible to perform a meta-regression analysis, as was done by Bravo-Ureta et al. (2007) for the farming sector or by Aiello and Bonanno (2016) for the banking area. The analysis would allow to retrace the causes for heterogeneity in the efficiency results between studies. The reviewer could differentiate between the variations in efficiency values that are due to the underlying sample, the assumptions, the applied specifications and the utilized factors. If future authors are in doubt about how much information to present, we would suggest providing all efficiency values (for each institution and year) in the appendix. Should researchers deliberately decide against displaying institutional efficiency values, they should not forget to mention the considered institution by name.

In addition, the overview of applied specifications (section 4.3) and utilized factors (section 4.4) showed that further potential exists for conducting a sensitivity analysis. While some authors, such as Eagan and Titus (2016), already emphasize this aspect, more comparisons of different estimations would be beneficial. In particular, the chosen input factors are rarely contrasted within one study. The additional examination would improve the studies themselves, showing if the provided results are robust to changes in assumptions, specification and factors but are also of interest to the research community, allowing further statements regarding the sensitivity and dependence of efficiency values.
The present paper also has its limitations. Creating a review of papers is a difficult undertaking. Studies are written in various contexts and use different approaches. In addition, the bundling of inputs, outputs and determinants into categories is challenging. We have, therefore, chosen a straightforward approach for the present review. The contents of the studies are presented in a type of “accounting approach”, aiming to show the reader what has been done and where to look. It would have been equally interesting to take a closer look at the reasoning of the authors, evaluating if and how they explain their assumptions and choices. Likewise, the closer assessment of connections would be revealing, observing, for example, if certain factors are frequently used in distinct combinations or only with certain specifications. As it is, this remains open for future research. In addition, a review is only as good as the underlying sample of studies. Aiming to provide a concise overview, we had to introduce some restrictions to our sample procedure (see section 3.1). Hence, we only considered studies that were published in peer-reviewed journals before or in the year 2017. Realizing that this could lead to a slightly biased sample, we additionally included footnotes at the appropriate sections that refer to excluded, but relevant, studies and current developments. Despite our comprehensive search strategy (see section 3.2), we cannot rule out that some relevant studies may have been missed.31

6. Conclusion and Outlook

For the present paper, we have taken a step back to assess where we currently stand and what we know. To this end, we systematically reviewed the literature that employs SFA to measure the efficiency of the HE sector at the institutional level. Our survey contains 63 studies, including 208 estimations, which were published in peer-reviewed journals until 2017.

The first part of the review thereby provides insights on how the literature developed in the last three decades (section 4.1). We confirmed the general perception that an increasing number of studies are evaluating the efficiency of HE institutions. Most studies are written by natives, using panel data provided by the respective statistical office to assess public universities. However, the utilized samples, in particular, the number of evaluated institutions and the evaluated timeframe, vary greatly between studies. Surprisingly, few authors compare efficiency across countries. Since suitable datasets are gradually emerging, we expect cross-country evaluations to become more frequent in the future.

Subsequent to this first insight, we turned toward the methodical details and evaluated the chosen underlying assumptions (section 4.2) and specifications (section 4.3). Evidently, a majority of studies chose to evaluate translog cost-functions, assuming a half-normal distribution of the

31 Table A.1 in the appendix contains all the reviewed studies. If an attentive reader is aware of an additional study fitting the criteria for inclusion and exclusion (explained in section 3.1), we would be grateful for a respective notice.
efficiency term. The specifications proposed by Battese and Coelli (1995), including determinants of efficiency, and by Battese and Coelli (1992), for the estimation of time-variant efficiency, are the two most frequently used approaches in the evaluation of HE institutions. However, the most prominent development concerns the consideration of heterogeneity, with a large variety of applied specifications. A further advancement in the SFA literature concerns the distinction between short- and long-term efficiency, which provides additional information and allows for a more accurate measurement of heterogeneity. Given its advantages, we believe the latter specification to be a rewarding path for future studies. A further promising step will be the inclusion of determinants to explain short- and long-term efficiency. The study by Badunenko and Kumbhakar (2017), taking this approach for the evaluation of banks, can thereby serve as an example. However, for the application to HE institutions, an introductory discussion would be vital, arguing why the respective determinant is suited for one or the other efficiency term. However, given that the literature has had difficulties identifying consistent determinants so far, this examination will be challenging. In addition, the review pointed to specifications aiming to avoid the usually necessary distribution assumptions, as another interesting and not yet exhausted topic of interest.

Following the methodical details, we reviewed the employed factors, including inputs, outputs, prices and dummy variables that were used in the frontier literature (section 4.4). The evaluation exposes that there seems to be a core composition of input and output variables that represent the expenditures as well as the teaching and research tasks of universities. However, the choice of variables complementing those is diverse. More emphasis could be laid on the third mission activities of institutions. Surprisingly, few authors vary their composition of factors, especially the inputs, within one study. Unfortunately, this limits the possibility to debate the impact of the chosen factors on the efficiency level further. Studies that do vary the employed variables show that the efficiency values differ slightly with the composition. We, therefore, recommend that future researchers put more emphasis on the robustness of their chosen variables, comparing different compositions of factors. Based on the review, it can be expected that the inclusion of input prices will become customary. While dummy variables are already frequently included in efficiency evaluations, a clear line of reasoning for doing so is often missing.

The succeeding assessment of employed determinants of efficiency (section 4.5) shows that a wide variety of factors is used, but that there is no visible standard emerging. While variables concerning the teaching side of universities are employed quite frequently, through students or quality related variables, only a few studies include further determinants depicting the research aspect of institutions. In contrast, variables representing institutional characteristics are more popular, such as the personal structure, the budget, the subject specialization and the region in which the institution is located. However, the choice of variables seems often to be data driven. Some of the
chosen variables are (arguably) not suited as determinants of efficiency, since they are within the control of the institutions. Hence, the determinants of efficiency seem to have great potential, but their implementation contains many inconsistencies so far. We, therefore, think that a debate on the choice and suitability of determinants is necessary and a resulting clear recommendation would be truly beneficial for future research.

In addition to the above noted possibilities for extensions, we would like to focus attention on some further limitations and a promising current development. Two major concerns that we pointed out in the discussion relate to the sometimes omitted information and irregular presentation of efficiency values. Since both are avoidable shortcomings, we hope that future authors will ensure that all necessary information is provided in a structured manner. In addition, we think that the further discussion on the representation of research activities of universities would be valuable. In light of the prominent critique concerning the usage of research grants as an indicator, it is surprising that the literature has so far refrained from introducing adjustments to this variable. Likewise, almost no study in our sample considers determinants of efficiency that reflect the research characteristics of institutions. Beyond these shortcomings, we think that the paper by Johnes and Tsionas (2017) forms a great basis for future studies. The authors look at the dynamics of inefficiency, focusing on mergers of English HE institutions. Given that the majority of HE sectors in Europe have undergone reforms in the last decades, the evaluation of their success would be rewarding.

While we hope that our review of the literature is useful to the research community, we want to warn against taking the easy route and using this review to simply verify that the already chosen factors are valid. Rather, we hope that our review will encourage future research and discussion on the above-shown possibilities and shortcomings.
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## Appendix

Table 1: Considered publications, sorted by year

<table>
<thead>
<tr>
<th>Reference</th>
<th>Title</th>
<th>Country</th>
<th>Type of Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Izadi et al. (2002)</td>
<td>Stochastic frontier estimation of a CES cost function: the case of higher education in Britain</td>
<td>United Kingdom</td>
<td>Cost function</td>
</tr>
<tr>
<td>Mensah and Werner (2003)</td>
<td>Cost efficiency and financial flexibility in institutions of higher education</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Chapple et al. (2005)</td>
<td>Assessing the relative performance of U.K. university technology transfer offices: parametric and non-parametric evidence</td>
<td>United Kingdom</td>
<td>Production function</td>
</tr>
<tr>
<td>Stevens (2005)</td>
<td>A stochastic frontier analysis of English and Welsh universities</td>
<td>United Kingdom</td>
<td>Cost function</td>
</tr>
<tr>
<td>McMillan and Chan (2006)</td>
<td>University Efficiency: A Comparison and Consolidation of Results from Stochastic and Non-stochastic Methods</td>
<td>Canada</td>
<td>Cost function</td>
</tr>
<tr>
<td>Johnes and Salas-Velasco (2007)</td>
<td>The determinants of costs and efficiencies where producers are heterogeneous: The case of Spanish universities</td>
<td>Spain</td>
<td>Cost function</td>
</tr>
<tr>
<td>Fu, Huang and Tien (2008)</td>
<td>University Cost Structure in Taiwan</td>
<td>Taiwan</td>
<td>Cost function</td>
</tr>
<tr>
<td>Johnes, Johnes, and Thanassoulis (2008)</td>
<td>An analysis of costs in institutions of higher education in England</td>
<td>United Kingdom</td>
<td>Cost function</td>
</tr>
<tr>
<td>Kuo and Ho (2008)</td>
<td>The cost efficiency impact of the university operation fund on public universities in Taiwan</td>
<td>Taiwan</td>
<td>Cost function</td>
</tr>
<tr>
<td>Lenton (2008)</td>
<td>The cost structure of higher education in further education colleges in England</td>
<td>United Kingdom, United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Title</td>
<td>Country/s</td>
<td>Function</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Abbott and Doucouliagos (2009)</td>
<td>Competition and efficiency: overseas students and technical efficiency in Australian and New Zealand universities</td>
<td>Australia, New Zealand</td>
<td>Distance function</td>
</tr>
<tr>
<td>Johnes and Johnes (2009)</td>
<td>Higher education institutions’ costs and efficiency: Taking decomposition a further step</td>
<td>United Kingdom</td>
<td>Cost function</td>
</tr>
<tr>
<td>Agasisti and Johnes (2009)</td>
<td>Heterogeneity and the evaluation of efficiency: the case of Italian universities</td>
<td>Italy</td>
<td>Cost function</td>
</tr>
<tr>
<td>Kempkes and Pohl (2010)</td>
<td>The efficiency of German universities - some evidence from nonparametric and parametric methods</td>
<td>Germany</td>
<td>Cost function</td>
</tr>
<tr>
<td>Johnes and Schwarzenberger (2011)</td>
<td>Differences in cost structure and the evaluation of efficiency: the case of German universities</td>
<td>Germany</td>
<td>Cost function</td>
</tr>
<tr>
<td>Mamun (2011)</td>
<td>Are Public Universities of Bangladesh Cost Efficient? An Empirical Evidence</td>
<td>Bangladesh</td>
<td>Cost function</td>
</tr>
<tr>
<td>Sav (2011)</td>
<td>Cost Efficiencies and Rankings of Flagship Universities</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Worthington and Higgs (2011)</td>
<td>Economies of scale and scope in Australian higher education</td>
<td>Australia</td>
<td>Cost function</td>
</tr>
<tr>
<td>Miranda, Gramani and Andrade (2012)</td>
<td>Technical efficiency of business administration courses: a simultaneous analysis using DEA and SFA</td>
<td>Brazil</td>
<td>Production function</td>
</tr>
<tr>
<td>Sav (2012b)</td>
<td>Managing Operating Efficiencies of Publicly Owned Universities: American University</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Sav (2012c)</td>
<td>Stochastic Frontier Estimates Using Panel Data</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Sav (2012d)</td>
<td>Does Faculty Tenure Improve Student Graduation Rates?</td>
<td>United States</td>
<td>Production function</td>
</tr>
<tr>
<td>Sav (2012d)</td>
<td>Female Faculty, Tenure, and Student Graduation Success: Efficiency Implications for University Funding</td>
<td>United States</td>
<td>Production function</td>
</tr>
<tr>
<td>Sav (2012e)</td>
<td>Frontier and envelopment evaluations of university graduation efficiencies and productivities: elements of performance based funding</td>
<td>United States</td>
<td>Production function</td>
</tr>
<tr>
<td>Sav (2012g)</td>
<td>For-Profit College Entry and Cost Efficiency: Stochastic Frontier Estimates vs Two-Year Public and Non-Profit Colleges</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Author(s) (Year)</td>
<td>Title</td>
<td>Country</td>
<td>Function</td>
</tr>
<tr>
<td>------------------</td>
<td>-------</td>
<td>---------</td>
<td>----------</td>
</tr>
<tr>
<td>Sav (2012i)</td>
<td>Minority Serving College and University Cost Efficiencies</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Sav (2012j)</td>
<td>Historically black college and university operating cost efficiencies: stochastic cost estimates and comparisons to predominately white institutions</td>
<td>United States</td>
<td>Cost function</td>
</tr>
<tr>
<td>Lu and Chen (2013)</td>
<td>Appraising the cost efficiency of higher technological and vocational education institutions in Taiwan using the metafrontier cost-function model</td>
<td>Taiwan</td>
<td>Cost function</td>
</tr>
<tr>
<td>Zoghbi, Rocha and Mattos (2013)</td>
<td>Education production efficiency: Evidence from Brazilian universities</td>
<td>Brazil</td>
<td>Production function</td>
</tr>
<tr>
<td>Das and Das (2014)</td>
<td>Technical Efficiency and Performance of the Higher Educational Institutions: A Study of Affiliated Degree Colleges of Barak Valley in Assam</td>
<td>India</td>
<td>Production function</td>
</tr>
<tr>
<td>Johnes (2014)</td>
<td>Efficiency and Mergers in English Higher Education 1996/97 to 2008/9: Parametric and Non-parametric Estimation of the Multi-input Multi-output Distance Function</td>
<td>United Kingdom</td>
<td>Distance function</td>
</tr>
<tr>
<td>Laureti, Secondi, and Biggeri (2014)</td>
<td>Measuring the efficiency of teaching activities in Italian universities: An information theoretic approach</td>
<td>Italy</td>
<td>Production function</td>
</tr>
<tr>
<td>Nemoto and Furumatsu (2014)</td>
<td>Scale and scope economies of Japanese private universities revisited with an input distance function</td>
<td>Japan</td>
<td>Distance function</td>
</tr>
<tr>
<td>Olivares and Wetzel (2014)</td>
<td>Competing in the Higher Education Market: Empirical Evidence for Economies of Scale and Scope in German Higher Education Institutions</td>
<td>Germany</td>
<td>Distance function</td>
</tr>
<tr>
<td>Erkoc (2015)</td>
<td>Assessing the research performance in higher education with stochastic distance function approach</td>
<td>Turkey</td>
<td>Distance function</td>
</tr>
<tr>
<td>Authors</td>
<td>Title</td>
<td>Country(s)</td>
<td>Method</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>----------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Kulshreshtha and Nayak (2015)</td>
<td>Efficiency of Higher Technical Educational Institutions in India</td>
<td>India</td>
<td>Distance function</td>
</tr>
<tr>
<td>Agasisti and Haelermans (2016)</td>
<td>Comparing efficiency of public universities among European countries: Different incentives lead to different performances.</td>
<td>Italy, Netherlands</td>
<td>Cost function</td>
</tr>
<tr>
<td>Agasisti (2016)</td>
<td>Cost structure, productivity and efficiency of the Italian public higher education industry 2001–2011</td>
<td>Italy</td>
<td>Cost function</td>
</tr>
<tr>
<td>Agasisti, Barra and Zotti (2016)</td>
<td>Evaluating the efficiency of Italian public universities (2008-2011) in presence of (unobserved) heterogeneity</td>
<td>Italy</td>
<td>Distance function</td>
</tr>
<tr>
<td>Bolli et al. (2016)</td>
<td>The differential effects of competitive funding on the production frontier and the efficiency of universities</td>
<td>Finland, Italy, Netherlands, Norway, Portugal, Spain, Switzerland, United Kingdom</td>
<td>Distance function</td>
</tr>
<tr>
<td>Fieger, Villano and Cooksey (2016)</td>
<td>Efficiency of Australian technical and further education providers</td>
<td>Australia</td>
<td>Production function</td>
</tr>
<tr>
<td>Johnes and Johnes (2016)</td>
<td>Cost, efficiency, and economies of scale and scope in the English higher education sector</td>
<td>United Kingdom</td>
<td>Cost function</td>
</tr>
<tr>
<td>Rzadzinski and Sworowska (2016)</td>
<td>Parametric and Non-Parametric Methods for Efficiency Assessment of State Higher Vocational Schools in 2009-2011</td>
<td>Poland</td>
<td>Production function</td>
</tr>
<tr>
<td>Agasisti and Belfield (2017)</td>
<td>Efficiency in the community college sector: stochastic frontier analysis</td>
<td>United States</td>
<td>Production function</td>
</tr>
<tr>
<td>Bachan (2017)</td>
<td>Grade inflation in UK higher education</td>
<td>United Kingdom</td>
<td>Production function</td>
</tr>
<tr>
<td>Barra, Lagravinese and Zotti (2018)</td>
<td>Does econometric methodology matter to rank universities? An analysis of Italian higher education system</td>
<td>Italy</td>
<td>Distance function</td>
</tr>
<tr>
<td>Gralka (2018)</td>
<td>Persistent inefficiency in the higher education sector: evidence from Germany</td>
<td>Germany</td>
<td>Cost function</td>
</tr>
</tbody>
</table>