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Abstract

This paper introduces new inference methods for counterfactual and synthetic control meth-
ods for evaluating policy effects. Our inference methods work in conjunction with many mod-
ern and classical methods for estimating the counterfactual mean outcome in the absence of a
policy intervention. Specifically, our methods work together with the difference-in-difference,
canonical synthetic control, constrained and penalized regression methods for synthetic control,
factor/matrix completion models for panel data, interactive fixed effects panel models, time se-
ries models, as well as fused time series panel data models. The proposed method has a double
justification. (i) If the residuals from estimating the counterfactuals are exchangeable as implied,
for example, by i.i.d. data, our procedure achieves exact finite sample size control without any
assumption on the specific approach used to estimate the counterfactuals. (ii) If the data exhibit
dynamics and serial dependence, our inference procedure achieves approximate uniform size
control under weak and easy-to-verify conditions on the method used to estimate the counter-
factual. We verify these condition for representative methods from each group listed above.
Simulation experiments demonstrate the usefulness of our approach in finite samples. We ap-
ply our method to re-evaluate the causal effect of election day registration (EDR) laws on voter
turnout in the United States.

1 Introduction

We consider the problem of making inference on the causal effect of a policy intervention in an
aggregate time series setup with a single treated unit. The treated unit is observed for a number of
periods before and after the intervention occurs. Often, there is additional information in the form
of possibly very many untreated units, which can serve as controls. Such setups frequently arise
in applied economic research and there are various different approaches to estimate the policy
effects of interest. A non-exhaustive list of methods includes difference-in-differences methods
(e.g., Ashenfelter and Card, 1985; Card and Krueger, 1994; Bertrand et al., 2004; Athey and Imbens,
2006; Angrist and Pischke, 2008), synthetic control models (e.g., Abadie and Gardeazabal, 2003;
Abadie et al., 2010, 2015; Li, 2017), penalized regression models for synthetic controls (e.g., Valero,
2015; Doudchenko and Imbens, 2016), factor, matrix completion and interactive fixed effects models

*We are grateful to seminar participations at the University of Chicago, the University of Wisconsin Madison, UC Los
Angeles, and UC San Diego for valuable comments. All errors are our own.
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for panel data (e.g., Bai, 2003; Pesaran, 2006; Bai, 2009; Kim and Oka, 2014; Gobillon and Magnac,
2016; Xu, 2017; Athey et al., 2017; Amjad et al., 2017), matching methods (e.g., Heckman et al.,
1997, 1998; Dehejia and Wahba, 2002), as well as standard time series models. Doudchenko and
Imbens (2016) and Gobillon and Magnac (2016) provide comparative overviews. We refer to these
approaches as counterfactual and synthetic control methods (CSC) methods.

The main objective and contribution of this paper is to provide inference procedures for policy
effects estimated by CSC methods. There are several practical issues which render inference in
typical CSC setups challenging. First, the number of pre-treatment periods 7 and, in particular,
the number of post-treatment periods 7 are both small. Second, the data exhibit dynamics and
serial dependence. Third, the number of (potential) control units J is of the same order as 7j. This
leads to a need for some regularization. Finally, since there is only one treated unit and 7j and
T, are small, treatment effects cannot be estimated consistently. This paper develops an inference
approach to address these challenges.

We analyze a general counterfactual modeling framework (CMF) that nests and generalizes
many traditional and new methods for counterfactual analysis. Specifically, we focus on models
which are able to generate a mean-unbiased proxy P} for the counterfactual outcome of the treated
unit in the absence of the policy Y;}:

YIJX:PtN"‘Ut’ E(uw)=0, t=1,...,T+ T..

The policy effect in period ¢ is given by oy = Y{, —Y{), where Y7, is the counterfactual outcome of the
treated unit with the policy. We are interested in testing hypotheses about the trajectory of policy
effects in the post-intervention period: o = {a;}70+7>

t=To+1"
a® = {af tTiJTrbT* and test the sharp null Hy : @ = a°. We also consider testing hypotheses about a

Specifically, we postulate a null trajectory

single time periods, Hy : a; = af, as well as in constructing pointwise confidence intervals for oy.
The basic idea of our testing procedure is the following. Under the sharp null hypothesis, we can
construct Y{) foreach t € {1,..., Ty + T}, estimate P}, and back out the residuals ;. Under our
assumptions, the distribution of {u; } in the post treatment period should be the same as that of {u;}
in the pre-treatment period. We operationalize this idea by proposing a conformal/permutation
inference procedure in which p-values are obtained by permuting the estimated residuals across
the time series dimension. The proposed procedure has a double justification:!

(i) Exact Validity under Strong Assumptions.

If the residuals {1} are exchangeable, our inference procedure achieves finite sample (non-
asymptotic) size control without any assumption on the method used to estimate P/. Ex-
changeability of {,} is implied, for example, if the data are i.i.d. across time under the null,
but holds more generally.

(ii) Approximate Validity under Weak Assumptions.

If the data exhibit dynamics and serial dependence, our inference procedure has an approx-
imate finite sample justification under stationarity and weak dependence of u; and easy-to-
verify conditions (pointwise consistency and consistency in prediction norm) on the method
used to estimate the counterfactual mean proxy P/¥. These conditions can be verified for
many different CSC methods. We provide concrete sets of sufficient conditions for a rep-
resentative set of methods, including canonical synthetic control estimators, factor/matrix

QOur title is inspired by Chung and Romano (2013), who show that permutation tests have a double justification
under two different sets of assumptions.



completion models, interactive fixed effects estimators, Lasso, simple time series models, as
well as fused time series panel data models.

To derive the theoretical properties of our inference procedure, we develop general results on
exact and approximate permutation inference, which may be of independent interest in many con-
formal and permutation inference problems.

As part of developing our results, we introduce the ¢;-constrained least squares estimator (con-
strained Lasso) (e.g., Raskutti et al., 2011) as an essentially tuning free alternative to existing pe-
nalized regression estimators in settings with potentially many control units. Our analysis of con-
strained Lasso further provides new results for classical synthetic control estimators in settings
with potentially very many control units.

We discuss two extensions of our main results. First, we show that our methods can be mod-
ified to test hypotheses about average effects @ = 1/T ng}rgj;l at. Second, we propose easy-to-
implement specification tests that allow us to assess the plausibility of the key assumptions under-
lying the proposed inference procedure.

Simulation experiments demonstrate favorable finite sample properties of the proposed infer-
ence procedures. To illustrate the practical usefulness of our methods, we revisit the analysis of the
effect of Election Day Registration (EDR) laws on voter turnout in the United States by Xu (2017).

1.1 Related Literature

Conceptually, our procedure builds on the literature on conformal prediction (Vovk et al., 2005,
2009; Lei et al., 2013, 2017) and, more broadly, on the literature on permutation tests (Romano,
1990; Lehmann and Romano, 2005), which was started by Fisher (1935) in the context of random-
ization; see also Rubin (1984) for a Bayesian justification. Conformal inference, a form of permu-
tation inference, is a distribution-free approach for forming prediction intervals. The basic idea is
classical: Let {Y7,...,Yr} be a random sample drawn from a distribution P. To decide whether a
new draw Y7, = y should be included in the prediction set, we test the hypothesis that Y7, = v.
A distribution-free and valid p-value can be constructed based on the quantile of the empirical dis-
tribution of the augmented sample {Y7,...,Y,,, y}. We still prefer to use the name “conformal” to
designate a more specialized area of permutation inference that specializes on building predictive
confidence intervals. Our analysis will deviate from the basic analysis of permutation inference,
when we have to deal with dependent data and the fact that the models will be estimated. Our asymp-
totic results will be of independent interest for any type of permutation inference carried out for
dependent data (see our Propositions 1 and 2). On a more general conceptual level, our approach
is also connected to transformation-based approaches to model-free prediction (Politis, 2015).

The proposed inference procedure is further related to Andrews (2003)’s end-of-sample stabil-
ity test based on subsampling. Besides a different focus (inference on policy effects vs. testing for
structural breaks), there are several major differences. First, our procedure has exact validity under
exchangeability and we obtain approximate finite sample bounds under weak conditions on the
estimators, while such properties have not been established for Andrews (2003)’s test. The second
major difference is that our test only requires stationarity and weak dependence of the stochastic
process {u;}, whereas Andrews (2003)’s test is based on stationarity of the data.? A third major
difference is that our procedure works in conjunction with many modern high-dimensional esti-

2 Andrews (2003) briefly comments on page 1681 (comment 4) that his test can be shown to be asymptotically under
stationary errors, but does not provide a formal result.



mators, whereas Andrews (2003) focuses on low-dimensional GMM-type models. Hahn and Shi
(2016, Section 5) informally suggest applying the end-of-sample stability test in the context of syn-
thetic control methods and Ferman and Pinto (2017a) use a version of this test in the context of
difference-in-differences approaches with few treated groups.

Our paper contributes to the literature on inference for CSC methods with few treated units.
One part of the literature considers a finite population approach, which relies on the assumption
that potential outcomes are fixed but a priori unknown and that, conditional on observables, the
treatment assignment is random (Firpo and Possebom, 2017). These assumptions justify the appli-
cation of permutation tests similar to Fisher (1935)’s randomization test. For instance, Abadie et al.
(2010, 2015) permute which unit is assigned to the treatment and then compare the actual treatment
effect estimates to the permutation distribution.® Firpo and Possebom (2017) and Ferman and Pinto
(2017b) provide a comprehensive discussion of the theoretical aspects of such testing procedures.
While finite population permutation approaches have traditionally been employed in conjunction
with synthetic control methods, they can also be applied to a broader class of methods including
difference-in-differences approaches, elastic net, and best subset selection, see, e.g., Doudchenko
and Imbens (2016). Our approach will instead carry out the permutations over stochastic errors
in the potential outcomes with respect to time, and not the cross-sectional units. These types of
permutations rely on weak dependence of stochastic errors over time rather than exchangeability
of the errors across treated units. While are results are for permutations across the time series di-
mension, our general results on exact and approximate permutation inference (Propositions 1 and
2) also apply to permutations across units (subject to switching indices). This provides a rigorous
formal justification for the inference procedure of Abadie et al. (2010, 2015) under a set of sufficient
conditions, which differ substantially from existing ones (e.g., Firpo and Possebom, 2017). We will
justify our approach for a great variety of models to build counterfactual proxies for outcomes in
the absence of the policy intervention, including many popular synthetic control, panel data, and
fused time series panel models.

Another part of the literature considers asymptotic inference for CSC models. Asymptotic ap-
proaches often focus on testing hypotheses about average effect over time, &, and require that 7
and often also 7 tend to infinity. Carvalho et al. (2017) derive the asymptotic distribution of & in se-
tups where the counterfactual is estimated based on Lasso and Li (2017) studies inference based on
the constrained least squares estimator of Abadie et al. (2010, 2015). Xu (2017) proposes an asymp-
totic bootstrap inference procedure based on factor models, but leaves the formal justification of
this procedure for future research. By contrast, our approach will instead be based on permu-
tation distributions, and will be shown to be formally valid exactly under strong exchangeability
assumptions and approximately valid under stationarity and weak dependence of {u;} and very
weak conditions on the estimator for P. We verify these conditions for many different methods
including constrained least squares estimators, Lasso, and factor models.

1.2 Plan of the Paper

The remainder of this paper is structured as follows. Section 2 introduces our basic modeling frame-
work, the proposed inference method, and various models for counterfactuals P/¥. In Section 3, we
establish the finite sample validity of our procedure if {4} is exchangeable and the approximate

*Conley and Taber (2011) propose a conceptually related inference procedure for difference-in-differences models
with few policy changes, which exploits cross-sectional information about the distribution of the unobserved compo-
nents.



finite sample validity under stationarity and weak dependence of {u;} and weak and easy-to-verify
high-level conditions on the estimator of /. Section 4 discusses two extensions of our procedure.
In Section 5, we verify the high-level conditions for several representative CSC estimators. Section
6 presents simulation evidence on the finite sample properties of our estimators. In Section 7, we
illustrate our procedure by reanalyzing the impact of EDR laws on voter turnout. Section 8 con-
cludes. The appendix contains all proofs as well as some general results on the exact and approx-
imate validity of conformal and permutation inference procedures which may be of independent
interest.

2 A Conformal Inference Method

2.1 The Counterfactual Model

We consider a time series of 7" outcomes for a treated unit, labeled j = 1. During the first T periods
the unit is not treated by a policy, and during the remaining 7' — Ty = T it gets treated by a policy.
Our typical setting is where T is short compared to 7. There may be other units which are not
exposed to treatment, and they will be introduced below. We denote the observed outcome of the
treated unit by Y7;. Our analysis is developed within the potential (latent) outcome framework
(Neyman, 1923; Rubin, 1974). Potential outcomes with and without the treatment are denotes as
Y}, and Y/)'. The policy effect of interest in period ¢ is given by «; = Y} — Y.

Our conformal inference method will rely on the following counterfactual modeling framework:

Assumption 1 (Counterfactual Model). Let { P} be a given sequence of mean unbiased signals or proxies
to the counterfactual outcomes {Y} } in the absence of the intervention, that is {E (PN)} = {E (Y/)}. Let
{ou} be a fixed treatment effect sequence such that o = 0 for t < T, so that potential outcomes under the

intervention are given by {Y{,} = {Y{Y + a;}. In other words, the following system of structural equations

holds:
Yljtv = PN+

BE(u) =0, t=1,....T, CMF
Vi = PN+t () (CME)

where {u;} is a centered stationary stochastic process. Observed outcomes are related to potential outcomes
as
Vie=Y{ +D, (Y, -Y{), t=1,....T,

where Dy = 1 (t > Tp) is the treatment indicator.

Assumption 1 introduces potential outcomes, but also postulates an identifying assumption in
the form of the existence of mean-unbiased proxies P}’ such that

EPN)=EYY), t=1,...,T.

We will discuss specific panel data and time series models that postulate (and identify) what P}
is under a variety of conditions. Additional assumptions on the stochastic shock process {u:} will
be introduced later, in essence requiring {u} to be either i.i.d. or more generally a stationary and
weakly dependent process. In principle, the treatment effect sequence {a;} can be allowed to be
random, and we can interpret our model and the results as holding conditional on a given {«;}.
Hence, there is not much loss of generality in assuming that the sequence is fixed. Assumption 1
also postulates that the stochastic shock sequence will be invariant under the intervention. This
is the key identifying assumption. In principle, we can relax this assumption by specifying for
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example the scale and quantile shifts in the stochastic shocks that result from the policy, and then
working with the resulting model; we leave this extension to future work. The CMF nests many
traditional and new methods for counterfactual policy analysis, including difference-in-differences
methods, canonical synthetic control, constrained and penalized regressions for synthetic control,
factor /matrix completion models for panel data, interactive fixed effects panel models, univariate
time series models, as well as fused time series panel data models.

Often, we have additional information in the form of untreated units, which can serve as con-
trols. Specifically, suppose that there are J > 1 control units, where control units are indexed by
Jj =2,...,J + 1. We observe all units for all T" periods, although this assumption can be relaxed.
Let Y;; denote the observed outcome for these untreated units. This observed outcome is equal to
the outcome in the absence of the policy intervention, Yj]tV , so that

Y]t:YN ]:2”J—‘—17 tzl,,T

Jto

For each unit, we may also observe a vector of covariates X ;. This motivates a variety of strategies
for modeling and identifying P/ as discussed below.
In a nutshell, our inference approach will postulate a null trajectory:

ao = {ato};,T:To °

Under Assumption 1, we can subtract of from the observed Yj; in post-treatment period and to
compute Y. Using appropriate panel data or time series approaches, we can model, identify,
and estimate P} to back out the distribution of {u;} under the null hypothesis. We will use this
distribution to compute the null distribution of the relevant test statistic, and then compare the
actual observed statistic against this distribution. We will justify this procedure as exactly valid
under strong assumptions, and asymptotically valid under very weak assumptions.

2.2 Hypotheses of Interest, Test Statistics, and p-Values

We are interested in testing hypotheses about & = (a4 1, - - -, ar)’. Our main hypothesis of interest
is

Hy:a=<a° @))
where a® = (a4, 1, -+, onT)/ is a postulated policy effect trajectory. Hypothesis (1) is a sharp null

hypothesis. It fully determines the value of the counterfactual outcome with the treatment in the
post treatment period since Y}y = Y{} — a; = Y1; — a;. Our procedure can be extended to testing
hypotheses about average effects as discussed in Section 4.1. While a® can generally be an unre-
stricted function of ¢, it is sometimes useful and interesting to consider parametric hypotheses such
as

af:a‘l’—i-ag(t—To), t>1Ty.

To describe our procedure, we write the data under the null as Z = (Z1, ..., Zr)’, where
N N N !
_{(Ylt7Y2t""7YJ+1t7Xit""’XfI+1t) ) t<To
- /
(Y —ad, Ve, YN X X)), t>To.

Using one of the methods described below, we will obtain a counterfactual proxy estimate P¥
using Z, and obtain the residuals

N N IRV N N PN
= (ty,...,0r), =Y, —PFP", t=1,..,T.



Definition of Test Statistic S. We consider the following test statistic:

1/q

T
1
S(i) = Sy(t) = | —= D |l
T*t T
=To+1

In applications we will mostly be using S; by setting ¢ = 1, which behaves well under heavy-
tailed data. We note that other test statistics could be considered as well. When the nature of the
statistic is not essential, we write S = S;. S is constructed such that high values indicate rejection.

Remark 1. When capturing deviations in average treatment effect 7! ZtT:TO 41 Ot it is useful to
consider the statistic of the form:

T
1
S(u) = Ug| .
(4) ﬁT*t%:Ht

We use permutations to compute p-values. A permutation 7 is a one-to-one mapping 7 :
{1,...,T} — {1, ...,T}. We denote the set of all permutations under study as II. Throughout the pa-
per we assume that II contains the identify map I. We mainly focus on two different sets of permuta-
tions: (i) The set of all permutations, which we call i.i.d. permutations, I1,;; and (ii) the set of all (over-
lapping) moving block permutations, I1_,. The elements of this set are defined by j € {1,...,7 — 1}
and the permutation 7; does the following;:

, {z +j ifitj<T
T =9 .
i1+ 7 —T otherwise.

The choice of IT does not matter affect the exact finite sample validity of our procedures if the
residuals are exchangeable. However, the set of all i.i.d. permutations will typically have more
elements than the set of moving block permutations. For the approximate finite sample results, the
choice of IT depends on the the assumptions that we are willing to impose on u;. One the one hand,
if u; isi.i.d. approximate size control can be established based on both sets of permutations. On the
other hand, if u; exhibits serial dependence, we will have to rely on moving block permutations.

Here we introduce other permutation groups, which we call the “i.i.d. block” and “overlapping
block” permutations. To define the first group, we divide the data up into non-overlapping K =
T'/m blocks of size m. Then we construct the “i.i.d” permutations of all blocks. Specifically, let
{b1,...,bk} be the partition of {1,...,T}, then we collect all the permutations 7 of these blocks,
forming the “i.i.d. m-block” permutation II,,;. Finally, by taking the composition I, = IL,,,,11_,
we create the “overlapping m block” group Il,;, the permutation analog of the “overlapping block”
bootstrap. These ideas are very close to bootstrap and /or subsampling, with the difference that our
method will actually be exact under i.i.d. data and approximately valid for general data, with no
limit distributions required. In our context choosing m = T is natural, though other choices should
work as well, similarly to the choice of block size in the time-series bootstrap.



Figure 1: Permutations: "L.I.D", "Moving Blocks", "LI.D. Blocks".

Notes: The left figure gives an example of an "i.i.d" permutation, the middle figure gives the "moving block" per-
mutation, the right figure gives an "i.i.d. block" permutation. In the "i.i.d" permutation, = : {1,2,3,4,5,6,7,8}
{5,7,2,8,1,3,4,6}. In the "moving block" permutation = : {1,2,4,5,6,7,8} — {8,1,2,3,4,5,6,7}. In the "i.i.d. block"
permutation 7 : {{1,2},{3,4},{5,6},{7,8}} — {{3,4},{7,8},{1,2},{5,6}}, swapping all 2-blocks. The collection
of all permutations forms the "i.i.d.group I,y and the collection of all moving block permutations forms the "moving"
group II_,, the collection of all "i.i.d.block permutations forms the "i.i.d. block" group IL,. The concept “group" formally

includes the requirement that IT7 = II for all = € II.

For each 7 € TI, let @ir = (ir(1), .-, Ur(r)) denote the vector of permuted residuals. We note
that if the estimator used in approximating P}V is invariant to permutations of the data {Z,} across
the time series dimension (which is the case for most of the estimators we consider in Sections 2.3
and 2.4), permuting {4} is equivalent to permuting {Z;}.

Definition of p-Value. The estimated p-value is
p=1-F(S(a),

where

F(x):|r1”21{5(aﬁ)<x}.

mell

An important special case of the testing problem (1) occurs if 7% = 1 in which case
Ho Lo = a% (2)

Finally, suppose we are interested in testing

Hy:ap=aof 3)
for some fixed t > Ty. Hypothesis (3) can be tested by redefining Z as Z = (Zy,..., Z1y, Zy)
and testing (2). Pointwise confidence intervals for ¢t € {Tp + 1,...,T'} can be constructed by test
inversion.

Next, we develop several models for generating the counterfactual proxies P;".

2.3 Models for Counterfactual Proxies PV via Synthetic Control and Panel Data

The availability of control units motivates several modeling strategies for P}V (a non-exhaustive list
of references on these different approaches is provided in the introduction).

8



2.3.1 Difference-in-Differences Methods

The difference-in-difference model postulates

using an average of J > 1 of outcomes of control units as a proxy. This model automatically embeds
the identifying information. The counterfactual can be estimated as

| B i A

AN N

By :?OZ Ylt—jzyjt +jZth-
=1 j=2 j=2

2.3.2 Synthetic Control and Constrained Least Squares Estimators
The canonical synthetic control postulates the model

J+1
N
P = E w5 Vit,
J=2

where w = (ws, ..., w 4+1)" is a vector of weights satisfying w > 0 and ijz wj = 1.
We also need to impose an identification condition that allows us to identify the weights, for
example*:

(SC) Assume that the structural shocks u; for the treated units are uncorrelated with contempora-
neous values of the outcomes, namely:

B (udYi}) =0, @

The counterfactual is estimated as

J+1
N .
P; :E w;Yje
Jj=2

We focus on the following canonical SC estimator for w:
TO J+1 2 J
W = arg minz Yi: — ijth st. w>0 and ij =1. 5)
w
t=1 j=2 j=2

As an alternative, we can consider the more flexible model

J+1
PN =pu+ ijth, where ||Jw||; < 1.
j=2

“More generally, other exclusion restrictions could be used.

>We focus on the canonical problem (5) for concreteness. Abadie et al. (2010, 2015) consider a more generalized
version, which also includes covariates into the estimation of the weights w. Doudchenko and Imbens (2016) refer to the
estimator (5) as constrained regression.



maintaining the same identifying assumption (SC). The counterfactual is estimated as

+
—_

J
BN =p+) Y

<.
||
N

by the /;-constrained least squares estimator, or constrained Lasso, (e.g., Raskutti et al., 2011):

2
J+1

To
(f1,) = arg (mln) Z Yie—p— Z w; Y s.tt. [Jw|1 <1 (6)
1= j=2

The advantage over other penalized regression methods discussed next is that constrained
Lasso is essentially tuning free, and will be shown to be valid under very weak conditions. We
will verify that these estimators are valid in our framework under weak conditions in setups with
potentially many controls J. Finally, we note that it is straightforward to incorporate (transforma-
tions of) covariates X ;; into the estimation problems (5) and (6).

2.3.3 Penalized Regression Methods

Consider the following regression model for P/

J+1
PtN = M+ij}/3t,
=2

where 1 is an intercept term w = (w2, ..., w 41)" is a vector of weights. Here, we maintain the
identifying assumption (SC). Under this assumption the counterfactual is estimated by

J+1
BN =p+) Yy
=2
where
To J+1 2
(A, ) = arg min S Vie—p=> wiYi | +P(w) 7)
W) oy =2

where P(w) is a penalty function, which penalizes deviations away from zero. If it is desired to
penalizes deviations away from other focal points w?, for example, w® = (1/J,...,1/J) used in the
difference-in-differences approach, we may always use instead:

P(w) + P(w —w°)

Note that it is straightforward to incorporate covariates X; into the estimation problem (7).

Different variants of P(w) can be considered. For example:

e Lasso (Tibshirani, 1996): P(w) = A||w||1 where ) is a tuning parameter. A version is the
Post-Lasso estimator, which refits the weights after removing variables with zero weight.

e Elastic Net (Zou and Hastie, 2005): P(w) = A((1 — a)||w||2 + a||wi]||1) where A and « are
tuning parameters.
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e Lava (Chernozhukov etal., 2017): P(w) = inf,4p—w A ((1 — @)]|al|2 + «||b]|1), for where X and
« are tuning parameters.

We will impose only weak requirements on the performance of the estimators (pointwise con-
sistency and consistency in prediction norm), which implies that these estimators are valid in our
framework under any sufficient set of conditions that exist in the literature.

2.3.4 Interactive Fixed Effects Models/Matrix Completion Models

Consider the following interactive fixed effects (FE) model for treated and untreated units:
Yj]tV:/\;»Ft—i—X]’-tﬂ—l—ujt forl<j<J+1land1<t<T, 8)

where F; are the time-varying factors, \; are unit specific factor loadings, and 3 is a vector of com-
mon coefficients.

(FE) We assume that uj; is uncorrelated with (X, F}, A;), as well as other identification conditions
in Bai (2009).

The model leads to the following proxy:
PN = X\ F, + X1,8. ©)
Counterfactual proxies are estimated by
PN = N F, + X1,5.

where \; and F}, and 3 are obtained using the alternating least squares method (which allow for
unbalanced data) applied to the model (8); see e.g. Bai (2009) and Hansen and Liao (2016).
Model (8) nests the classical factor model

NiFy 4+ X8 = N Fy
0

which in turn covers the traditional linear FE model, in which

There is a large body of work on these type of models; in econometrics these models are called
interactive effects and augmented factor models and in statistics and machine learning they are
called low-rank approximations and estimated through penalization methods or through universal
singular value thresholding (upon imputing the missing entries with some reasonable proxies);
see, e.g., Amjad et al. (2017) and Athey et al. (2017), where such methods are used for predicting
counterfactual response, albeit they do not provide inference methods. Our proposal delivers a
way to perform valid inference for policy effects in these models, including the recent new methods,
even though we shall be focusing on Bai (2009)’s alternating least squares estimator when verifying
our conditions. The results in Hansen and Liao (2016) imply that our high-level conditions hold for
their estimator.
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2.4 Models for Counterfactual Proxies via Time Series and Fused Models
24.1 Simple Time Series Models

If no control units are available, one can use time series models for the single unit exposed to the
treatment. For example, consider the following autoregressive model:°

Y — = oYy — 1)+

E Ut ) = 0, Ut i.i.d., t= 1, ce ,T. (10)
Yllt—M:P(Yljé_l)—ﬂ)‘f‘Oét—i-ut () fue)

In this model the mean unbiased proxy is given by:

PN =+ P(Yfé—n — 1)

Note that the policy effect here is transitory, namely it does not feed-forward itself on the future
values of Y}, beyond the current values.” Under the null hypothesis, we can impute the unobserved
counterfactual as Yff = Yj: — oy, for t > Tp, and estimate the model using traditional time-series
methods and we can make conformal inference based on the residuals.

The simplest form of the autoregressive model is the AR(K) process, where the p(-) take the
form:

K
p() =" pLH(),
k=0

where L is the lag operator. There are many identifying conditions for these models, see for example
Hamilton (1994) or Brockwell and Davis (2013).
Or more generally, we can use a nonlinear function of lag operators,

which arises in the context of using neural networks for predictive time series modeling (e.g., Chen
and White, 1999; Chen et al., 2001) and we refer to the latter for identifying conditions.
2.4.2 Fused Time-Series/Panel Models

A simple and generic way to combine the insights from the panel data and time series models is as
follows. Consider the system of equations:

Yy =Cf +e et = pler—1) + ug, {us} iid. E(ug) =0,

t=1,....T, 11
Yl =CN+a;+e; | {u}is independent of {CV}, o

where C} is a panel model proxy for Y7}/, identified by one of the panel data methods. Note that
the model has the autoregressive formulation:
Y =Y + p(Yljéfl) - CYy) +

thereby generalizing the previous model.
Here the mean unbiased proxy for Y} is given by

PN =G + p(es-1).

We can also add a moving average component for the errors, but we do not do so for simplicity.
"We leave the model with persistent, feed-forward effects, of the type Yi; = p(YII(tfl)) + ot + uy, to future work.
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P} is a better proxy than C}¥ because it provides an additional noise reduction through prediction
of the stochastic shock by its lag. The model combines any favorite panel model C¥ for counter-
factuals with a time series model for the stochastic shock model in a nice way: we can identify C}¥
under the null by ignoring the time series structure, and we then we can identify the time-series
structure off the residuals Y{)’ — C}, where the missing observations Y;) for ¢t > Tj are obtained
as V) = Y1; — oy. Estimation can proceed analogously. This can improve upon the quality of our
inferential procedure.

3 Theory

In this section, we provide theoretical justification for the validity of our conformal inference method.
We derive theoretical results that are non-asymptotic in nature and hence hold in finite samples.
When strong assumptions are imposed, the proposed approach is exact in a model-free manner.
Under very weak assumptions, finite-sample bounds are provided for the size properties of our
procedure; these bounds imply that our approach is asymptotically exact.

3.1 Exact Validity under Strong Assumptions

The following result shows that our conformal inference approach achieves finite sample size con-
trol if the estimated residuals {;} are exchangeable. The result is model-free in the sense that we
do not need to use a correct or consistent estimator P}V for P}V.

Theorem 1 (Exact Validity). Suppose that the Counterfactual Model stated in Assumption 1 holds and the
null hypothesis (1) is true. Let II be the set of moving block permutations, the set of i.i.d. and overlapping
block permutations, or the set of i.i.d. permutations. More generally, let 11 form a group in the sense that
7 = 11 for all # € T1. Suppose that {i;}1_, is exchangeable with respect to I1 under the null hypothesis.
Then the permutation p-value is unbiased in level:

P(p<a)<a.

Theorem 1 is the first main result of this paper. It states that if the residuals are exchangeable,
under the null, the proposed conformal inference method achieves finite sample size control. Ex-
changeability of the residuals is implied, for example, if the data {Zt}le are i.i.d. under the null, as
shown in Lemma 1, but holds more generally. For example, in the difference-in-difference model
the outcomes data can have an arbitrary common trend eliminated by differencing, making it pos-
sible for 4; = PN — PN to be i.i.d. (or exchangeable more generally) with non i.i.d. data.

Lemma 1 (Exchangeability with L1.D. Data). Suppose that 4, = g(Z;, B), where the estimator 3 =
B({Z:}L)) is invariant with respect to any permutation of the data. Then if {Z;}]_, is an iid. or an
exchangeable sequence, then {4}, is an exchangeable sequence.

Of course, the exchangeability assumption is strong and may not be plausible in many applica-
tions. However, it allows us to discipline the choice of our inference procedure. Any permutation
procedure which approximately works under dependence should have desirable properties under
exchangeability. Our procedure enjoys exact finite sample validity and is fully robust to misspeci-
fication of the method for estimating P;".
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3.2 Approximate Validity under Weak Assumptions

In this section, we show that the proposed inference procedure has an approximate justification
when the residuals are not exchangeable.

Assumption 2 (Regularity of the Stochastic Shock Process). Assume that the pdf of S(u) exists and is
bounded, and that the stochastic process {u;}1_, satisfies one of the following conditions.

1. {u}l_ | areiid., or

2. {uy}I, are stationary, strongly mixing, with the sum of mixing coefficient bounded by M.

Assumption 2 is the main condition underlying our results. We can view it as much weaker than
the previous assumption, since the data can be very general. Assumption 2.1 of i.i.d. shocks is our
first sufficient condition. Under this condition, we will be able to use i.i.d. permutations, giving us
a precise estimate of the p-value. The i.i.d. assumption can be replaced by Assumption 2.2, which is
a widely accepted, weak condition, holding for many commonly encountered stochastic processes.
It can be easily replaced by an even weaker ergodicity condition, as can be inspected in the proofs.
Under this assumption, we will have to rely on the moving block permutations.

Remark 2. The assumption above can be generalized further, by requiring that the stochastic pro-
cess {u;}1_, satisfies one of the following conditions conditional on a random element V:

1. Exchangeability: {u;} are i.i.d. variables, conditional on V, or

2. Conditional ergodicity: {u;} are stationary, strongly mixing, conditional on V', with the sum of the
mixing coefficient bounded by M.

We also impose the following condition on the estimation error under the null hypothesis.

Assumption 3 (Consistency of the Counterfactual Estimators under Null). Let there be sequence of
constants o7 and vy converging to zero. Assume that with probability 1 — ~r,

(1) the mean squared estimation error is small, | PN — PN ||3/T < 62;
(2) for To + 1 < t < T, the pointwise errors are small, ]PtN — PtN | <dr;

Assumption 3 imposes weak and easy-to-verify conditions on the performance of the estimators
P} of the counterfactual mean proxies P}. These conditions are readily implied by the existing
results for many estimators discussed in Section 2. In Section 5, we provide explicit conditions and
references to explicit conditions, which imply these conditions.

Theorem 2 (Approximate Validity of the Conformal Inference for Policy Effects). We assume that
T, is fixed, and T — oo. Suppose that the Counterfactual Model stated in Assumption 1 holds, and that
Assumption 3 holds. Impose Assumption 2.1 if i.i.d. permutations II are used. Impose Assumption 2.2, if
moving block permutations are used. Assume the statistic S(u) has a density function bounded by D under
the null. Then under the null hypothesis Hy, the p-value is approximately unbiased in size:

|P(p < a)—al < C0r+ /or +77) = 0.

where o7 = (T./Tp)/*(log T). The constant C does not depend on T, but depends on Ty, M, D, and q.
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The bound above is non-asymptotic, allowing us to claim uniform validity with respect to a rich
variety of data generating processes. Using simulations and empirical examples, we verify that our
tests have good power, and generate meaningful empirical results. There are other considerations
that also affect power. For example, the better the model for PtN , the less variance the stochastic
shocks have, subject to assumed invariance to the policy. The smaller the variance of the shocks,
the more power the testing procedure will have.

4 Extensions
In this section, we discuss two extensions of our main results.

4.1 Testing Hypotheses about Average Effects

In addition to testing sharp null hypotheses, researchers are often also interested in testing hypothe-
ses about average effects (e.g., Gobillon and Magnac, 2016; Carvalho et al., 2017; Li, 2017):

Hy:a=a°, (12)
where
1 Z
a = — Z Q.
* t=Top+1

For any random variable V;, let V, =T 1 ZZ;FTT Ly, To simplify the exposition, we assume that

T'/T, is an integer. Our inference procedure can be modified to test hypothesis (12), provided that
there exists a model for the average counterfactual proxies PV

a E() =0, r=1Ti+1,...,Tp+1,
Vi—PNta +a | D) ' * 0

where {1, } is a stationary sequence. Our key assumption is that P can be identified and estimated
based on the aggregated data:

{}717“5 L) 7YJ+17‘7 Xl?”? e ey XJ+1T};1‘1&J’1_1'
Define the aggregated data under the null as Z =(Zy,...,Z7,41)", where

r =

> > > > > /
5 (Y Y YR X X, r<Tp+1
(VD —ao Vg YR X Xy,) r=To+ 1

Note that testing hypothesis (12) is equivalent to testing the simple hypothesis (2) based on the
aggregated data Z. We compute P¥ based on Z and compute the residuals

~ ENEN A ~ N 5N
u:(ul,uT*H,...,uTOH), Up = 17’_Pr r=1,T,+1,..., 75+ 1

The test statistic is
S (u)

and p-values can be computed based on permutations of (u1, Uz, +1,---,Ur,+1)" as described in
Section 2.2. The finite sample and asymptotic properties of this test follow immediately from the
results in Section 3.
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4.2 Specification Tests

Here, we propose an easy-to-implement specification test for the key condition underlying our
procedure: Assumption 1 (CFM). The key testable implication of Assumption 1 is stationarity of
{u}. Consider the following null hypothesis:

Hy:ug 4 Ury, {ut};@al is a stationary sequence. (13)
The conformal inference procedure developed in Section 2 naturally allows for testing hypothesis
(13). Based on an appropriate method, we compute PN using the pre-treatment data {Z;}°, and
obtain the residuals

~ A~ N ! ~ N PN
= (Uy,...,07,), w=YF —PF", t=1,...,Tp.

A natural test statistic is
S (ﬁ) = mTo |7

which is constructed such that high-values indicate rejection of the null hypothesis. p-values can
be computed based on permutations of (1, . . ., @r,) as described in Section 2.2. The finite sample
and asymptotic properties of this specification test follow directly from the results in Section 3.

5 Verifying Small Estimation Error for Specific Models of Counterfac-
tual Proxies

In this section, we revisit the models of counterfactual proxies introduced in Section 2. Primi-
tive conditions are provided to guarantee that the estimation of counterfactual proxies is accurate
enough for the validity of the proposed procedure. In particular, these conditions can be used to
verify Assumption 3. In contrast to Section 2, we impose the null and estimate P/ using all T
periods.

5.1 Difference-in-Differences

In Section 2.3.1, we have seen that under the canonical difference-in-differences models, the coun-

terfactual proxy is given as
J+1

1
PtN:M‘FjZth,
=2

We consider the following estimator for the counterfactual:

| It
PN =p+ 7 Y,
=2
where
1 1 I+ 1z
ﬂizfz Yljtv_jzyjt Z/H‘Tzur
=1 j=2 =1

Since PN — PN = ji—u, Assumption 3 holds for the simple difference-in-differences model provided
that 7! ZtT:l ur = op(1), which is true under very weak conditions.
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5.2 Synthetic Control and Constrained Least-Squares Estimators

Several models in Section 2 (including synthetic control and constrained least-square methods)
imply a structure in which the counterfactual proxy is a linear function of observed outcomes of
untreated units.

To provide a unified framework for these models, we use Y denote a generic vector of outcomes
and X denote the design matrix throughout this section. For example, in Section 2, we set Y = Y}
and X = (Y3¥,..., Y% )), where Y; = (Y}Y,...,Y/]) € R s.t. for1 < j < J + 1. These models
can be written as

Y = Xw+u, (14)

where u = (uy,ug,...,ur) and T' = Tj + T.. Identification is achieved by requiring that X and u
be uncorrelated (cf. condition (SC)).

Under the framework in (14), different models correspond to different specifications for the
weight vector w. For the synthetic control model in Section 2.3.2, w is an unknown vector whose
elements are nonnegative and sum up to one. More generally, one can simply restrict w to be any
vector with bounded ¢;-norm. This is the constrained Lasso estimator.

Since P/ is the t-th element of the vector Xw, the natural estimator is /Y being the ¢t-th element
of X, where w is an estimator for w. The estimation of w depends on the specification. Let W be
the parameter space for w. We consider the following version of the original synthetic control
estimator

w = argmin ||Y — Xw|z: st weW={v>0,|v|i =1} (15)
w
Moreover, we study the constrained Lasso estimator
w=argmin||Y — Xwl|jz2: st weW={v:|v| <K} (16)
w

where K > 0 is a tuning parameter. In light of the estimator (15), a natural choice is K = 1.

In general, we choose the parameter space W to be an arbitrary subset of an /;-ball with bounded
radius. The following result gives very mild conditions under which the constrained least-square
estimator is consistent and satisfies Assumption 3.5

Lemma 2 (Constrained Least Squares Estimators). Consider
w=argmin ||Y — Xw|s: s.t.w e W,
w

where W is a subset of {v : ||v|1 < K} and K is bounded. Assume w € W, the data is f—mixing with
exponential speed and other assumptions listed at the beginning of the proof, then the estimator enjoys the
finite-sample performance bounds stated in the proof, in particular:

T

1 ,
§ (PN — = op(1)and PN — PN = op(1), forany Ty +1 <t < T.
t:l

Lemma 2 provides some features that are important for counterfactual inference in our setup.
First, we allow J to be large relative to 7. To be precise, we only require log J = o(7), where

$To simplify the exposition, we do not include an intercept in Lemma 2. Similar arguments could be used to prove
an analogous result with an unconstrained intercept.
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¢ > 0 is a constant depending only on the S-mixing coefficients; see Appendix for details. This
is particularly relevant for problems in which the the number of (potential) control units and the
number of time periods have similar order of magnitude; see for instance the applications in Abadie
et al. (2010), Abadie et al. (2015), and Peri and Yasenov (2015). It is also important to note that the
result in Lemma 2 does not require any sparsity assumptions on w, allowing for dense vectors.
Moreover, compared to typical high-dimensional estimators (e.g., Lasso or Dantzig selector), our
estimator does not require tuning parameters that can be difficult to choose in practice.

5.3 Factor models

The models for counterfactual proxies introduced in Section 2.3.4 have factor structures. We pro-
vide estimation results for pure factor models (without regressors) and factor models with regres-
sors (interactive FE models). In this subsection, following standard notation, we let N = J + 1.

5.3.1 Pure Factor/Matrix Completion Models

Recall from Section 2.3.4 the standard large factor model

V) = NF + s,
where F = (F1,...,FPr) € R and A = (\1,...,A\y) € RY*¥ represent the k-dimensional
unobserved factors and their loadings, respectively. The counterfactual proxy for Y{) is PN = \| F;.
We identify P/¥ by imposing the condition that the idiosyncratic terms and the factor structure are
uncorrelated (Condition FE).

We use the standard principal component analysis (PCA) for estimating P¥. Let YV ¢ RT*¥
be the matrix whose (¢, j) entry is Y]]tv . We compute F' = (F},..., Fr) € RT** to be the matrix
containing the eigenvectors corresponding to the largest k eigenvalues of Y™ (YN) with F/F /T =
Ij. Let 5\; denote the j-th row of A = (Y)Y F/T. Let E/ denote the ¢-th row of E. Our estimate for
PN is PN = X Fy.

The following result provides a theoretical guarantee on the estimation error.

Lemma 3 (Factor/Matrix Completion Model). Assume standard reqularity conditions given in Bai
(2003) including the identification condition FE, listed at the beginning of the proof of this lemma. Con-
sider the factor model and the principal component estimator. Then forany 1 < t < T, as N — oo and
T — o0

T
A 1 A
PN — PN =0p(1/VN +1/VT) and 7 > IPN - PN)? = 0p(1/N + 1/T).
t=1

The only requirement on the sample size is that both IV and 7" need to be large. Similar to
Theorem 3 of Bai (2003), we do not restrict the relationship between N and 7. This is flexible
enough for a wide range of applications in practice as the number of units is allowed to be much
larger than, much smaller than or similar to the number of time periods.

5.3.2 Factor plus Regression Model: Interactive Fixed Effects Model

Now we study the general form of panel models with interactive fixed effects. Following Section
2.3.4, these models take the form

ij]t\/ = )\;Ft + X],tﬁ + th,
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where X;; € R¥+ is observed covariates and F' = (Fy,..., Fr) € RT** and A = (\,...,\n) €
RN >k represent the k-dimensional unobserved factors and their loadings, respectively. The coun-
terfactual proxy for Y} is P = M| F; + X/,3. In this model, we identify the counterfactual proxy
through the condition that the idiosyncratic terms are independent of the factor structure and the
observed covariates.

The two most popular estimation strategies are common correlated effects (CCE) estimators by
Pesaran (2006) and PCA (the least squares) estimators by Bai (2009). In this paper, we follow the
least squares approach but analogous results for CCE estimators can be established. The notations

for Fy, \;, F, and 5\]- are the same as before. We compute

T N
(F,A,B) =argmin ) (V;Y = X8 - F/\j)*: st F'F/T=1I AA=Diagonal,.
FAB =1 j=1

The estimate for P is PN = X, F; + X|,3. The following result states the validity of applying
this estimator to our general methodology proposed in Section 2.

Lemma 4 (Interactive Fixed Effect Model). Assume the standard conditions in Bai (2009) including the
identification condition FE. Then forany 1 <t <T,

T
PN — PN =0p(1/VT +1/VN) and % > (PN = PN)? =0p(1/T +1/N).
t=1

Note that under conditions in Theorem 3 of Bai (2009), IV is of the same order as T so that rate
is really T-1/2 ; however, the stated bound should hold more generally.

5.4 Time Series and Fused Models

As pointed out in Section 2.4, time series models, such as AR models, can be used to model the
counterfactual proxy with or without control units. We now discuss low-level conditions under
which fitting these models yields estimates good enough for the purpose of our general conformal
inference approach.

54.1 AR Models
Recall from Section 2.4 the autoregressive models for the outcome with K lags:’

K

Vi =po+ Z PjY1]tV—j + ug,
j=1

where {u;}]_, is an i.i.d sequence with E(u;) = 0. Here, the counterfactual proxy for Y/} is P =
po + Zle p Y& ;» which can be written as PN = ylp.
The estimation for P} follows the ordinary least-square principle. Let

K
Yt = (17Yl];7717yv1]t\7727 "'7}/1];]7[(), eER +1'

“Here the model seems different, but Section 2.4’s model implies this one with po = (1 — Ef: 1P4)
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where p is the least squares estimators

p= ( ZT: yty{e)_l( ET: ytYljt\[)-

t=K+1 t=K+1

The natural estimator for P is simply P/ = y,5. We implement the permutation based on
a =Yy — PN.

Lemma 5 (Linear AR Model). Suppose that {u;}_, is an ii.d sequence with E(uy) = 0 and E(uf)
uniformly bounded and the roots of 1 — Z]K: L p; L7 = 0 are uniformly bounded away from the unit circle.
Then T~ S0 g1 (BN — PN)2 = op(1) and PY — PN = op(1) for Ty +1 <t < T.

As mentioned in Section 2.4, we can also apply nonlinear autoregressive models
N N N N
Yie = p(Yii1, Yiio, - Yig_g) + s,

where p is a nonlinear function. Thus, the counterfactual proxy is P = p(Y{Y_ 1, Y o, ..., Y ).
We allow p to be parametric, nonparametric or semi-parametric. In general, we only require a
consistent estimator for p. Let / be an estimator for p and Pf) = p(Y{Y |, Y o, ..., Y ).

Lemma 6 (Nonlinear AR Model). Suppose that (1) || p—p|| = Op(rr) withrr = o(1) for some appropriate
norm || - || and max1<i<r [PV 1, thv—za S P(Yljtv—}’ Vi g, YR )| < brllp — pll for
some Lrry = o(1). Then T™' S0 1o (PN — PN)? = op(1) and PN — PN = op(1) for T+ 1 < t < T.

The primitive regularity conditions and the definitions of the neural network estimators, pos-
sessing these properties, can be found in Chen and White (1999) and Chen et al. (2001).

5.4.2 Fused Panel/Time Series Models with AR Errors

Here, we provide generic conditions for fused panel/time series models described in Section 2.4.
In particular, AR models can be used to filter the estimated residuals and obtain near i.i.d errors.
In Equation (11) of Section 2.4, we introduce an autoregressive structure in the error terms:

lejly = Cgv + &¢ and Et = P(5t—1) + Uy,

where C}¥ can be specified as a panel data model discussed before. Due to the autoregressive
structure in ¢, the counterfactual proxy is PN = ON + plei_1).

The estimation for P}V is done via a two-stage procedure. In the first stage, we estimate C}¥
using the techniques we considered before and obtain say C}¥. In the second stage, we estimate
p(e;_1) by fitting the estimated residuals {£;}]_, to an autoregressive model, where &; = Y)Y — C}V.
For simplicity, we consider a linear model in the second stage estimation but analogous results can
be obtained for more general models. To be specific, assume that

/
Et = Typ + Ut,

where z; = (g4_1,6¢-2,....et_x) € RE and p = (p1, p2, ..., prc)’ € RE.
Given {&;}]_, from the first-stage estimation, we define &; = (§;_1,é;_2, ..., &k ) € RE and

T -1 T

A~ A A A A

p = E Tty E TtEt | -
t=K+1 t=K+1
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To compute the p-value, we use {d:}._, 41 with @y = &; — 2} in the permutation. By the following
result, this procedure is valid under very mild conditions for the first-stage estimation.

Lemma 7 (AR Errors). Suppose that {u;}L_, is an i.i.d sequence with E(u;) = 0 and E(uj) uniformly
bounded and the roots of 1 — Zj{: 1 pi L7 = 0 are uniformly bounded away from the unit circle. We as-
sume that (1) .1 (CN — CN)? = op(T), ) CN —CY = op(1) for Ty — K +1 < t < T. Then

o 2 N
ST e (PtN - PtN> = op(T)and PN — PN = op(1) for Ty + 1 < t < T.

Notice that the conditions in Lemma 7 for the autoregressive part are the same as in Lemma
5. The requirement on the consistency of C}¥ can be verified using existing results, e.g., those in
Sections 5.1-5.3.

6 Simulations

This section presents simulation evidence on the finite sample properties of our inference proce-
dure. Our simulation design is similar to Hahn and Shi (2016). The control outcomes are generated
using a factor structure:

Yt = pj + 0 + N Fy + €5y,

where 11; = j/.J, Aj = j/J, 0 % N(0,1), F; % N(0,1), and €}y = peeje_1 + Ejt, &t~ N (0,1 — p?).

We consider two different data generating processes (DGPs) for the treated unit. DGP1 specifies
the outcome of the treated unit as a weighted average of the control units:

v > w]Y]t + if t < Ty
1t =
Oét+z 2wj ]t—l—ut if t > Ty,

where uy = pyui—1 + vy, vy N (0,1 — p2). The weights are either sparse
= (0.5,0.3,0.15,0.05,0,...,0) (DGPla)

or dense
w=(1/J,...,1/J)" (DGP1b).

Under DGP2, the treated outcome is generated by a factor structure:
Vi = g1+ 0 + M Fy + g,

where u; = pyug—1 + v, v Y (0,1 — p2). The unit specific fixed effects and the factor loading
are set such that there is common support between the treated and the control units in which case
p1 = A1 = 0.5 (DGP2a) or such that there is no common support in which case ;11 = Ay = —0.5
(DGP2b). For all DGPs we vary py, pe, To, and J.

We analyze the simple hypothesis testing problem (2) with 7\ = 1 based on moving block per-
mutations and consider three different approaches for estimating the counterfactual mean proxies
P}N: (i) synthetic control (Section 2.3.2), (ii) a factor model without covariates (Section 2.3.4), and (3)
constrained Lasso (Section 2.3.2). Synthetic control and constrained Lasso are correctly specified
for DGP1 whereas the factor model is correctly specified with DGP2.

The simulation results reported in Tables 1 and 2 confirm our theoretical results. If the data are
ii.d. (implying exchangeability of the residuals as shown in Lemma 1), our procedure achieves exact
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size control, irrespectively of whether the method used to estimate the counterfactual is correctly
specified or not. With dependent data, the proposed procedure exhibits close-to-correct size, even
when the model for P} is misspecified.

To investigate the power of our inference procedures, we consider a fixed alternative of oy = 2.
The results in Tables 3 and 4 demonstrate that our procedure enjoys good power properties. Power
is tends to be high for correctly specified models but can be substantially lower for misspecified
models; see example the synthetic control model under DGP2b.

7 Empirical Illustration

In this section, we apply our inference procedure to analyze the effect of election day registration
(EDR) laws on voter turnout in the United States as in Xu (2017). Voting in the United States is
typically a two-step procedure since eligible voters must register prior to casting their ballots. Reg-
istration usually requires a separate trip, which imposes additional costs on voters and therefore
potentially leads to low turnout rates. EDR is a reform that allows eligible voters to register on the
election day when arriving at the polling stations. In the mid 1970s, Maine Minnesota, and Wis-
consin adopted this reform. Idaho, New Hampshire, and Wyoming introduced EDR in the 1990s
and Montana, Iowa, and Connecticut enacted EDR before the 2012 presidential election.

We use state-level voter turnout data for presidential elections from 1920 to 2012, previously
analyzed in Xu (2017) to which we refer for more information about the dataset and descriptive
statistics. Turnout rates are computed by dividing total ballots counted by the state’s voting-age
population. Alaska and Hawaii are excluded because they were no states until 1959 and North
Dakota is excluded as no voter registration is needed there. We analyze each of the nine treated
state separately.!” The J = 38 states which did not enact EDR laws between 1920 and 2012 serve
as control units. Since the EDR laws were enacted in three waves, the number of pre- and post-
treatment periods (7p, T%) differs across states. For the first wave (Maine, Minnesota, Wisconsin),
(To, Ty) = (14,10); for the second wave (Idaho, New Hampshire, and Wyoming), (7p, 7%) = (19, 5);
and for the third wave (7p, 7%) = (22, 2) for Montana and Iowa and (7p, 7%) = (23, 1) for Connecti-
cut. Figure 2 displays the raw turnout data for treated and control states.!!

We consider three different methods for estimating the counterfactual mean proxy P: (i)
canonical synthetic control (Section 2.3.2), (ii) a pure factor model without covariates and two fac-
tors (Section 2.3.4), and (iii) constrained Lasso (Section 2.3.2).

We first test the no-effects null hypothesis

HO : (aT0+1,...,aT)' = (0,...,0)/. (17)

Note that the underlying hypotheses differ by state because the number of post-treatment periods
T, differs across states. Table 5 reports p-values based on moving block and i.i.d. permutations.'?
The results differ substantially across the different methods for estimating counterfactual prox-
ies. For synthetic control, we can reject the null hypothesis (17) for the majority of the states, while
we only reject the null for very few states for the factor model and constrained Lasso. While i.i.d.
permutations often yield slightly lower p-values than moving block permutations, the substantive

overall conclusions are not affected by the choice of the set of permutations.

1Xu (2017) provides a state-by-state analysis in the online supplemental material.
"'This figure is an adapted version of Figure A5 in the supplementary material to Xu (2017).
1270 keep estimation tractable, we use a random subset of 5000 permutations.
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Figures 3-5 display pointwise confidence intervals for the policy effect o; based on test inversion
and moving block permutations. There is substantial heterogeneity in the effect of the EDR laws
on turnout rates across states. For example, for New Hampshire, we find significantly positive
effects for many periods and for all three methods. In contrast, for Connecticut, there are negative
effects for synthetic control and constrained Lasso and no significant effect for the factor model,
while for other states such as Montana, EDR laws do not significantly impact turnout in any period.
These findings are broadly consistent with the results in Xu (2017). As for the overall no-effects null
hypothesis, the choice of the model for the counterfactual matters for the confidence intervals.

8 Conclusion

This paper introduces new inference procedures for counterfactual and synthetic control methods
for evaluating policy effects. Our procedures work in conjunction with a great variety of power-
ful methods for estimating the counterfactual mean outcome in the absence of a policy interven-
tion. The proposed approach has a double justification, in that the inference result is exact un-
der strong assumptions on data, and is approximately exact under very weak assumptions on the
data. Weak and easy-to-verify conditions are provided for methods that can be used to estimate the
counterfactual, allowing for temporally and cross-sectionally dependent data. The new approach
demonstrates an excellent performance in simulation experiments, and is taken to a data applica-
tion, where we re-evaluate the causal effect of election day registration (EDR) laws on voter turnout
in the United States.
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Notations

We introduce some notations that will be used in the rest of the paper. Let Z denote the set of
integers. For any a € R, we define |a] = max{z € R: 2 < a} and [a] = min{z € Z : z > a}. For
a,b € R,aVb=max{a,b}. Foraset A, |A| denotes the cardinality of A. For two positive sequences
an, by, we use a,, < b, to denote a,, = o(b,,); a, < b, means that there exists a universal constant
C > 0 with a,, < Cb,,. Moreover, a,, < b, means a,, < b, and b,, < a,,. We use ®(-) to denote the
cumulative distribution function of the standard normal distribution. Unless stated otherwise, || - ||

denotes the Euclidean norm for vectors or the spectral norm for matrices.

A General Results on Exact and Approximate Randomization Inference

We present several results that can be of independent interest in many conformal /randomization
inference problems.

Setting. Let & = {u:} and u = {u;} arbitrary stochastic process indexed by ¢ € {1, ..., T} taking
values in a sample space Ur. We regard 4 as an estimator for u in the asymptotic results below.

Let 4™ = {4"(t)} and ™ = {u]} with 7 € II be an indexed collection of arbitrary stochastic
processes indexed by ¢ € {1,...,T'} taking values in Ur. We regard these processes as randomized
versions of @ and u. We assume that the index I includes an identity element I so that @ = ' and
U = ’U,H.

There are two main examples of considerable interest to us.

1. Permutation of Residuals: Let 7 designate permutation of residuals, namely

,[:Lﬂ' m

= {’&‘W(t)} and u" = {uw(t)}
where 7 € II, a collection of one-to-one permutation maps on {1, ..., T'}, including the identity
map.

2. Residuals Resulting from Permutation of Data: Let m designate permutations on an under-
lying data frame, namely

0" = {9(Zn(r), B Zriwy }21)}  and " = {g(Znsy, Bo)},

where 7 € II, a collection of one-to-one permutation maps on {1, ..., T'}, including the identity
map, where { Z;}7_, is the data frame taking values in the sample space Zrand j3 : Z — Bris
a measurable estimator map from the sample space to the parameter space, and g : Z7 x By —
Ur is a measurable map.

Exact Validity. Let {SU)(4) ""_ denoted the non-decreasing rearrangement of {S(a") : m € 11},
where n = [II|. Call these randomization quantiles. Define the randomization p-value:

p== 3 1S@Em) > S(@).

n
mell

Observe that
1(p < a) = 1(S(a) > SP(a)),

where k = k(o) =n — |[n/a] = [n(l — a)].
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Proposition 1 (General Exact Validity). Suppose that {u] } has an exchangeable distribution under = € II.
Consider any fixed I1 such that the randomization a-quantiles are invariant surely, namely

Sk (gmy = §E@O) (g™ for all w € I1.
Or, more generally, suppose that surely
SE@) g7y > S®) (), for all 7 e I1. (18)
Then
P(p < a) = P(S(a) > S®(2)) < a.

Approximate Validity. For approximate results, assume that the number of randomizations
becomes large, n = |II| — oo (in examples above, this is caused by T' — c0). Let {15, 021, Yin, Yon }
be sequences of numbers converging to zero, and assume the following conditions.

(E) With probability 1 — v1,,: the randomization distribution
_ 1 ~
F(a) =~ > 1{S(w) <z},
well
is approximately ergodic for F(x) = P (S(u) < z), namely

sup F‘(x) — F(x)‘ < 1n,
zeR

(A) With probability 1 — v9),, estimation errors are small:

(1) the mean squared error is small, n =+ > [S(4™) — Su™))? < 62 ;
(2) the pointwise error at 7 = Identity is small, |S(@) — S(u)| < d2p;
(3) The pdf of S(u) is bounded above by a constant D.

~

Consider the approximate randomization p-value p = 1 — F(S()).

Proposition 2 (Approximate General Validity of the Randomization/Conformal Inference). Un-
der the approximate ergodicity condition (E) and the small error condition (A), the approximate conformal
p-value obeys for any o € (0, 1)

|P (ﬁ S a) - O4| S 351n + 2(6271 + D V 6217,) + Yin + Yon-

The theorem can be seen as a generalization of Hoeffding (1952) result in that it is non-asymptotic,
not requiring the convergence in distributions of relevant statistics, which is the case in our setting.
It is also stated in terms of "estimated residuals" and their closeness to the true residuals, making
it easy to apply in a variety of problems. For example, they can be used to justify the permutation
inference procedure proposed by Abadie et al. (2010, 2015) (with ¢ exchanged by 7).

A1 Proof of Proposition 1

We have by (18)
doas@n) > sH @) < > 1(s@") > SH (@) < an.

mell well
Since 1(S(a) > S*)(a)) is equal in law to 1(S(a™) > S*)(a™)) for any 7 € IT by the exchangeability
hypothesis, then
a>EY 1(S@") > s (@) /n = E1(S(a) > SM(a)) = E1(p < o).

mell
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A.2 Proof of Proposition 2

Step 1: We bound the difference between the p-value and the oracle p-value, F'(S(4)) — F(S(u)).
Let M be the event that the conditions (A) and (E) hold. By assumption,

P (M) >1—91n —2n (19)

Notice that on the event M,
F(S(2) = F(S(u)| <

()

< sup F(z) = F(z)| + D|S(d) — S(u)|

F(S(2)) ~ F(S(ﬂ))‘ +F(S(@) = F(S(u))l

<sup |F(z) — F(x)| +sup |F(z) — F(z)| + D|S(@) — S(u)|

zeR x€R

< sup |F(z) — F(2)| + 610 + D [S(a) — S(u)]
reR

< sup F(m) — l*:'(x) + 61n + Dbop, (20)
z€R

where (i) holds by the fact that the bounded pdf of S(u) implies Lipschitz property for F.
Let A = {meIl: |S(a™) — S(u™)| > /02, }. Observe that on the event M, by Chebyshev in-
equality
[Aldn < 3 (S(@7) = S@"))* < nd,

mell
and thus |A|/n < d2,,. Also observe that on the event M, for any = € R,

F(z) —F(x)}
< % D {S(7) < a} - 1{Su") < z}| + % > {S@") <a} —1{Su") < z}|
= re(IT\A)
ML S o) ol < Vo <2 LS fsem - el < V)
" e " el
|A|

<2—+P<\S( — x| <o +Sup

Al

Vo) S 1 {18 = 2| £ Vou p — P (IS(w) - 2| < Vo)
=2 4P (\S( _ < 52n)

il

V)

7r€EII

. w-w ) - r (v

+ 2sup |F(2) — F (z)‘
z€R

Foup|[F (= Vo) -

A
< 2u+P<\S( — 2| < \/om
n

(ii) (iii)

S 2|‘:| +D V 5277, + 2(51n S 26177, + 252n +D V 52n7

where (i) follows by the boundedness of indicator functions and the elementary inequality of [1{S(4") <
z} —1{S(u") < z}| < 1{|S(u™) — x| < |S(a™) — S(u™)|}, (ii) follows by the bounded pdf of S(u)
and (iii) follows by |A|/n < d2,,. Since the above display holds for each = € R, it follows that on the
event M,

sup |F'(z) — ﬁ’(x) < 201y + 209y, + DA/ boy,. (21)
zeR
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We combine (20) and (21) and obtain that on the event M,

F(S(11)) - F(S(u))) < 3815 + 209m + 2D\/Gon. (22)

Step 2: Here we derive the desired result. Notice that

yp@_ﬁwm»Sa)_4:{E@{1_ﬁwm»sa}—1g_Fww»§ag\

<E ‘1 {1 — F(S(a)) < a} 1{1- F(S(u)) < oz}‘

B(S(@) - F(S(u))|)

< P (IF(S(w) ~1+a| <
P < [B(8(@) = F(S(w)| and M) + P(M")

<P (IF(S(U)) — 1+ a] < 361, + 202, + 2D\/52n) + P (M°)

(ii)
S 35171 + 2(5271 + D V 6271) + Yin + Y2n,

where (i) follows by the elementary inequality [1{1 — F(S(4)) < a} — 1{1 — F(S(u)) < a}| <
1{|F(S(u))—1+a| < |F(S(a) - F(S(u))|}, (i) follows by (22), (iii) follows by the fact that F'(.S(u))
has the uniform distribution on (0, 1) and hence has pdf equal to 1, and by (19). The proof is com-
plete.

B Proofs of Results Stated in the Main Text
B.1 Proof of Lemma 1

By the i.i.d. or exchangeability property of data, we have that

{920 BUZY DY) 2 {9(Zays BUZn( V1)V

{ﬁt}?zl

Since B({Zﬂ(t) }L_,) does not depend on 7, we have

{9(Ze(ays BUZniy Ho1) Yot = 19(Znry, BUZHZ 1) Y-

{tir ey ey

Therefore, {ti()}i—, < {t s

B.2 Proof of Theorem 1

The result of the theorem follows because the II considered all obey II7 = Il for all = € II. The result
then follows from a general theorem in permutation inference given in the first page of Romano
(1990)’s article, or from Proposition 1.

B.3 Proof of Theorem 2

The result is a consequence of the following four lemmas, that verify the approximate ergodicity
conditions (E) and conditions on the estimation error (A) of Proposition 2. Putting the bounds
together and optimizing the error yields the result of the theorem.
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The following lemma verifies approximate ergodicity (E) (which allows for large 7 ) for the case
of moving block permutations.

Lemma 8 (Mixing Implies Approximate Ergodicity). Let II be the moving block permutations. Suppose
that {u}]_, is stationary and strong mixing. Assume the following conditions: (1) 372 | Gmizing(k) is
bounded by a constant M, and (2) Ty > T + 2. Then there exists a constant M' > 0 depending only on M

such that for any 61, > 0,
P <sup
z€R

where 7y, = (M’,/% log Ty + Tjg*f%) /01n.

The following lemma verifies approximate ergodicity (E) (which allows for large T%) for the case
of i.i.d. permutations.

) - F(o)| < 61n) > 1,

Lemma 9 (Approximate Ergodicity under L.L.D. Permutations). Let II be the set of all permutations.
Suppose that {u;}L_ is i.i.d. Assume that S(u) only depends on the last T, entries of u. If Ty > T + 2,
then

P <sup Bla) ~ F(a)| < 51n> > 1,

zeR
where vy, = \/27/ | T[Ty ]/01n.

The following lemma verifies the condition on the estimation error (A) for moving block per-
mutations.

Lemma 10 (Bounds on Estimation Errors under Moving Block Permutations). Consider moving block
permutations I1. Let T, be fixed. Suppose that for some constant Q > 0, |S(u) — S(v)| < Q|| Dz, (u — v)]|2
for any u,v € RT andDy, := Blockdiag(Or,, I7,). Then Condition (A) (1)-(2) is satisfied if there exist
sequences yp,, d2n, = o(1) such that with probability at least 1 — ~y,,,

|PN — PNy /VT < 69n and | PN — Py < bon for Ty +1 <t < T.

The following lemma verifies the condition on the estimation error (A) for movingi.i.d. permu-
tations.

Lemma 11 (Bounds on Estimation Errors under L.I.D. Permutations). Consider the set of all permuta-
tions IL. Let T} be fixed. Suppose that for some constant @ > 0, |S(u) — S(v)| < Q|| Dr, (u — v)||2 for any
u,v € RT and Dr, := Blockdiag(0, I1,). Then Condition (A) (1)-(2) is satisfied if there exist sequences
Yn, 020, = 0(1) such that with probability at least 1 — ,,

|PN — PN||o/VT < 83y and | PN — Py| < b for Ty +1 <t < T.

Now we conclude the proof of Theorem 2.
For the moving block permutations, let 81, = (T./Tp)'/*. Then we apply Proposition 2 together
with Lemmas 8 and 10, obtaining

’P(ﬁ S a) - Oé| S 351n + 2(5271 + D\/E) ‘|”71n +72n

T, T, +1
< 361, + 2(09,, + DA/ 0oy, My = log T, On "
< 301n + 2(02n, + \/2)+< VTOOg 0+TO+T*>/1+72
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T, T, +1 _
3(To/To)* + 2(80n + D\/b2y) + | M\ == 1og Ty + + (T T0)~* + yan.
\V 7, Ty + T,

The final result for moving block permutations follows by straight-forward computations and the
observations that ds,, = O(1/d2,) (due to d2,, = o(1)).
For i.i.d permutations, we also use d1,, = (T%/Tp)"/*. Then we apply Proposition 2 together with
Lemmas 9 and 11, obtaining
|P (ﬁ < 04) - 04| < 351n + 2(52n +D \V; (52n) + Y1n + Yon
< 361n + 2(5211 +D \V (52n) + 271'/ I_T/T*J /51n + Yon
< 3(1/T0) 4 + 2(69n + D\/620) + /2] [T/ (T2 To) ™ + 72
5 (T*/T0)1/4 + v d2n + Y2n-

This completes the proof for i.i.d permutations.

B.3.1 Proof of Lemma 8

We define
_ (T |2t if1<t<Ty
(ZST:t |lus|? + Z;{Oil |Us|q)1/q otherwise.

It is straight-forward to verify that
{Sz(u): mell} ={s;: 1 <t<T}.

Let Gmixing be the strong-mixing coefficient for {st}tTﬁl. Notice that {st}tTil is stationary (al-
though {s;}7_; is clearly not). Let F'(x) = T, * 221 1{s; < x}. The bounded pdf of S(u) implies
the continuity of F(-). It follows, by Proposition 7.1 of Rio (2017), that

i . o <1 1 4T0*1~.. . 5 log Tp 2 23
(22‘%‘ (l’)— (;[;)})_TO + gamlxmg() <+210g2> . ( )

Notice that dmixing (t) < 2 and that dmixing (t) < mixing (max{t — T, 0}) so that

To—1 T To—1 —Ty—1

Z dmixing(t) = deixing Z armxmg < 2 T, + 1 Z am1x1ng
k=0 k=0

k=T\+1

IN

2(T* + 1) + Z amixing(k)~
k=1

Since Y _p2 | amixing (k) is bounded by M, it follows by (23) that

1+42(Tw +1)+ M) <3 logTo>2

E<sup‘F($)—F(l‘)|2> < Br:= Ty 2log 2

z€R

By Liapunov’s inequality,

E <Sup |F () - F(w)\) < \/E (sup |F(x) - F(m)f) < V/Br.

z€eR z€R
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Since (Tp + T.)F(z) — ToF(z) = 322477, 1{s¢ < a}, it follows that

T T

~ 0 ~ ~
sup |F(x) — F(x)| = su F(x 1{s; < =x — F(z
sup | F(x) — (o) =sup || =2 Fa) o+ e D Use<a}| = Flo)

t=Tp+1
TOJFT*
1 - 1 T, +1
= su F 1{s; <z ,
Rt @Oty o Mese) Sy

where the last inequality follows by sup,cg |F(z)| < 1 and the boundedness of the indicator func-
tion. Combining the above two displays, we obtain that

- T.+1
E | sup |F(x —FxDS Br + .
<x€£ () () T TO+T*

The desired result follows by Markov’s inequality.

B.3.2 Proof of Lemma 9

The proof follows by an argument given by Romano and Shaikh (2012) for subsampling. We give
a complete argument for our setting here for clarity and completeness.
Recall that IT is the set of all bijections 7 on {1, ...,T}. Let kp = |T'/T]. Define the blocks of
indices
b= (T —iT. +1,T —iT, +2,.., T —iT, + T.) e R™,  i=1,... kr

Since S(u) only depends on uy,, the last 7}, entries of u, we can define
Qz;up,) = H{S(u) <z} — F(x).

Therefore,

F(.’L’)—F.’E ’H|2Qu7rb1)7 )

well
Define 7(b;) := 7, (b;) to mean the restriction of the permutation map 7 : {1,... T} — {1,...T} to
the domain b;.
Notice that for 1 < i < kr, the value of } 1y Q(ur(,); ) does not depend on i. It follows that

kT

P(o) = )= 7 3 Qoo _1ZQmZQ )

mell mell
T 7; [kT ZQ ]

)

Hence by Jensen’s inequality

E (sup F(x) —F(:L‘)D < |1}I|WGZHE <sup

z€R z€R

ZQ Ur(b;)

To compute the above expectation, we observe that for any = € 1I,

1
E | su = su ;
(xeg ) /0 (a:eg k'T Z Q (b )
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1
< / 2 exp (—2sz2) dz < /27 [kr,
0

where the first inequality follows by the Dvoretsky-Kiefer-Wolfwitz inequality (e.g., Theorem 11.6
in Kosorok (2007)) and the fact that for any = € II, {Q(uﬂ(bi);x}fil is a sequence of i.i.d random
variables (since 7 is a bijection and { bi}fil are disjoint blocks of indices); the last inequality follows
from the properties of the normal density. Therefore, the above two display imply that

E (sup Flz) - F(x)\) < /2.

zeR

The desired result follows by Markov’s inequality.

B.3.3 Proof of Lemma 10

Due to the Lipschitz property of S(-), we have

,TO"FT*
~ N 2
D [S(ln) = S(un))? < QY D (lr —un)l3=Q ) Y (fin(e) — tnr))
mell mell mell t=Tp+1
TO+T*
=Q > > (i, =QT. || — ulj3 = QT.| PN — PN|?
t=To+1 well

where the penultimate equality follows by the observation that for moving block permutation II,
N 2 -
Z (i) — Un(ey)” = 1@ — ull3.
mell

Hence condition (A) (1) follows with a rescaled value of §,,. Condition (A) (2) holds by the Lipschitz
property of S(-):

To+Tx

15(@) = S(u)] < QDr. (4 —u)ll2 < QJ > (i —w)?

t=Tp+1

Hence, Condition (A) (2) follows since || PN — PN|| = |i; — us| < 8, for Ty + 1 < t < T with high
probability. The proof is complete.
B.3.4 Proof of Lemma 11

Fort,s € {1,...,T}, we define A; ; = {m € I : ©(t) = s}. Recall that I is the set of all bijections on
{1,...,T}. Thus, |Ass| = (T — 1)!. It follows that for any t € {1,...,T},

> (i = te) =D D (iimty = )

mell s=1meAs s

T
D (s —us)? Z\Ats] s—ug) = (T—1)! x ||a—ul3  (24)

s=17mE€ALs

—_

Due to the Lipschitz property of S(-), we have for some () that depends on g and T

TO“FT* 9
| Z \H\ Z IDr. (4 iz = ig] Z Z fir(t) = Un(t))
well mell well t=Tp+1
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T() + T*

3 3 i~ )’ = T = D =l = QT T

t To+1 well

where the penultimate equality follows by (24) and the last equality follows by |II| = T'. Thus, part
1 of Condition (A) follows since T is fixed.
To see part 2 of Condition (A), notice that the Lipschitz property of S(-) implies

TO"‘T*
|S(2) — S(u)] < QUDr, (& —u)lla < Qy| Y (i —u).
t=Tp+1
Hence, part 2 of Condition (A) follows since |t; — u¢| < §,, for Tp +1 < t < T with high probability.
The proof is complete.

B.4 Proof of Lemma 2

Let X; denote the (j,t) entry of the matrix X € R7*7. We assume the following conditions hold:
(1) E(wyXj) = 0for 1 < j < J. (2) there exist constants ¢, ca > 0 such that E\thut\Q > ¢; and
E|Xj,5u,5|3 <cforanyl < j< Jand1l <t <T;(3)foreach1l < j < J, the sequence {thut}thl
is f-mixing and the -mixing coefficient satisfies that 5(¢) < a; exp(—agt™), where a1, az, 7 > 0 are
constants. (4) there exists a constant c3 > 0 such that maxi<j<; 3/_; X3u? < 3T with probability
1 —o0(1). (5)logJ = o(T*/G™+4)) and w € W. (6) There exists a sequence {7 > 0 such that
(X/0)? < €r||X5|3/T, forallw + § € W with probability 1 — o(1) for Tp + 1 < ¢t < T and (7)
¢rBr — 0 for By = M[log(T Vv J)|2+27)/Un)p=1/2,
Then we claim that under conditions (1)-(5) listed above:

(1) There exist a constant M > 0 depending only on K and the constants listed above such that
with probability 1 — o(1)

1X (& —w)|3/T < Br = M[log(T v J)|¢+27/UnT=1/2

(2) Moreover, if (6) and (7) also hold, then

2 ~
3 (PtN ) = op(1)and PN — PN = op(1), forany Ty + 1 < t < T.
t=1

Nl =

The following result is useful in deriving the properties of the ¢;-constrained estimator.

Lemma 12. Suppose that (1) E(wX;) = 0for 1 < j < J. (2) maxi<j<ji<i<T E\thutP < K fora
constant K1 > 0. (3) mini<<ji<i<T E|thut|2 > Ky for a constant Ko > 0. (4) Foreach 1 < j < J,
{Xiu}E | is B-mixing and the B-mixing coefficients satisfy B(s) < DiT exp (—Das™) for some constants
Dy, Dy, 7 > 0. Assume logJ = o(T*/B7+4)). Then there exists a constant > 0 depending only on
K1, Ky, Dy, Dy, T such that with probability 1 — o(1)

max

(14+7)/(27)
max < k[log(T Vv J)] max

1<5<J

T
E Xjruy
=1
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Proof. Define Wj; = Xjiuy. Let m = |[4D5 Nog(J1)]Y/ 7| and k = |T/m]. For simplicity, we
assume for now that 7'/m is an integer. Define

H;={i,m+1i2m+i,.. (k—1)m+i} V1l<i<m.

By Berbee’s coupling (e.g., Lemma 7.1 of Chen et al. (2016)), there exist a sequence of random
variables {I/T/j,t}te u, such that (1) {Wj7t}t€ 1, is independent across t, (2) ijt has the same distribu-
tionas W;, fort € H; and (3) P (UteHi{W’,t + WN}) < kp(m).

By assumption, max;; F'| X iu; |3 is uniformly bounded above and min;; £|X;;u; 2 is uniformly
bounded away from zero. It follows, by Theorem 7.4 of Pefa et al. (2008), that there exist constants
Co, C1 > 0 depending on K and K5 such that forany 0 < z < Cok?/3,

( YA x><011 D(z)).
\/ ZtGH jt

Therefore, for any 0 < z < Cok?/3,

ZteH ZteH- VT/M =
—_— — >z | +P {W'yt 75 W‘7t}
( Y, ZteH Js o ) ( \/ > ten, sz,t ) (fg{ ’ ’ )
<Ci(1—@(x)) +kB(m). (25)

The Cauchy-Schwarz inequality implies

IN

T
t=1

2 —

- ZteH < ZteH- Wj,t - 9
< —_—_— X W+

g \/ZteH teZH ]t ; \/ZteHi Wj%t) \;teHi .

Hence,

2
\/m i=1 ZteHi sz,t

It follows that for any 0 < 2 < Cok?/3/m,

2
Z?—l th ) S ( Zt€H~ Wj,t )
P||Z=—=——=|>z| <P Z | >
(\/ ZtT:1 Wj2,t i=1 \y/ ZteHi Wj2,t
2
_ (Zm:( ZtGHi ijt ) mg) <§:P( ZteH x )
i=1 \/ZteHi WjQ,t Y, ZteH ]7

(ig) m [C1 (1= @(z/v/m)) + kB(m)] < C’lm\/> exp <2$> + Dikmexp (—Dam™)
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2
< Oym3/2x1 exp (;) + DT exp (—Dym™)
m

where (i) follows by (25) and (ii) follows by the inequality 1 — ®(a) < a~'¢(a) (with ¢ being the pdf
of N(0,1)) and 5(m) < Dy exp(—DaymT").
By the union bound, it follows that for any 0 < = < Cok?/3\/m,

2?21 Wi 3/2,.—1 a? T
P| max |—=———"2"| >z | <CiJm’“z” exp ~5 + D1JT exp (—DamT").
m

1<5<J T 2
\ PP Wj,t

Now we choose 2 = 2+/m log(Jm3/2). Since log J = o(T*"/37+4) and k =< T//m, it can be very
easily verified that < Cok?/3,/m and the two terms on the right-hand side of the above display
tend to zero. The desired result follows.

If T'/k is not an integer, then we simply add one observation from {W;,}]_, .., to each of H;
for 1 < i < m. The bound in (25) holds with (' large enough. The proof is complete. O

Now we are ready to prove Lemma 2.

Proof of Lemma 2. Let A = 1 — w. Since ||w|; < K, we have ||Y — X|]3 < ||Y — Xw]||3. Notice that
Y —Xw=uandY — X = u— XA. Therefore, |u— XAl3 < ||u||3, which means || XA|]3 < 2u'XA.
Now we observe that

(i) (ii)
IXAJ3 < 20/ XA < 2 Xulloo|Allr < 4K Xulo, (26)

where (i) follows by Holder’s inequality and (ii) follows by ||A]|; < 2K (since ||w]; < K and
|lwl|1 < K). By Lemma 12, there exists a constant ~ > 0 such that

T

g Xjrug
=1

T
(1+7)/(27) 2,2 | —
> k[log(T Vv J)] max tz_; thut) o(1).

P ( max
1<j<J
Since P (maxlgjg I3 Xu? < c§T> — 1, it follows that

T
P | max g Xjrug
1<5<T | &<

Part (1) follows by combining (26) and (27). Part (2) follows by part (1) and log J = o(T™/(T+1)),
[

> kesllog(T Vv J)](HT)/(QT)\/T) =o(1). (27)

B.5 Proof of Lemma 3

We borrow results and notations from Bai (2003). Following standard notation, we use ¢ instead of
J to denote units. Here are the regularity conditions from Bai (2003).

Suppose that there exists a constant Dy > 0 the following conditions hold: (1) max; <;<7 E|| F||*
D(), maxlSjSN ||)\]||4 § D(], Inant E|u]‘t|8 § D(] and E(th) =0. (2) maXg Nil Zz:l ’sz\il E(uisuit)
Do and max; > maxy<i<r | E(uirje)| < Do. 3) (NT) 3001, S5 S0y 075, [E(wiruys)| < Dy

4 2
and max,; E |[N"2 N fusus — E(ussug)]| < Do. @ N-'SN B HT—l/2 ST Fug|| < D.

<
<
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(5) max; E H(NT)—1/2 ST SN g — E(uisuit)]HQ < Dy. (6)E H(NT)—1/2 ST SN B[ <
Dy.

Moreover, we assume the following conditions: (7) for each t, N~1/2 Zf\i L Aiugg =1 N(0,Ty) as
N — oo, where I'; = limpy_,oo N1 Zf\il Zjvzl )\M;-E(uitujt). (8) for each i, T—1/2 Zthl Fyuy —°
N(0,®;) as T — oo, where ®; = limg oo T~ S0 S0 E(FFluisui). (9) N™VSTN L NN, —
and 7! 23:1 F,F| = ¥ + op(1) for some k x k positive definite matrices X5 and X satisfying
that X5 X has distinct eigenvalues.

What follows below is the proof of the lemma. We recall some notations used by Bai (2003).
Define H = (A'A/N)(F'F/T)Vxz, where Vyr € RF*¥ is the diagonal matrix with the largest &
eigenvalues of YV(YN)'/(NT) on the diagonal and F is the normalized F, namely F'F/T = I.

We start with the first equation in the proof of Theorem 3 in Bai (2003) (on page 166):

aL A ~ / PN
NE, — N F, = (Ft - H’Ft> H™ M\ + By — H\). (28)

The rest of the proof proceeds in two steps. We first recall some results from Bai (2003) and then
derive the desired result.
Step 1: recall useful results from Bai (2003). By Lemma A.1 of Bai (2003),

T
S N — H'E|? = Op(T/6%7), (29)
t=1
where dy7 = min{v/N, VT}. By definition, F'E /T = I, which means

T T
STIEP = trace(F,F)) = trace(F'F) = kT. (30)
t=1 t=1

By Theorem 2 of Bai (2003),
A = H '\ 4 Op(max{T~ "2 N71}). (31)

By the proof of part (i) in Theorem 2 of Bai (2003), H converges in probability to a nonsingular
matrix; see page 166 of Bai (2003). Hence, ||H !|| = Op(1). By assumption, ||A1| = O(1). Hence,

IH~ M| = Op(1). (32)
Step 2: prove the desired result.
Therefore,
N7 / 20) a4 ; / ! 1 ? (N 1 2
3 (AlFt - )\lFt> <2y [(Ft —H Ft> H- )\1] +2%° [Ft(Al —H- )\1)}
t=1 t=1 t=1
T T A
<2 |1E - H'EIP < [H P +2)  [F)? > A — B A
t=1 t=1
W O0p(T/6%7) x Op(1) + 2kT x Op(max{T~1, N~2})
= OP(T/(S]QVT)a
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where (i) follows by (28) and the elementary inequality of (a + b)? < 2a? + 2b? for any a,b € R and
(ii) follows by (29), (30), (31) and (32). Since n = |II| = T" for moving block permutation, we have

1 A B / ? !
n;()\lFt—)\lFt> =Op (HIID{N,T})

This proves part (1) of condition (A).
Notice that Theorem 3 of Bai (2003) implies 5\’1 F,— AN F; = Op(1/dn7). Part (2) of Condition (A)
follows. The proof is complete.

B.6 Proof of Lemma 4

We recite conditions from Bai (2009). Following standard notation, we use 7 instead of j to denote
units.

Suppose that there exists a constant D; > 0 the following conditions hold: (1) max; ; E|| X;¢ 1+ <
Dy, max; E||Fy||* < Dy, max; E|[A||* < Dy andmaxiy Eluy|® < Dy Q N2, S0 maxy o [E(uieus)]
< Dyand 771350 S0 max, j | E(uiugs)] < Di.B) (NT) PN, SN S0 Y B (uiugs)| <
Dy. (4)max; s E ‘N‘l/Q Zfil[uisuit - E(uisuit)]‘4 < Dy.(5)T2N—! Zt,s,q,v Z” |cov(Uiptss, Wjgljy)| <
Dy (6)T"'N—2 Dt 2oi kg lcov(Uintj, ugsugs)| < Di. (7) thelargest eigenvalue of F(u;u}) isbounded
by Dy, where u; = (Uila ceey UiT), e RT.

Moreover, the following conditions also hold: (8) u = (u1,...,un) is independent of (X, F, A).

(9) F'F/T = Yp + op(1) and A'/A/N = X, + op(1) for some matrices ¥y and X5. (10) N/T
is bounded away from zero and infinity. (11) Define X; = (X1, ..., Xir)" € RT*k* and Mp =
Ir — F(F'F)~'F', we have

1
n [
F: F’lF/T:Ik NT

N N N
> XMpX,; - % % SN XIMpXN(AMNA/N)TIN | > 0.
i=1 i=1 j=1

What follows below is the proof of the lemma. We introduce some notations used in Bai (2009).
Let H = (NA/N)(F'F/ T)Vx7, where Vyr is the diagonal matrix that contains the k largest eigen-
values of (NT)"' SN (YN — XiB)(V}Y — XiB) with YN = (YN, VY, .., Y)Y € RT. Let dyr =
min{v/N, v/T}. The rest of the proof proceeds in two steps. We first derive bounds for 3"/, (11 — u17)*
and then prove the pointwise result.

Step 1: derive bounds for EtT:l (li1y — ult)Q.

Define Ag = B —fBand Apy = F, — H'F,. Denote Ap = (Ap1,....,Ap7) € RT*k_ Notice that
F — FH = Ap. As pointed out on page 1237 of Bai (2009),

M =T YF(YN - X18) = T (ug + FAL — X14p). (33)
Notice that
A 2
|1y — upe|® = ‘Ft//\l —F/\ — XitA,B‘

i

—
=

A 2
Fi\ = T (H'Fy + M) F'(un + P = X14g) = X1, A

N “ n A 2
< HF; (1 — HE'F/T) )\1’ + ’T—lA’EtF’FAl) + ‘T‘lFt’F/(ul - XlAﬂ)‘ + |X5,8]]
N 2 ~ 2 A A 2
< [Fg (Ik - HF’F/T) Al} + [T_IA’FJF’F)Q} + [T‘lFt’F’(ul - XlAﬁ)} + X705, (34)
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where (i) follows by (33) and F,=HF,+A Ft. Therefore,

T

ZT: (1 — ure)? S ZT: B (15— HE /) 0] 4 Y [ A P
t=1

= t=1 t=1

+2T: [ lFtF/ u1 XlAﬂ ] + ZT: XltA,B
t=1 t=1
O\ (1 - HF/F/T> (F'F) (I = HE'F/T)

+ T2 (F’F)\l)/ (ApAR) (F’F)\l) e HF'(ul - XlAﬁ)Hz +[1X1 A2

(i) _ - -
= Op (T 2|1 + Tox7) + Op (TI|As|1° + Tox7) + Op (14 Toyg + TI|Agl*) + Op(T || All?)

=Op (1+T)Ag|* + Toy7)
where (i) follows by S/ F}F/ = F'F = T1Ij, and (ii) follows by Lemma 13, together with || F| =

Op(VT), \y = O(1) and ||F|| = Op(V/T). Since N =< T, Theorem 1 of Bai (2009) implies || Ag| =
Op(1/V/NT) = Op(T~1). Therefore, the above display implies

T
Z ult — ult = Op(l)
t=1

Step 2: show the pointwise result.
By (34), we have

i — el < |Ff (I = HE'F/T) A | + [T AR P A + [T P (i = X1 8)| + | X145
Q) . o
< BNl - Op (1851 + 057) + Op (TN Asll + Toyg) - T7HIFM|

+ T - Op (V4 To33 + TIAS) + X0l - A5l € Op(112)

where (i) follows by I, — HF'F/T = Op(| &gl +6x>), |AE] = Op(VT|| Ag|+VTd ) and | E (ug —
X18p)|| = Op(VT + Téy5 + T||Ag|) (due to Lemma 13), whereas (ii) follows by ||Fi|| = Op(1)
(Lemma 13), [|X1¢]| = Op(1), | Fill = Op(1), Ay = O(1), [Ag] = Op(T~") and ||[FAs|| = Op(VT).

Lemma 13. Suppose that the assumption of Theorem 4 holds. Let 1, H, A and uy be defined as in the
proof of Theorem 4. Then (1) I, — HF’F/T Op(||Ag]l + 637); (2) AAr = Op(T||Agl|? + Tox7);
(3) || - X1A5>1 (VT + To3% +TIAsl ) @) 1X285] = Op(VTIAg]); (5) FAR; =
Op(T|| Agll + Tox7); (6) | Eyl| = Op(1) for L < ¢ < T.

Proof. Proof of part (1). Lemma A.7(i) in Bai (2009) implies HH' converges in probability to a
nonsingular matrix. Hence,

H=0p(1) and H™'=0p(1). (35)
Notice that
L~ HE'F/TYL I, - HOFH + Ap)F/T = I — (HH')(F'F/T) — HAWwF/T
2 Op(lAsl) +Op(63%) — HARF/T
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= 0p(1asl) + Op(333); (36)
where (i) holds by I = FH + A, (i) holds by I, — (HH')(F'F/T) = Op(||As||) + Op(55%) (due
to Lemma A.7(i) in Bai (2009)) and (iii) holds by (35) and AF/T = Op(||Ag]|) + Op(ég,zT) (due to
Lemma A.3(i) in Bai (2009)). This proves part (1).

Proof of part (2). Part (2) follows by Proposition A.1 of Bai (2009):

T ARAEF = Op(||As]%) + Op(532). (37)

Proof of part (3). To see part (3), first observe that the independence between u; and F' implies
that

T T
E(|F'wi|* | F) <Y E(F{Fui, | F) =Y  F/F,E(u},).
t=1 t=1

It follows that .

o I
E(|Fui|®) <Y E(F/R)E(ui,) ST Y E(uf;) = O(T),
t=1 =1

where (i) holds by the uniform boundedness of E(F}F;). This means that
|F'u|| = Op(VT). (38)
Notice that

~ ~ / ~
|60 - X180 < 1P + H(F —FH) wi||+ [P X0 18]

2 H Fru]| + (Op(TV2As) + Op(T532)) + Op(T| Ag])
2 0p(VT) + (Op(TV2Asll) + Op(T633) ) + Op(T]Ag]),
. /
where (i) follows by (F - FH) ur/T = Op(T~Y?||Ag])) + Op(dy5) (due to Lemma A4 in Bai

(2009)) and the fact that || F'|| = O(VT) and || X1|| = Op(V/T) (see the beginning of Appendix A in
Bai (2009)), whereas (ii) follows by (35) and (38). We have proved part (3).

Proof of part (4). We notice that || X1|| = Op(V/T); see the beginning of Appendix A in Bai
(2009). Part (4) follows by || X1 Ag| < | X1] - [|Ag]-

Proof of part (5). Notice that

. ) (i) B
IFAR < IFAF]/T < Op(|As]) + Or(057),

where (i) follows by Lemma A.3(ii) in Bai (2009). We have proved part (5).
Proof of part (6). Notice that

T Apl? < T ApAp = T Ap — T H' F'Ap £ 0p(||Ag]) + Op(532),

where (i) follows by Lemma A.3(i)-(ii) of Bai (2009). By Theorem 1 of Bai (2009) and by the as-
sumption of N = T, we have that |Ar|| = Op(1). By ||[E|| < |H'Fi|| + ||Arq, Fi = Op(1) and
H = Op(1), we can see that || F}|| = Op(1). The proof is complete. O
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B.7 Proof of Lemma 5

By the analysis on page 215-216 of Hamilton (1994) (leading to Equation (8.2.29) therein), we have
that p — p = op(1). Hence,

T T T
S w-uw)?=Y (wp-p) = (Z ytyt> p=p)<lp—pl*x > vl
t=K+1 t=K+1 t=K-+1 t=K+1
T K T
=lp—plPx > D ui;+1 <!\ﬁ—ﬂ||2X<KZU§+T>-
t=K+1 \j=1 t=1

The analysis on page 215 of Hamilton (1994) (leading to Equation (8.2.26) therein) implies that
T uf = E(uf) + op(1),

which means 3_7 | u? = Op(T). Since p — p = op(1), the above display implies that

T

> (i — ) = op(T).

t=K+1

Since 1 — u; = y,(p — p), the pointwise consistency follows by p — p = op(1) and the fact that
= Op(1) for Tp + 1 <t < T (due to the stationarity property of u;).

B.8 Proof of Lemma 7

In this proof, we use || - || to denote the Euclidean norm of vectors or the spectral norm of matrices.
We first derive the following result that is useful in proving Lemma 7.

Lemma 14. Recall e; = 2} p-+uy, where p = (py, pa, ..., pc) € RE and a2y = (41,649, ...,64_ k) € RE,
Suppose that the followmg hold: (1) {us}]_ is an i.i.d sequence with E(u?) uniformly bounded. (2) the roots
of 1 — K =1 ;L7 = 0 are uniformly bounded away from the unit circle.

Then we have (i) (T — K) ' S u? = Op(1); (i) (T — K) ' ey weur = op(1); (i) (T —
K)! ZtT: si1 lzell* = Op(1). (iv) There exists a constant Ao > 0 such that the smallest eigenvalue of
(T — K) 'S 41 Ty is bounded below by \o with probability approaching one.

Proof. Proof of part (i). Part (i) follows by the law of large numbers; see e.g., Theorem 3.1 of White
(2014).

Proof of part (ii). Let 7; be the o-algebra generated by {u, : s < t}. First notice that {z;us}{_ ;4
is a martingale difference sequence with respect to the filtration {F;}. Since ¢; is a stationary
process, we have that E||ziu|> = Z] VE(ef jui) = zj 1 E(e7_;)E(u) is uniformly bounded
bounded. Hence, part (ii) follows by Exercise 3.77 of White (2014).

Proof of part (iii). To see part (iii), notice that ||z¢|? = z}z; = ZJKZ 12 ;- By the analysis on
page 215 of Hamilton (1994), foreach 1 < j < K, (T — K) ' 3011 7 ;= E(e}_;) +op(1). Thus,
part (iii) follows by

T

(T-K)™" Yl = (T~ K) 12 Z ei_; = K (E(¢}) +op(1)) -

t=K+1 j=1t=K+1
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Proof of part (iv). Similarly, the analysis on page 215 of Hamilton (1994) implies that
Z zzy = op(1) + Exyx).
t=K+1

By Proposition 5.1.1 of Brockwell and Davis (2013), E(x.z};) has eigenvalues bounded away from
zero. Part (iv) follows. [

Now we are ready to prove Lemma 7.
Proof of Lemma 7. Define 0; = &, — ey, Ay = & — @y, Uy = ug + 6 — Ajp and a; = U — ug. Notice that
=01+ =0 +aptu =0+ (2 — D) p+ug = Thp + Uy (39)

Therefore,

T -1 T T -1 T
p= ( > m;) ( > :%tét> = ( > m;) ( > af;t(fc;erat))
t=K+1 t=K+1 t=K+1 t=K+1
T -1 T
—p+< > get:@;) ( > @at>. (40)

t=K+1 t=K+1
The rest of the proof proceeds in three steps. First two steps show that (7' — K)~' >.F . 41 Ty
is well-behaved and (T — K)~! ZthKH 24ty = op(1). This would imply p = p+op(1). In the third
step, we derive the final result.

Step 1: show that [(T KU g:ﬂt@;} — Op(1).
It is not hard to see that || As||? = 3202 | §2. Therefore,

T
> lAP = Z Z 52<K252—op (41)
t=K+1 t=K+1 s=t—1

where (i) follows by the assumption of T~ 3"/ 62 = op(1). Notice that

T T
S (@i —mal)|| =] YD (mAL+ A+ AAY)
t=K+1 t=K+1
T T
<2 Z el - [[ Al + Z A2
t=K+1 t=K+1
T T
<2 ( > IIxtHQ) ( > ||At||2> + Z lad? Zop(r),  42)
t=K+1 t=K+1 t=K+1
where (i) follows by (41) and Lemma 14. Thus,
1 T
T % Z (i’t:%;—xtxi) =op(1).
t=K+1
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By Lemma 14, the smallest eigenvalue of (7 — K)~* Z?: K417y is bounded below by a positive
constant with probability approaching one. It follows that

T

-1
(T-K)7" ) ;it@;] = 0p(1). (43)

t=K+1

Step 2: show that (7' — K)~! ZthKH Zyug = op(1).
By Lemma 14, we have

T
-1 Z ziup = op(1). (44)

t=K+1
Notice that

T T
(Tety — zeug) || = || =—= Z (Arur + xrar + Avay)
=K+ t=K+
T
T Z (1A ]| + lzracl| + [[Aval])
=K+
1 I 1 I
2 2
< (T_K > ||At\>(T_K > u)
t=K+1 t=K+1
1 I 1 T
2 2
t=K+1 t=K+1
1 I 1 I
A2 21, 4
+\(T_K S O T T
t=K+1 t=K+1
We observe that
T T ) T T
dYoai= Y (i-Alp) <2 Y F+2 > (A
t=K+1 t=K+1 t=K+1 t=K+1
T T ()
<2 67 +20pl* DY AP = 0p(T), (46)
t=1 t=K+1

where (i) follows by (41) and the assumption of 71 Zthl 62 = op(1). Combining (45) with (41)
and (46), we obtain

1 T
T_ K Z (Zﬁtﬂt — ZL‘t’LLt)
t=K+1
1 4 1 T (i)
< OP(l) (T— % Z u%) + (T— K Z ||.TUtH2> Op(l) + Op(l) X Op(l) = Op(l),
t=K+1 t=K+1
(47)
where (i) follows by Lemma 14. Now we combine (44) and (47), obtaining
T
-1 Z T4y :Op(l). (48)

t=K+1
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By (40) together with (43) and (48), it follows that

p—p=op(l). (49)
Step 3: show the desired result.
Recall that i; = &; — &} p. Hence,
Uy —up = (& — 21p) — 0 (4 (p = p) + ) —ue = &y(p — p) + at, (50)

where (i) follows by (39). Therefore, we have

T

T
S —w)’= > (&h(p — p) + ar)”

t=K+1

t=K+1
T ) T
<2 ) (#H(p-p) +2 Y.
t=K+1

t=K+1
T T
<2Ap-pl? 3 P2 S o
t=K+1 t=K+1
T T T
_QHﬁ—pH2< Z trace(zr;) + Z trace(.fcﬁ:é—wwé)) +2 Z a?
t=K+1 t=K+1 t=K+1

2 op(1) x (Op(T) + 0p(T)) + 0p(T) = op(T),
where (i) follows by (42), (49), (46) and Lemma 14.

To see the pointwise result, we notice that by (50) and (49), it suffices to verify that a; = op(1)
and &, = Op(1l) forTp +1 <t <T.

Since &y — x4 = (0¢—1, 042, ..., 0;—k ), the assumption of pointwise convergence of &; (i.e., 0; =
op(1) for Ty + 1 — K <t < T) implies that &; — x; = op(1) for Tp +1 < ¢t < T. Since z; = Op(1)
due to the stationarity condition, we have #; = Op(1) for Tp +1 <t < T.

Since both §; and A, are both op(1) for Ty + 1 < t < T, sois a; = 0 — A}p. Hence, we have
proved the pointwise result. The proof is complete. O
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Figure 3: Maine, Minnesota, and Wisconsin
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Figure 5: Montana, Iowa, Connecticut
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Table 1: Size DGP1

DGP1la

i.i.d. data with pe = p,, =0

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.09 0.09 0.09 0.09 0.09 0.08 0.09 0.09 0.09
To =50 0.10 0.10 0.09 0.10 0.09 0.10 0.09 0.10 0.10
To = 100 0.10 0.11 0.10 0.10 0.10 0.10 0.10 0.11 0.10

Weakly dependent data with p. = p, = 0.6

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.10 0.11 0.11 0.12 0.12 0.12 0.11 0.11 0.11

To =50 0.12 0.12 0.12 0.13 0.12 0.12 0.12 0.13 0.12

To = 100 0.12 0.11 0.11 0.13 0.11 0.10 0.13 0.11 0.11
DGP1b

ii.d. data with pc = p, =0

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.10 0.10 0.10 0.10 0.09 0.10 0.10 0.09 0.10
To =50 0.09 0.10 0.08 0.09 0.09 0.09 0.09 0.11 0.08
To = 100 0.11 0.09 0.11 0.11 0.09 0.10 0.11 0.09 0.10

Weakly dependent data with p. = p, = 0.6

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.11 0.12 0.10 0.13 0.13 0.14 0.12 0.13 0.10
To = 50 0.12 0.13 0.12 0.11 0.12 0.12 0.13 0.12 0.12
To = 100 0.11 0.10 0.11 0.10 0.11 0.11 0.11 0.11 0.11

Notes: Simulation design is described in the main text. Nominal level = 0.1. Based on simulations with
2000 repetitions.
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Table 2: Size DGP2

DGP2a

i.i.d. data with pe = p,, =0

Synthetic control Factor model

Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.09 0.09 0.10 0.09 0.09 0.10 0.10 0.09 0.10
Tp = 50 0.11 0.09 0.10 0.11 0.10 0.10 0.11 0.09 0.10
To = 100 0.09 0.11 0.10 0.09 0.10 0.10 0.09 0.11 0.11
Weakly dependent data with p. = p, = 0.6
Synthetic control Factor model Constrained Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.12 0.12 0.11 0.12 0.13 0.13 0.12 0.12 0.11
To =50 0.13 0.12 0.12 0.13 0.12 0.12 0.13 0.14 0.13
To = 100 0.12 0.12 0.12 0.12 0.11 0.11 0.13 0.12 0.12
DGP2b
ii.d. data with pc = p, =0
Synthetic control Factor model Constrained Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.10 0.11 0.09 0.09 0.10 0.09 0.10 0.10 0.09
To =50 0.10 0.11 0.10 0.10 0.11 0.09 0.10 0.11 0.09
To = 100 0.11 0.09 0.11 0.10 0.10 0.12 0.11 0.10 0.10
Weakly dependent data with p. = p, = 0.6
Synthetic control Factor model Constrained Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.11 0.12 0.11 0.12 0.12 0.11 0.11 0.10 0.09
Ty =50 0.10 0.12 0.11 0.10 0.11 0.11 0.11 0.12 0.11
To = 100 0.10 0.11 0.13 0.11 0.10 0.11 0.11 0.12 0.10

Notes: Simulation design is described in the main text. Nominal level = 0.1. Based on simulations with

2000 repetitions.
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Table 3: Power DGP1

DGP1la

i.i.d. data with pe = p,, =0

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.49 0.45 0.43 0.38 0.38 0.39 0.50 0.47 0.46
To =50 0.57 0.55 0.55 0.50 0.47 0.49 0.57 0.57 0.56
To = 100 0.61 0.58 0.59 0.56 0.51 0.50 0.61 0.59 0.60

Weakly dependent data with p. = p, = 0.6

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.56 0.55 0.55 0.49 0.50 0.52 0.59 0.58 0.57

To =50 0.59 0.57 0.58 0.54 0.55 0.55 0.62 0.60 0.62

To = 100 0.62 0.60 0.60 0.59 0.58 0.55 0.64 0.62 0.63
DGP1b

ii.d. data with pc = p, =0

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.53 0.53 0.53 0.38 0.43 0.47 0.50 0.50 0.50
To = 50 0.59 0.59 0.58 0.52 0.54 0.57 0.58 0.57 0.57
To = 100 0.61 0.61 0.60 0.55 0.58 0.60 0.60 0.59 0.60

Weakly dependent data with p. = p, = 0.6

Synthetic control Factor model Constrained Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50

To =20 0.63 0.63 0.66 0.52 0.57 0.64 0.61 0.61 0.62
To =50 0.64 0.65 0.67 0.56 0.61 0.62 0.64 0.64 0.66
To = 100 0.63 0.65 0.66 0.58 0.60 0.61 0.64 0.64 0.65

Notes: Simulation design is described in the main text. Nominal level = 0.1. Based on simulations with
2000 repetitions.
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Table 4: Power DGP2

DGP2a

i.i.d. data with pe = p,, =0

Synthetic control Factor model

constr. Lasso

J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.49 0.52 0.51 0.32 0.41 0.46 0.46 0.48 0.49
To =50 0.55 0.55 0.58 0.45 0.52 0.57 0.55 0.54 0.55
To = 100 0.54 0.57 0.59 0.49 0.55 0.60 0.55 0.57 0.60
Weakly dependent data with p. = p, = 0.6
Synthetic control Factor model constr. Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.60 0.62 0.64 0.49 0.57 0.63 0.58 0.61 0.62
To =50 0.61 0.63 0.65 0.53 0.58 0.62 0.61 0.64 0.65
Tp = 100 0.61 0.63 0.67 0.54 0.59 0.63 0.61 0.63 0.67
DGP2b
ii.d. data with pc = p, =0
Synthetic control Factor model constr. Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.16 0.17 0.19 0.21 0.28 0.37 0.37 0.38 0.38
To =50 0.18 0.20 0.21 0.26 0.39 0.46 0.43 0.44 0.45
To = 100 0.18 0.22 0.25 0.28 0.40 0.51 0.44 0.47 0.50
Weakly dependent data with p. = p, = 0.6
Synthetic control Factor model constr. Lasso
J=10 J=20 J=50 J=10 J=20 J=50 J=10 J=20 J=50
To =20 0.21 0.23 0.28 0.30 0.36 0.45 0.43 0.42 0.46
Ty =50 0.23 0.25 0.29 0.34 0.43 0.52 0.47 0.48 0.51
Tp = 100 0.22 0.24 0.28 0.35 0.45 0.54 0.47 0.50 0.51

Notes: Simulation design is described in the main text. Nominal level = 0.1. Based on simulations with
2000 repetitions.
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Table 5: p-Value: no effect

Moving Block Permutations i.i.d. Permutations

Synth. Control =~ Factor Model Constr. Lasso  Synth. Control ~ Factor Model  Constr. Lasso

CT
1A
1D
ME
MN
MT
NH
WI
WY

0.08 0.29 0.04 0.08 0.29 0.04
0.04 0.25 0.29 0.01 0.2 0.26
0.83 0.04 0.42 0.7 0.04 0.44
0.04 1 0.83 0 1 091
0.04 0.96 0.58 0 0.93 0.54
0.38 0.33 0.96 0.32 0.26 0.9
0.04 0.21 0.38 0 0.09 0.33
0.04 0.92 0.17 0 0.72 0.05
0.46 0.25 0.62 0.42 0.37 0.65
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