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SEMIPARAMETRIC ESTIMATION OF STRUCTURAL
FUNCTIONS IN NONSEPARABLE TRIANGULAR MODELS

VICTOR CHERNOZHUKOV†, IVÁN FERNÁNDEZ-VAL§, WHITNEY NEWEY‡,

SAMI STOULI¶, AND FRANCIS VELLA|

Abstract. This paper introduces two classes of semiparametric triangular sys-

tems with nonadditively separable unobserved heterogeneity. They are based on

distribution and quantile regression modeling of the reduced-form conditional dis-

tributions of the endogenous variables. We show that these models are flexible and

identify the average, distribution and quantile structural functions using a control

function approach that does not require a large support condition. We propose a

computationally attractive three-stage procedure to estimate the structural func-

tions where the first two stages consist of quantile or distribution regressions. We

provide asymptotic theory and uniform inference methods for each stage. In partic-

ular, we derive functional central limit theorems and bootstrap functional central

limit theorems for the distribution regression estimators of the structural functions.

We illustrate the implementation and applicability of our methods with numerical

simulations and an empirical application to demand analysis.

Keywords: Structural functions, nonseparable models, control function, quantile

and distribution regression, semiparametric estimation, uniform inference.

1. Introduction

Models with nonadditively separable disturbances provide an important vehicle for

incorporating heterogenous e↵ects. However, accounting for endogenous treatments

in such a setting can be challenging. One methodology which has been successfully

employed in a wide range of models with endogeneity is the use of control functions

(see, for surveys, Imbens and Wooldridge 2009, Wooldridge 2015 and Blundell, Newey
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and Vella 2017). The underlying logic of this approach is to account for the endogene-

ity by including an appropriate control function in the conditioning variables. This

paper proposes some relatively simple control function procedures to estimate objects

of interest in a triangular model with nonseparable disturbances. Our approach to

circumventing the inherent di�culties in nonparametric estimation associated with

the curse of dimensionality is to build our models upon a semiparametric specification.

Our goal is to provide models and methods that are essentially parametric but still

allow for nonseparable disturbances. These models can be interpreted as “baseline”

models on which series approximations can be built by adding additional terms.

We consider two kinds of baseline models, quantile regression and distribution re-

gression. These models allow the use of convenient and widely available methods to

estimate objects of interest including average and quantile structural/treatment ef-

fects. A main feature of the baseline models is that interaction terms included would

not usually be present as leading terms in estimation. These included terms are

products of a transformation of the control function with the endogenous treatment.

Their presence is meant to allow for heterogeneity in the coe�cient of the endogenous

variable. Such heterogenous coe�cient linear models are of interest in many settings

and provide a natural starting point for more general models that allow for nonlinear

e↵ects of the endogenous treatments.

We use these baseline models to construct estimators of the average, distribution and

quantile structural functions based on parametric quantile and distribution regres-

sions. We also show how these baseline models can be expanded to include higher

order terms. The estimation procedure consists of three stages. First, we estimate the

control function via quantile regression (QR) or distribution regression (DR) of the

endogenous treatment on the exogenous covariates and exclusion restrictions. Sec-

ond, we estimate the reduced form distribution of the outcome conditional on the

treatment, covariates and estimated control function using DR or QR. Third, we

construct estimators of the structural functions applying suitable functionals to the

reduced form estimator from the second stage. We derive asymptotic theory for the

estimators based on DR in all the stages using a trimming device that avoids tail

estimation in the construction of the control function. We perform Monte Carlo ex-

periments and give an empirical application based on the estimation of Engel curves.

Our results for the average structural function in the linear random coe�cients model

are similar to Garen (1984). Florens, Heckman, Meghir, Vytlacil (2008) give iden-

tification and estimation results for a restricted model with random coe�cients for
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powers of the endogenous treatment. Blundell and Powell (2003, 2004) introduce the

average structural function, and Imbens and Newey (2009) give general models and

results for a variety of objects of interest and control functions, including quantile

structural functions. This work also complements the literature on local identifica-

tion and estimation of triangular nonseparable models, as in Chesher (2003), Ma and

Koenker (2006), and Jun (2009), and on global construction of structural functions

(Stouli, 2012). Chernozhukov, Fernandez-Val and Kowalski (2015) developed a re-

lated two-stage quantile regression estimator for triangular nonseparable models but

do not consider estimation of structural functions.

This paper makes four main contributions to the existing literature. First, we estab-

lish identification of structural functions in both classes of baseline models, providing

conditions that do not impose large support requirements on the exclusion restriction.

Second, we derive a functional central limit theorem and a bootstrap functional cen-

tral limit theorem for the two-stage DR estimators in the second stage. These results

are uniform over compact regions of values of the outcome. To the best of our knowl-

edge, this result is new. Chernozhukov, Fernandez-Val and Kowalski (2015) derived

similar results for two-stage quantile regression estimators but their results are point-

wise over quantile indexes. Our analysis builds on Chernozhukov, Fernandez-Val, and

Galichon (2010) and Chernozhukov, Fernandez-Val, and Melly (2013), which estab-

lished the properties of the DR estimators that we use in the first stage. The theory of

the two-stage estimator, however, does not follow from these results using standard

techniques due to the dimensionality and entropy properties of the first stage DR

estimators. We follow the proof strategy proposed by Chernozhukov, Fernandez-Val

and Kowalski (2015) to deal with these issues. Third, we derive functional central

limit theorems and bootstrap functional central limit theorems for plug-in estimators

of functionals of the distribution of the outcome conditional on the treatment, co-

variates and control function via functional delta method. These functionals include

all the structural functions of interest. We build on the results of Chernozhukov,

Fernandez-Val, and Melly (2013), which established the properties of related coun-

terfactual distribution and quantile functionals. We also use a linear functional for

the average structural function which had not been previously considered. Fourth,

we show that this linear operator that relates the average of a random variable with

its distribution is Hadamard di↵erentiable.

The rest of the paper is organized as follows. Section 2 describes the baseline mod-

els and objects of interest. Section 3 presents the estimation and inference methods.
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Section 4 gives asymptotic theory. Section 5 reports the results of the empirical appli-

cation to Engel curves and simulations calibrated to the application. Implementation

algorithms and proofs of the main result are given in the Appendix. The online

Appendix Chernozhukov et al. (2017) contains supplemental material.

2. Modelling Framework

We begin with a brief review of the triangular nonseparable model and some inher-

ent objects of interest. Let Y denote an outcome variable of interest that can be

continuous, discrete or mixed continuous-discrete, X a continuous endogenous treat-

ment, Z a vector of exogenous variables, " a structural disturbance vector of unknown

dimension, and V a scalar reduced form disturbance. The model is

Y = g(X, "),

X = h(Z, Ṽ ), (", Ṽ ) indep of Z,

where v 7! h(z, v) is a one-to-one function for each z. This model implies that "

and X are independent conditional on Ṽ and that Ṽ is a one-to-one function of

V = F
X

(X | Z), the cumulative distribution function (CDF) of X conditional on Z

evaluated at the observed variables. Thus, V is a control function.

Objects of interest in this model include the average structural function (ASF), µ(x),

and quantile structural function (QSF), Q(⌧, x), where

µ(x) =

ˆ
g(x, ")F

"

(d"), Q(⌧, x) = ⌧ th quantile of g(x, ").

Here µ(x̃) � µ(x̄) is like an average treatment e↵ect and Q(⌧, x̃) � Q(⌧, x̄) is like a

quantile treatment e↵ect from the treatment e↵ects literature. If the support of V

conditional on X = x is the same as the marginal support of V then these objects

are nonparametrically identified by

µ(x) =

ˆ
E[Y | X = x, V ]F

V

(dV ),

and

Q(⌧, x) = G (⌧, x), G(y, x) =

ˆ
F
Y

(y | X = x, V )F
V

(dV ),

where G(y, x) is the Distribution Structural Function (DSF), and G (⌧, x) denotes

the left-inverse of y 7! G(y, x), i.e. G (⌧, x) := inf{y 2 R : G(y, x) � ⌧}.
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It is straightforward to extend this approach to allow for covariates in the model by

further conditioning on or integrating over them. Suppose that Z1 ⇢ Z is included in

the structural equation, which is now g(X,Z1, "). Under the assumption that " and

V are jointly independent of Z, then " will be independent of X and Z1 conditional

on V . Conditional on covariates and unconditional average structural functions are

identified by

µ(x, z1) =

ˆ
E[Y | X = x, Z1 = z1, V ]F

V

(dV ),

and

µ(x) =

ˆ
E[Y | X = x, Z1, V ]F

Z1(dZ1)FV

(dV ).

Similarly, conditional on covariates and unconditional quantile and distribution struc-

tural functions are identified by

Q(⌧, x, z1) = G (⌧, x, z1), G(y, x, z1) =

ˆ
F
Y

(y | X = x, Z1 = z1, V )F
V

(dV ),

and

Q(⌧, x) = G (⌧, x), G(y, x) =

ˆ
F
Y

(y | X = x, Z1, V )F
Z1(dZ1)FV

(dV ),

respectively.

With covariates the curse of dimensionality makes it di�cult to estimate the control

function V = F
X

(X | Z), the conditional mean E[Y | X,Z1, V ], and the conditional

CDF F
Y

(Y | X,Z1, V ). This di�culty motivates our specification of baseline para-

metric models in what follows. These baseline models provide good starting points

for nonparametric estimation and may be of interest in their own right.

2.1. Quantile Regression Baseline. We start with a simplified specification with

one endogenous treatment X, one exclusion restriction Z, and a continuous outcome

Y . We show below how additional excluded variables and covariates can be included.

The baseline first stage is the quantile regression model

X = Q
X

(V | Z) = ⇡1(V ) + ⇡2(V )Z, V | Z ⇠ U(0, 1).

Note that v 7! ⇡1(v) and v 7! ⇡2(v) are infinite dimensional parameters (functions).

We can recover the control function V from V = F
X

(X | Z) = Q�1
X

(X | Z) or

equivalently from

V = F
X

(X | Z) =

ˆ 1

0

1{⇡1(v) + ⇡2(v)Z  X}dv.
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This generalized inverse representation of the CDF is convenient for estimation be-

cause it does not require the conditional quantile function to be strictly increasing

to be well-defined. Model parameters can be estimated using Koenker and Bassett

quantile regression (Koenker and Bassett, 1978).

The baseline second stage has a reduced form:

Y = Q
Y

(U | X, V ), U | X, V ⇠ U(0, 1),

Q
Y

(U | X, V ) = �1(U) + �2(U)X + �3(U)��1(V ) + �4(U)X��1(V ),

where ��1 is the standard normal inverse CDF. This transformation is included to

expand the support of V and to encompass the normal system of equations as a

special case. An example of a structural model with this reduced form is the random

coe�cient model

Y = g(X, ") = "1 + "2X,

with the restrictions

"
j

= Q
"j(U | X, V ) = ✓

j

(U) + �
j

(U)��1(V ), U | X, V ⇠ U(0, 1), j 2 {1, 2}.

These restrictions include the control function assumption "
j

?? X | V and a joint

functional form restriction, where the unobservable U is the same for "1 and "2.

Substituting in the second stage equation,

Y = ✓1(U) + ✓2(U)X + �1(U)��1(V ) + �2(U)��1(V )X, U | X, V ⇠ U(0, 1),

which has the form of (2.1). All model parameters can be estimated by QR of Y on

(1, X,��1(V ),��1(V )X).

The specification (2.1) is a baseline, or starting point, for a more general series approx-

imation to the quantiles of Y conditional on X and V based on including additional

functions of X and ��1(V ). The baseline is unusual as it includes the interaction term

��1(V )X; it is more usual to take the starting point to be (1,��1(V ), X), which is

linear in the regressors X and ��1(V ). The inclusion of the interaction term is moti-

vated by allowing the coe�cient of X to vary with individuals, so that ��1(V ) then

interacts X in the conditional distribution of "2 given the control functions.

The ASF of the baseline specification is:

µ(x) =

ˆ 1

0

E[Y | X = x, V = v]dv = �1 + �2x,
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where the second equality follows by
´ 1
0 ��1(v)dv = 0 and

E[Y | X, V ] =

ˆ 1

0

Q
Y

(u | X, V )du = �1 + �2X + �3�
�1(V ) + �4X��1(V )

with �
j

:=
´ 1
0 �j(u)du, j 2 {1, . . . , 4}. The QSF does not appear to have a closed

form expression. It is the solution to

Q(⌧, x) = G (⌧, x),

G(y, x) =

ˆ 1

0

ˆ 1

0

1{�1(u) + �2(u)x+ �3(u)�
�1(v) + �4(u)�

�1(v)x  y}dudv.

A special case of the QR baseline is a heteroskedastic normal system of equations.

We use this specification in the numerical simulations of Section 5.

2.2. Distribution Regression Baseline. We start again with a simplified specifi-

cation with one endogenous treatment X and one excluded Z, but now the outcome

Y can be continuous, discrete or mixed.

Let � denote a strictly increasing continuous CDF such as the standard normal or

logistic CDF. The first stage equation is the distribution regression model

⌘ = ⇡1(X) + ⇡2(X)Z, ⌘ | Z ⇠ �,

which corresponds to the specification of the control variable V as

(2.1) V = F
X

(X | Z) = �(⇡1(X) + ⇡2(X)Z).

While the first stage QR model specifies the conditional quantile function of X given

Z to be linear in Z, the DR model (2.1) specifies the conditional distribution of X

given Z to be generalized linear in Z, i.e. linear after applying the link function �.

The second stage baseline has a reduced form:

(2.2) F
Y

(Y | X, V ) = �(�1(Y ) + �2(Y )X + �3(Y )��1(V ) + �4(Y )��1(V )X).

When Y is continuous, an example of a structural model that has reduced form (2.2)

is the latent random coe�cient model

(2.3) ⇠ = "1 + "2�
�1(V ), ⇠ | X, V ⇠ �,

with the restrictions

"
j

= ✓
j

(Y ) + �
j

(Y )X, j 2 {1, 2},
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such that the mapping y 7! ✓
j

(y) + �
j

(y)x is strictly increasing, and the following

conditional independence property is satisfied:

(2.4) F
"j("j | V ) = F

"j("j | X, V ), j 2 {1, 2}.

Substituting the expression for "1 and "2 in (2.3) yields

⇠ = ✓1(Y ) + �1(Y )X + ✓2(Y )��1(V ) + �2(Y )��1(V )X,

which has a reduced form for the distribution of Y conditional on (X, V ) as in (2.2).

All the parameters of this model (2.2) can be estimated by DR. As in the quantile

baseline, the specification (2.2) can be used as starting point for a more general series

approximation to the distribution of Y conditional on X and V based on including

additional functions of X and ��1(V ).

For the DR baseline, the QSF is the solution to

Q(⌧, x) = G (⌧, x), G(y, x) =

ˆ 1

0

�(�1(y)+�2(y)x+�3(y)�
�1(v)+�4(y)�

�1(v)x)dv.

Compared to the QR baseline model, the ASF cannot be obtained as a linear pro-

jection but it can be conveniently expressed as a linear functional of G(y, x). Let Y

denote the support of Y , Y+ = Y \ [0,1) and Y

� = Y \ (�1, 0). The ASF can be

characterized as

(2.5) µ(x) =

ˆ 1

0

E[Y | X = x, V = v]dv =

ˆ
Y+

[1�G(y, x)]⌫(dy)�

ˆ
Y�

G(y, x)⌫(dy),

where ⌫ is either the counting measure when Y is countable or the Lebesgue measure

otherwise, and we exploit the linear relationship between the expected value and the

distribution of a random variable. This characterization simplifies both the computa-

tion and theoretical treatment of the DR-based estimator for the ASF. It also applies

to the QR specification upon using the corresponding expression for G(y, x).

Section 5 provides an example of a special case of the DR model.

2.3. Identification. The most general specifications that we consider include several

exclusion restrictions, covariates and transformations of the regressors in both stages.

For d
z1 := dim(Z1) and r1(Z1) := r11(Z11)⌦ · · ·⌦ r1L(Z1dz1

), let

R := r(Z) and W := w(X,Z1, V ) := p(X)⌦ r1(Z1)⌦ q(V )

denote the sets of regressors in the first and second stages, where r, r1, p and

q are vectors of transformations such as powers, b-splines and interactions, and
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⌦ denotes the Kronecker product. The simplest case is when r(Z) = (1, Z)0,

r1(Z1) = (1, Z1)0, p(X) = (1, X)0 and q(V ) = (1,��1(V ))0, so that w(X,Z1, V ) =

(1,��1(V ), X,X��1(V ), Z1, Z1��1(V ), XZ1, XZ1��1(V ))0. The following assump-

tion gathers the baseline specifications for the first and second stages.

Assumption 1. [Baseline Models] The outcome Y has a conditional density function

y 7! f
Y

(y | X,Z1, V ) with respect to some measure that is a.s. bounded away from

zero uniformly in Y; and (a) X conditional on Z follows the QR model

X = Q
X

(V | Z) = R0⇡(V ), V | Z ⇠ U(0, 1),

and Y conditional on (X,Z1, V ) follows the QR model

Y = Q
Y

(U | X,Z1, V ) = W 0�(U), V = F
X

(X | Z), U | X,Z1, V ⇠ U(0, 1);

or (b) X conditional on Z follows the DR model

V = ⇤(R0⇡(X)), V | Z ⇠ U(0, 1),

and Y conditional on (X,Z1, V ) follows the DR model,

U = �(W 0�(Y )), V = F
X

(X | Z), U | X,Z1, V ⇠ U(0, 1),

where � is either the standard normal or logistic CDF.

The structural functions of the baseline models involve quantile and distribution re-

gressions on the same set of regressors. A su�cient condition for identification of the

coe�cients of these regressions is that the second moment matrix of those regressors

is nonsingular. The regressors have a Kronecker product form p(X)⌦ r1(Z1)⌦ q(V ).

The second moment matrix for these regressors will be nonsingular if the joint distri-

bution dominates a distribution where X, Z1 and V are independent and the second

moment matrices of X, Z1 and V are positive definite. Define the product probability

measure &(z1) := ⇥

dz1
l=1&l(z1l).

Assumption 2. The joint probability distribution of X, Z1 and V dominates

a product probability measure µ(x) ⇥ &(z1) ⇥ ⇢(v) such that E
µ

[p(X)p(X)0],

E
&l
[r1l(Z1l)r1l(Z1l)0], l = 1, . . . , d

z1, and E
⇢

[q(V )q(V )0] are positive definite.

When p(X) = (1, X)0, r1l(Z1l) = (1, Z1l)0, l = 1, . . . , d
z1 , and q(V ) = (1,��1(V ))0,

Assumption 2 simplifies to the requirement that the joint distribution of X, Z1 and

V be dominating one such that Var
µ

(X) > 0, Var
&l
(Z1l) > 0, l = 1, . . . , d

z1 , and

Var
⇢

(��1(V )) > 0. For general specifications where the regressors are higher order

9



power series, it is su�cient for Assumption 2 that the joint distribution of X, Z1

and V be dominating one that has density bounded away from zero on a hypercube.

That will mean that the joint distribution dominates a uniform distribution on that

hypercube, and for a uniform distribution on a hypercube E[w(X,Z1, V )w(X,Z1, V )0]

is nonsingular.

Lemma 1. If Assumption 2 holds, then E[w(X,Z1, V )w(X,Z1, V )0] is nonsingular.

Assumptions 1-2 are su�cient conditions for the map y 7! F
Y

(y | x, z1, v) to be well-

defined for all (x, z1, v), and therefore for identification of the structural functions.

Theorem 1. If Assumptions 1 and 2 hold, then the DSF, QSF and ASF are identified.

Given the semiparametric specifications in Assumption 1, identification of structural

functions does not require any restriction on the support of Z, and the full sup-

port assumption of Imbens and Newey (2009) need not be satisfied. Theorem 1 thus

illustrates the identifying power of semiparametric restrictions and the trade-o↵ be-

tween these restrictions and the full support condition for identification of structural

functions in nonseparable triangular models.

3. Estimation and Inference Methods

The QR and DR baselines of the previous section lead to three-stage analog estima-

tion and inference methods for the DSF, QSF and ASF. The first stage estimates the

control function V = F
X

(X | Z). The second stage estimates the conditional distri-

bution function F
Y

(y | X,Z1, V ), replacing V by the estimator from the first stage.

The third stage obtains estimators of the structural functions, which are functionals

of the first and second stages building blocks. We provide a detailed description of

the implementation of each step for both QR and DR methods. We also describe a

weighted bootstrap procedure to perform uniform inference on all structural functions

considered. Detailed implementation algorithms are given in Appendix A.

We assume that we observe a sample of n independent and identically distributed

realizations {(Y
i

, X
i

, Z
i

)}n
i=1 of the random vector (Y,X, Z), and that dim(X) = 1.

Calligraphic letters such as Y and X denote the supports of Y and X; and YX

denotes the joint support of (Y,X). The description of all the stages includes indi-

vidual weights e
i

which are set to 1 for the estimators, or drawn from a distribution

that satisfies Assumption 3 in Section 4 for the weighted bootstrap version of the

estimators.
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3.1. First Stage: Estimation of Control Function. The first stage estimates the

n target values of the control function, V
i

= F
X

(X
i

| Z
i

), i = 1, . . . , n. We estimate

the conditional distribution of X in a trimmed support X that excludes extreme

values. The purpose of the trimming is to avoid the far tails. We consider a fixed

trimming rule, which greatly simplifies the derivation of the asymptotic properties.

In our numerical and empirical examples we find that the results are not sensitive

to the trimming rule and the choice of X as the observed support of X, i.e. no

trimming, works well. We use bars to denote trimmed supports with respect to X,

e.g., XZ = {(x, z) 2 XZ : x 2 X}. A subscript in a set denotes a finite grid covering

the set, where the subscript is the number of grid points. Unless otherwise specified,

the points of the grid are sample quantiles of the corresponding variable at equidistant

probabilities in [0, 1]. For example, X5 denotes a grid of 5 points covering X located

at the 0, 1/4, 1/2, 3/4 and 1 sample quantiles of X.

Denoting the usual check function by ⇢
v

(z) = (v � 1(z < 0))z, the first stage in the

QR baseline is

bF e

X

(x | z) = ✏+

ˆ 1�✏

✏

1{r0b⇡e(v)  x}dv, r = r(z), (x, z) 2 XZ,(3.1)

b⇡e(v) 2 arg min
⇡2Rdim(R)

n

X

i=1

e
i

⇢
v

(X
i

�R0
i

⇡),(3.2)

for some small constant ✏ > 0. The adjustment in the limits of the integral in (3.1)

avoids tail estimation of quantiles.1 The first stage in the DR baseline is,

bF e

X

(x | z) = �(r0b⇡e(x)), r = r(z), (x, z) 2 XZ,(3.3)

b⇡e(x) 2 arg min
⇡2Rdim(R)

n

X

i=1

e
i

[1 (X
i

 x) log�(R0
i

⇡)(3.4)

+1 (X
i

> x) log (1� �(R0
i

⇡))] .

When e
i

= 1 for all i = 1, . . . , n, expressions (3.1)-(3.2) and (3.3)-(3.4) define bF
X

,

the QR and DR estimators of F
X

. For (X
i

, Z
i

) 2 XZ, the estimator and weighted

bootstrap version of the control function are then bV
i

= bF
X

(X
i

| Z
i

) and bV e

i

= bF e

X

(X
i

|

Z
i

), respectively, and we set bV
i

= bV e

i

= 0 otherwise.

1Chernozhukov, Fernandez-Val and Melly (2013) provide conditions under which this adjustment
does not introduce bias.
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Remark 1. For DR, the estimation of ⇡(x) at each x = X
i

can be computationally

expensive. Substantial gains in computational speed is achieved by first estimating

⇡(x) in a grid X

M

, and then obtaining b⇡(x) at each x = X
i

by interpolation.

3.2. Second Stage: Estimation of F
Y

(· | X,Z1, V ). With the estimated control

function in hand, the second building block required for the estimation of structural

functions is an estimate of the reduced form CDF of Y given (X,Z1, V ). The baseline

models provide direct estimation procedures based on QR and DR.

Let T := 1(X 2 X ) be a trimming indicator, which is formally defined in Assumption

4 of Section 4. The estimator of F
Y

in the QR baseline is

bF e

Y

(y | x, z1, v) = ✏+

ˆ 1�✏

✏

1{w(x, z1, v)
0
b�e(u)  y}du, (y, x, z1, v) 2 YXZ1V ,(3.5)

b�e(u) 2 arg min
�2Rdim(W )

n

X

i=1

e
i

T
i

⇢
u

(Y
i

�

cW e0
i

�), cW e

i

= w(X
i

, Z1i, bV
e

i

),(3.6)

As for the first stage, the adjustment in the limits of the integral in (3.5) avoids tail

estimation of quantiles. The estimator of F
Y

in the DR baseline is

bF e

Y

(y | x, z1, v) = �(w(x, z1, v)
0
b�e(y)), (y, x, z1, v) 2 YXZ1V ,(3.7)

b�e(y) 2 arg min
�2Rdim(W )

n

X

i=1

e
i

T
i

h

1 (Y
i

 y) log�(cW e0
i

�)(3.8)

+1 (Y
i

> y) log
⇣

1� �(cW e0
i

�)
⌘i

.

When e
i

= 1 for all i = 1, . . . , n, expressions (3.5)-(3.6) and (3.7)-(3.8) define bF
Y

, the

quantile and distribution regression estimators of F
Y

, respectively.

3.3. Third Stage: Estimation of Structural Functions. Given the estimators

({bV
i

}

n

i=1, bFY

) and their bootstrap draws ({bV e

i

}

n

i=1, bF
e

Y

), we can form estimators of the

structural functions as functionals of these building blocks.

The estimator and bootstrap draw of the DSF are

(3.9) bG(y, x) =
1

n
T

n

X

i=1

bF
Y

(y | x, Z1i, bVi

)T
i

,

where n
T

=
P

n

i=1 Ti

, and

(3.10) bGe(y, x) =
1

ne

T

n

X

i=1

e
i

bF e

Y

(y | x, Z1i, bV
e

i

)T
i

,
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where ne

T

=
P

n

i=1 eiTi

. For the DR estimator, y 7!

bG(y, x) may not be mono-

tonic. This can be addressed by applying the rearrangement method of Chernozhukov,

Fernandez-Val and Galichon (2010).

Given the DSF estimate and bootstrap draw, bG(y, x) and bGe(y, x), the estimator and

bootstrap draw of the QSF are

(3.11) bQ(⌧, x) =

ˆ
Y+

1{ bG(y, x)  ⌧}⌫(dy)�

ˆ
Y�

1{ bG(y, x) � ⌧}⌫(dy),

and

(3.12) bQe(⌧, x) =

ˆ
Y+

1{ bGe(y, x)  ⌧}⌫(dy)�

ˆ
Y�

1{ bGe(y, x) � ⌧}⌫(dy),

respectively. Finally, the estimator and bootstrap draw of the ASF are

(3.13) bµ(x) =

ˆ
Y+

[1� bG(y, x)]⌫(dy)�

ˆ
Y�

bG(y, x)⌫(dy),

and

(3.14) bµe(x) =

ˆ
Y+

[1� bGe(y, x)]⌫(dy)�

ˆ
Y�

bGe(y, x)⌫(dy),

respectively. When the set Y is uncountable, we approximate the previous integrals

by sums over a fine mesh of equidistant points Y
S

:= {inf[y 2 Y ] = y1 < · · · < y
S

=

sup[y 2 Y ]} with mesh width � such that �
p

n ! 0. For example, (3.12) and (3.14)

are approximated by

(3.15) bQe

S

(⌧, x) = �
S

X

s=1

h

1(y
s

� 0)� 1{ bGe(y
s

, x) � ⌧}
i

,

and

(3.16) bµe

S

(x) = �
S

X

s=1

h

1(y
s

� 0)� bGe(y
s

, x)
i

.

3.4. Weighted Bootstrap Inference on Structural Functions. We consider in-

ference uniform over regions of values of (y, x, ⌧). We denote the region of interest as

I

G

for the DSF, I
Q

for the QSF, and I

µ

for the ASF. Examples include:

(1) The DSF, y 7!

bGe(y, x), for fixed x and over y 2

e

Y ⇢ Y , by setting I

G

=
e

Y ⇥ {x}.

(2) The QSF, x 7!

bQe(⌧, x) for fixed x and over ⌧ 2

e

T ⇢ (0, 1), by setting

I

Q

= e

T ⇥ {x},
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(3) The ASF, bµe(x), over x 2

e

X ⇢ X , by setting I

µ

= e

X .

When the region of interest is not a finite set, we approximate it by a finite grid.

All the details of the procedure we implement are summarized in Algorithm 1 in

Appendix A.

The weighted bootstrap versions of the DSF, QSF and ASF estimators are obtained by

rerunning the estimation procedure introduced in Section 3.3 with sampling weights

drawn from a distribution that satisfies Assumption 3 in Section 4; see Algorithm 2

in Appendix A for details. They can then be used to perform uniform inference over

the region of interest.

For instance, a (1 � ↵)-confidence band for the DSF over the region I

G

can be con-

structed as

(3.17)
h

bG(y, x)± bk
G

(1� ↵)b�
G

(y, x), (y, x) 2 I

G

i

,

where b�
G

(y, x) is an estimator of �
G

(y, x), the asymptotic standard deviation of
bG(y, x), such as the rescaled weighted bootstrap interquartile range

(3.18) b�
G

(y, x) = IQR
h

bGe(y, x)
i

/1.349,

and bk
G

(1 � ↵) denote a consistent estimator of the (1 � ↵)-quantile of the maximal

t-statistic

kt
G

(y, x)kIG = sup
(y,x)2IG

�

�

�

�

�

bG(y, x)�G(y, x)

�
G

(y, x)

�

�

�

�

�

,

such as the (1� ↵)-quantile of the bootstrap draw of the maximal t-statistic

(3.19) kte
G

(y, x)kIG = sup
(y,x)2IG

�

�

�

�

�

bGe(y, x)� bG(y, x)

b�
G

(y, x)

�

�

�

�

�

.

Confidence bands for the ASF can be constructed by a similar procedure, using the

bootstrap draws of the ASF estimator. For the QSF, we can either use the same

procedure based on the bootstrap draws of the QSF, or invert the confidence bands

for the DSF following the generic method of Chernozhukov et al (2016). The first

possibility works only when Y is continuous, whereas the second method is more

generally applicable. We provide algorithms for the construction of the bands in

Appendix A.
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4. Asymptotic Theory

We derive asymptotic theory for the estimators of the ASF, DSF and QSF where both

the first and second stages are based on DR. The theory for the estimators based on

QR can be derived using similar arguments.

In what follows, we shall use the following notation. We let the random vector

A = (Y,X, Z,W, V ) live on some probability space (⌦0,F0, P ). Thus, the probability

measure P determines the law of A or any of its elements. We also let A1, ..., An

,

i.i.d. copies of A, live on the complete probability space (⌦,F ,P), which contains

the infinite product of (⌦0,F0, P ). Moreover, this probability space can be suitably

enriched to carry also the random weights that appear in the weighted bootstrap.

The distinction between the two laws P and P is helpful to simplify the notation in

the proofs and in the analysis. Unless explicitly mentioned, all functions appearing

in the statements are assumed to be measurable.

We now state formally the assumptions. The first assumption is about sampling and

the bootstrap weights.

Assumption 3. [Sampling and Bootstrap Weights] (a) Sampling: the data

{Y
i

, X
i

, Z
i

}

n

i=1 are a sample of size n of independent and identically distributed obser-

vations from the random vector (Y,X, Z). (b) Bootstrap weights: (e1, ..., en) are i.i.d.

draws from a random variable e � 0, with E
P

[e] = 1, Var
P

[e] = 1, and E
P

|e|2+� < 1

for some � > 0; live on the probability space (⌦,F ,P); and are independent of the

data {Y
i

, X
i

, Z
i

}

n

i=1 for all n.

The second assumption is about the first stage where we estimate the control function

(x, z) 7! #0(x, z) defined as

#0(x, z) := F
X

(x | z),

with trimmed support V = {#0(x, z) : (x, z) 2 XZ}. We assume a logistic DR model

for the conditional distribution of X in the trimmed support X .

Assumption 4. [First Stage] (a) Trimming: we consider a trimming rule defined by

the tail indicator

T = 1(X 2 X ),

where X = [x, x] for some �1 < x < x < 1, such that P (T = 1) > 0. (b) Model:

the distribution of X conditional on Z follows Assumption 1(b) with � = ⇤ in the

trimmed support, where ⇤ is the logit link function; the coe�cients x 7! ⇡0(x) are three
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times continuously di↵erentiable with uniformly bounded derivatives; R is compact;

and the minimum eigenvalue of E
P

[⇤(R0⇡0(x))[1� ⇤(R0⇡0(x))]RR0] is bounded away

from zero uniformly over x 2 X .

For x 2 X , let

b⇡e(x) 2 arg min
⇡2Rdim(R)

1

n

n

X

i=1

e
i

{1(X
i

 x) log⇤(R0
i

⇡) + 1(X
i

> x) log[1� ⇤(R0
i

⇡)]},

and set

#0(x, r) = ⇤(r0⇡0(x)); b#
e(x, r) = ⇤(r0b⇡e(x)),

if (x, r) 2 XR, and #0(x, r) = b#e(x, r) = 0 otherwise.

Theorem 4 of Chernozhukov, Fernandez-Val and Kowalski (2015) established the as-

ymptotic properties of the DR estimator of the control function. We repeat the result

here as a lemma for completeness and to introduce notation that will be used in the

results below. Let T (x) := 1(x 2 X ), kfk
T,1 := sup

a2A |T (x)f(a)| for any function

f : A 7! R, and � = ⇤(1� ⇤), the density of the logistic distribution.

Lemma 2. [First Stage] Suppose that Assumptions 3 and 4 hold. Then, (1)

p

n(b#e(x, r)� #0(x, r)) =
1
p

n

n

X

i=1

e
i

`(A
i

, x, r) + oP(1) �e(x, r) in `1(XR),

`(A, x, r) := �(r0⇡0(x))[1{X  x}� ⇤(R0⇡0(x))]⇥

⇥r0E
P

{⇤(R0⇡0(x))[1� ⇤(R0⇡0(x))]RR0}�1 R,

E
P

[`(A, x, r)] = 0,E
P

[T `(A,X,R)2] < 1,

where (x, r) 7! �e(x, r) is a Gaussian process with uniformly continuous sample paths

and covariance function given by E
P

[`(A, x, r)`(A, x̃, r̃)0]. (2) There exists e#e : XR 7!

[0, 1] that obeys the same first order representation uniformly over XR, is close to
b#e in the sense that ke#e

�

b#e

k

T,1 = oP(1/
p

n) and, with probability approaching one,

belongs to a bounded function class ⌥ such that

logN(✏,⌥, k · k
T,1) . ✏�1/2, 0 < ✏ < 1.

The next assumptions are about the second stage. We assume a logistic DR model for

the conditional distribution of Y given (X,Z1, V ), impose compactness and smooth-

ness conditions, and provide su�cient conditions for identification of the parameters.

Compactness is imposed over the trimmed supports and can be relaxed at the cost

of more complicated and cumbersome proofs. The smoothness conditions are fairly
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tight. The assumptions on Y cover continuous, discrete and mixed outcomes in the

second stage. We denote partial derivatives as @
x

f(x, y) := @f(x, y)/@x.

Assumption 5. [Second Stage] (a) Model: the distribution of Y conditional on

(X,Z1, V ) follows Assumption 1(b) with � = ⇤. (b) Compactness and smoothness:

the set XZW is compact; the set Y is either a compact interval in R or a finite subset

of R; X has a continuous conditional density function x 7! f
X

(x | z) that is bounded

above by a constant uniformly in z 2 Z; if Y is an interval, then Y has a conditional

density function y 7! f
Y

(y | x, z) that is uniformly continuous in y 2 Y uniformly

in (x, z) 2 XZ, and bounded above by a constant uniformly in (x, z) 2 XZ; the

derivative vector @
v

w(x, z1, v) exists and its components are uniformly continuous in

v 2 V uniformly in (x, z1) 2 XZ1, and are bounded in absolute value by a constant,

uniformly in (x, w, v) 2 XZ1V; and for all y 2 Y, �0(y) 2 B, where B is a compact

subset of Rdim(W ). (c) Identification and nondegeneracy: Assumption 2 holds condi-

tional on T = 1, and the matrix C(y, v) := Cov
P

[f
y

(A) + g
y

(A), f
v

(A) + g
v

(A) ] is

finite and is of full rank uniformly in y, v 2 Y, where

f
y

(A) := {⇤(W 0�0(y))� 1(Y  y)}WT,

and, for Ẇ = @
v

w(X,Z1, v)|v=V

,

g
y

(A) := E
P

[{[⇤(W 0�0(y))� 1(Y  y)]Ẇ + �(W 0�0(y))Ẇ
0�0(y)W}T `(a,X,R)]

�

�

a=A

.

For y 2 Y , let

b�(y) = arg min
�2Rdim(W )

1

n

n

X

i=1

T
i

⇢
y

(Y
i

, �0cW
i

), cW
i

= w(X
i

, Z1i, bVi

), bV
i

= b#(X
i

, R
i

),

where

⇢
y

(Y,B) := �{1(Y  y) log⇤(B) + 1(Y > y) log[1� ⇤(B)]},

and b# is the estimator of the control function in the unweighted sample; and

b�e(y) = arg min
�2Rdim(W )

1

n

n

X

i=1

e
i

T
i

⇢
y

(Y
i

, �0cW e

i

), cW e

i

= w(X
i

, Z1i, bV
e

i

), bV e

i

= b#e(X
i

, R
i

),

where b#e is the estimator of the control function in the weighted sample.

The following lemma establishes a functional central limit theorem and a functional

central limit theorem for the bootstrap for the estimator of the DR coe�cients in the

second stage. Let d
w

:= dim(W ), and `1(Y) be the set of all uniformly bounded real
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functions on Y . We use  P to denote bootstrap consistency, i.e. weak convergence

conditional on the data in probability, which is formally defined in Appendix C.1.

Lemma 3. [FCLT and Bootstrap FCLT for b�(y)] Under Assumptions 1–5, in `1(Y)dw ,
p

n(b�(y)� �0(y)) J(y)�1G(y), and
p

n(b�e(y)� b�(y)) P J(y)�1G(y),

where y 7! G(y) is a d
w

-dimensional zero-mean Gaussian process with uniformly

continuous sample paths and covariance function

E
P

[G(y)G(v)0] = C(y, v), y, v 2 Y .

We consider now the estimators of the main quantities of interest – the structural

functions. Let W
x

:= w(x, Z1, V ), cW
x

:= w(x, Z1, bV ), and cW e

x

:= w(x, Z1, bV e). The

DR estimator and bootstrap draw of the DSF in the trimmed support, G
T

(y, x) =

E
P

{⇤[�0(y)0Wx

] | T = 1}, are bG(y, x) =
P

n

i=1 ⇤[
b�(y)0cW

xi

]T
i

/n
T

, and bGe(y, x) =
P

n

i=1 ei⇤[
b�e(y)0cW e

xi

]T
i

/ne

T

. Let p
T

:= P (T = 1). The next result gives large sample

theory for these estimators.

Theorem 2 (FCLT and Bootstrap FCLT for DSF). Under Assumptions 1–5, in

`(YX ),

p

np
T

( bG(y, x)�G
T

(y, x)) Z(y, x) and
p

np
T

( bGe(y, x)� bG(y, x)) P Z(y, x),

where (y, x) 7! Z(y, x) is a zero-mean Gaussian process with covariance function

Cov
P

[⇤[W 0
x

�0(y)] + h
y,x

(A),⇤[W 0
u

�0(v)] + h
v,u

(A) | T = 1],

with

h
y,x

(A) = E
P

{�[W 0
x

�0(y)]Wx

T}0�1[f
y

(A) + g
y

(A)]+

E
P

{�[W 0
x

�0(y)]Ẇ
0
x

�0(y)T `(a,X,R)}
�

�

a=A

.

When Y is continuous and y 7! G
T

(y, x) is strictly increasing, we can also characterize

the asymptotic distribution of bQ(⌧, x), the estimator of the QSF in the trimmed

support. Let g
T

(y, x) be the density of y 7! G
T

(y, x), T := {⌧ 2 (0, 1) : Q(⌧, x) 2

Y , g
T

(Q(⌧, x), x) > ✏, x 2 X} for fixed ✏ > 0, and Q
T

(⌧, x) the QSF in the trimmed

support T X defined as

Q
T

(⌧, x) =

ˆ
Y+

1{G
T

(y, x)  ⌧}dy �

ˆ
Y�

1{G
T

(y, x) � ⌧}dy.
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The estimator and its bootstrap draw given in (3.11)-(3.12) follow the functional

central limit theorem:

Theorem 3 (FCLT and Bootstrap FCLT for QSF). Assume that y 7! G
T

(y, x) is

strictly increasing in Y and (y, x) 7! G
T

(y, x) is continuously di↵erentiable in YX .

Under Assumptions 1–5, in `1(T X ),

p

np
T

( bQ(⌧, x)�Q
T

(⌧, x)) �

Z(Q(⌧, x), x)

g
T

(Q(⌧, x), x)
and

p

np
T

( bQe(⌧, x)� bQ(⌧, x)) P �

Z(Q(⌧, x), x)

g
T

(Q(⌧, x), x)
,

where (y, x) 7! Z(y, x) is the same Gaussian process as in Theorem 2.

Finally, we consider the ASF in the trimmed support

µ
T

(x) =

ˆ
Y+

[1�G
T

(y, x)]⌫(dy)�

ˆ
Y�

G
T

(y, x)⌫(dy).

The estimator and its bootstrap draw given in (3.13)-(3.14) follow the functional

central limit theorem:

Theorem 4 (FCLT and Bootstrap FCLT for ASF). Under Assumptions 1–5, in

`1(X ),

p

np
T

(bµ(x)� µ
T

(x)) �

ˆ
Y
Z(y, x)⌫(dy) and

p

np
T

(bµe(x)� bµ(x)) P �

ˆ
Y
Z(y, x)⌫(dy),

where (y, x) 7! Z(y, x) is the same Gaussian process as in Theorem 2.

5. Numerical Illustrations

5.1. Empirical Application: Engel Curves for Food and Leisure Expendi-

ture. In this section we apply our methods to the estimation of a semiparametric

nonseparable triangular model for Engel curves. We focus on the structural relation-

ship between household’s total expenditure and household’s demand for two goods:

food and leisure. We take the outcome Y to be the expenditure share on either food

or leisure, and X the logarithm of total expenditure. Following Blundell, Chen and

Kristensen (2007) we use as an exclusion restriction the logarithm of gross earnings of
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the head of household. We also include an additional binary covariate Z1 accounting

for the presence of children in the household.

There is an extensive literature on Engel curve estimation (e.g., see Lewbel (2006)

for a review), and the use of nonseparable triangular models for the identification

and estimation of Engel curves has been considered in the recent literature. Blundell,

Chen and Kristensen (2007) estimate semi-nonparametrically Engel curves for several

categories of expenditure, Imbens and Newey (2009) estimate the QSF nonparamet-

rically for food and leisure, and Chernozhukov, Fernandez-Val and Kowalski (2015)

estimate Engel curves for alcohol accounting for censoring. For comparison purposes

we use the same dataset as these papers, the 1995 U.K. Family Expenditure Survey.

We restrict the sample to 1,655 married or cohabiting couples with two or fewer chil-

dren, in which the head of the household is employed and between the ages of 20

and 55 years. For this sample we estimate the DSF, QSF and ASF for both goods.

Unlike Imbens and Newey (2009) we also account for the presence of children in the

household and we impose semiparametric restrictions through our baseline models.

In contrast to Chernozhukov, Fernandez-Val and Kowalski (2015), we do not impose

separability between the control function and other regressors, and we estimate the

structural functions.

All structural functions are estimated by both QR and DR methods, following exactly

the description of the implementation presented in Section 3 with the specifications

r(Z) = (1, Z)0, r1(Z1) = (1, Z1)0, p(X) = (1, X)0, and q(V ) = (1,��1(V ))0. We set

M = 599 and ✏ = 0.01 in Algorithm 1, approximate the integrals using S = 599

points, and run B = 199 bootstrap replications in Algorithm 2 for both methods.

The regions of interest are e

X = [ bQ
X

(0.1), bQ
X

(0.9)] and e

Y = [ bQ
Y

(0.1), bQ
Y

(0.9)],

where bQ
X

(u) and bQ
Y

(u) are the sample u-quantiles of X and Y . We approximate
e

X by a grid e

X

K

with K = 3, 5, and e

Y by a grid e

Y15. We estimate the structural

functions and perform uniform inference over the following regions:

(1) For the QSF, bQ(⌧, x), we take eT = {0.25, 0.5, 0.75}, and then set: I
Q

= e

T

e

X5.

(2) For the DSF, bG(y, x), we set: I
G

= e

Y15
e

X3.

(3) For the ASF, bµ(x), we set: I
µ

= e

X5.

We implement the DR estimator using the logit link function. Since the estimated

DSF may be non-monotonic in y, we apply rearrangement to y 7!

bG(y, x) at each

value of x in I

G

. None of the methods uses trimming, that is we set T = 1 a.s.
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(a) Food.
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(b) Leisure.

Figure 5.1. QSF. Quantile (left) and distribution regression (right).

Figures 5.1-5.3 show the QSF, ASF and DSF for both goods2. For each structural

function, we report weighted bootstrap 90%-confidence bands that are uniform over

the corresponding region specified above. Our empirical results illustrate that QR and

DR specifications are able to capture di↵erent features of structural functions, and

are therefore complementary. For food, both estimation methods deliver very similar

2For graphical representation the QSF and ASF are interpolated by splines over X and the DSF
over Y.

21



0.1

0.2

0.3

4.8 5.2 5.6 6.0
Total Expenditure

Av
er

ag
e 

St
ru

ct
ur

al
 F

un
ct

io
n

0.1

0.2

0.3

4.8 5.2 5.6 6.0
Total Expenditure

Av
er

ag
e 

St
ru

ct
ur

al
 F

un
ct

io
n

Figure 5.2. ASF for food (left) and leisure (right). Quantile (blue)
and distribution regression (red).

of the QSF, close to being linear, although linearity is not imposed in the estimation

procedure. For leisure, the QSF and ASF estimated by DR are able to capture some

nonlinearity which is absent from those obtained by QR. For QR, this reflects the

specified linear structure of the ASF which also constrains the shape of the QSF. In

addition, some degree of heteroskedasticity appears to be a feature of the structural

model for both goods, although much more markedly for leisure, so our methods are

well-suited for this problem. Increased dispersion across quantile levels in Figure 5.1

is reflected by the increasing spread across probability levels between the two extreme

DSF estimates in Figure 5.3. Finally, our semiparametric specifications are able to

capture the asymmetry across leisure expenditure shares, an important feature of the

data highlighted in Imbens and Newey (2009).

In the Supplementary Material we perform a thorough sensitivity analysis which

further shows that our empirical results are robust to the modeling, estimation and

integration choices. Overall, for this dataset, the main features of food and leisure

Engel curves are well captured by our semiparametric specifications.

5.2. Numerical Simulations. To assess the performance of our estimators we im-

plement Monte Carlo experiments based on three di↵erent designs, calibrated to

the leisure empirical application. The first two experiments are based on Gaussian

location-scale and DR triangular models, designed to reflect the respective strengths
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(b) Leisure.

Figure 5.3. DSF. Quantile (left) and distribution regression (right).

of the QR and DR estimators. The third experiment is a location triangular model,

for which both estimators are consistent for the corresponding structural functions.

Design QR. Our first design is the linear location-scale shift system of equations

X = ⇡11 + ⇡21Z + (⇡12 + ⇡22Z)⌘,

Y = ✓11 + ✓21X + (✓12 + ✓22X)".
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The ASF and QSF of this model are linear,

µ(x) = ✓11 + ✓21x, Q(⌧, x) = ✓11 + ✓21x+ (✓12 + ✓22x)�
�1(⌧).

Design DR. Our second design is the nonlinear location-scale shift system of equa-

tions

X = �

✓

⇡11 + ⇡12Z

⇡21 + ⇡22Z

◆

+

✓

1

⇡21 + ⇡22Z

◆

⌘,

Y = �

✓

✓11 + ✓12x

✓21 + ✓22x

◆

+

✓

1

✓21 + ✓22x

◆

".

The ASF and QSF of this model are nonlinear,

µ(x) = �

✓

✓11 + ✓12x

✓21 + ✓22x

◆

, Q(⌧, x) = �

✓

✓11 + ✓12x

✓21 + ✓22x

◆

+

✓

1

✓21 + ✓22x

◆

��1(⌧).

Design LOC. Our third design is the linear location shift system of equations

X = ⇡11 + ⇡21Z + �
⌘

⌘,

Y = ✓11 + ✓21X + �
"

",

for which the QR and DR models are correctly specified. The ASF and QSF of this

model are

µ(x) = ✓11 + ✓21x, Q(⌧, x) = ✓11 + ✓21x+ �
"

��1(⌧).

For all three experiments, the sample size is set to n = 1655, the number of ob-

servations in the empirical application, and 500 simulations are performed. For the

regions of interest, we use the same T3 and X 5 as in the empirical application. We

let (⌘, ") be jointly normal scalar random variables with zero means, unit variances

and correlation ⇢, and assess the performance of our estimators under two di↵erent

levels of endogeneity by setting ⇢ = �0.2, for low endogeneity, and ⇢ = �0.9, for

extreme endogeneity. Accordingly, the DR estimator is implemented with the probit

link function. For brevity, in the main text we only report simulation results for the

ASF which reflect the main features of our simulations for the QSF as well. A detailed

discussion of the calibration of these models and simulation results for the QSF are

given in the Supplemental Material.

Table 1 reports a first set of results regarding the accuracy of ASF estimates by DR

and QR. For comparison purposes, Table 1 also includes ASF estimates by ordinary

least-squares (OLS), providing a benchmark with no correction for endogeneity. We

report average estimation errors across simulations of QR and DR estimators, and
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Design QR LOC DR
⇢ = �0.2

L1 L2 L1 L1 L2 L1 L1 L2 L1
DR 6.9 8.1 15.2 5.2 6.7 8.3 5.9 7.4 10.2
QR 2.7 3.4 3.5 4.7 6.0 6.9 8.2 9.7 15.4

Ratio⇥100 251.1 237.2 426.8 110.3 111.9 121.2 72.4 76.6 66.2
OLS 10.6 10.9 22.4 14.9 15.4 26.0 15.4 16.0 33.0

⇢ = �0.9
L1 L1 L1 L1 L2 L1 L1 L2 L1

DR 4.7 6.0 7.7 6.4 7.9 10.5 7.8 9.5 13.6
QR 3.8 4.5 9.4 4.9 6.0 7.3 9.2 10.5 24.4

Ratio⇥100 123.6 132.7 82.0 131.1 131.9 144.7 84.4 90.4 56.0
OLS 47.2 47.3 100.2 66.2 66.3 117.9 73.2 73.3 152.8

Table 1. Average Lp estimation errors of ASF ⇥1000 for the DR and
QR estimators and their ratio ⇥100, for p = 1, 2 and 1. Average Lp

estimation errors of ASF ⇥1000 for OLS are included as a benchmark.

their ratio in percentage terms. Estimation errors are measured in Lp norms k·k

p

,

p = 1, 2, and 1, where for a function f : X 7! R, kfk
p

=
�´

R |f(s)|
p ds
 1/p

, and are

then averaged over the 500 simulations.

For this design, DR and QR-based estimators both perform very well and significantly

improve over the OLS benchmark, including for ⇢ = �0.2. As expected, the accuracy

of the estimates obtained by each method dominates for the corresponding design.

For the QR design, the ratio of average estimation errors ranges from 82 to 426.8.

Interestingly, the relative accuracy of DR-based estimates for ⇢ = �0.9 is close to the

accuracy of QR estimates, with the ratio of average estimation errors ranging from

82 to 132.7, across norms; this feature is specific to the ASF and does not apply to

the QSF. For the DR design, the ratio of average estimation errors ranges from 56 to

90.4. The larger reduction in average errors in L1 norm reflects the higher accuracy in

estimation of extreme parts of the support where the ASF displays some curvature.

Finally, for the LOC design, the performance of both methods is very similar for

⇢ = �0.2, and the QR-based estimator dominates more markedly for ⇢ = �0.9.

Overall, the simulations show that both DR- and QR-based estimation methods per-

form well for their respective designs, and yield substantial correction for endogeneity.
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QR-based estimation dominates for both the QR and LOC designs, but the DR es-

timator is able to correct for endogeneity in data generating processes displaying

nonlinearities in the structural functions. These simulation results illustrate further

the complementarity of the two estimation methods introduced in this paper.

Appendix A. Implementation Algorithms

This section gathers the algorithms for the three-stage estimation procedure, weighted

bootstrap, and the constructions of uniform bands for the structural functions.

Algorithm 1 Three-Stage Estimation Procedure.

For i = 1, . . . , n, set e
i

= 1.
First Stage. [Control function estimation]

(1) (QR) For ✏ in (0, 0.5) (e.g., ✏ = .01) and a fine mesh of M values
{✏ = v1 < · · · < v

M

= 1� ✏}, estimate {b⇡e(v
m

)}M
m=1 by solving (3.2). Then

set bV e

i

= bF e

X

(X
i

| Z
i

), i = 1, . . . , n, as in (3.1).
(2) (DR) Estimate {b⇡(X

i

)}n
i=1 by solving (3.4). Then set bV e

i

= bF e

X

(X
i

| Z
i

),
i = 1, . . . , n, as in (3.3).

Second Stage. [Reduced-form CDF estimation]

(1) (QR) (a) For ✏ in (0, 0.5) (e.g., ✏ = .01) and a fine mesh of M values
{✏ = u1, . . . , uM

= 1� ✏}, estimate {

b�e(u
m

)}M
m=1 by solving (3.6). (b) Obtain

bF e

Y

(y | x, Z1i, bV e

i

) as in (3.5)
(2) (DR) (a) For each y

m

2 Y

M

, estimate {

b�(y
m

)}M
m=1 by solving (3.8). (b)

Obtain bF e

Y

(y | x, Z1i, bV e

i

) as in (3.7).

Third Stage. [Structural functions estimation] Compute bGe(y, x), bQe

S

(⌧, x) and
bµe

S

(x) using (3.10), (3.15) and (3.16).

Remark 2. The size of the grids M can di↵er across stages and methods. For our

empirical application, we have found that the estimates are not very sensitive to M .

Remark 3. All the estimation steps can also be implemented keeping Z1, or some

component of Z1, fixed as a conditioning variable. The estimated structural functions

are then evaluated at values of the conditioning variable(s) of interest. Denoting

the DSF estimator and bootstrap draw by bG(y, x, z1) =
P

n

i=1
bF
Y

(y | x, z1, bVi

)T
i

/n
T

and bGe(y, x, z1) =
P

n

i=1 ei
bF e

Y

(y | x, z1, bV e

i

)T
i

/ne

T

, the corresponding QSF and ASF

estimators and bootstrap draws obtain upon substituting bG(y, x, z1) and bGe(y, x, z1)

for bG(y, x) and bGe(y, x) in (3.9)-(3.10).
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Remark 4. For the QR specification, the estimator of the ASF in the second and

third stages can be replaced by bµ(x) = w(x, Z̄1, 0)0b�, where Z̄1 =
P

n

i=1 Z1i/n and
b� the least squares estimator of the linear regression of Y on cW e

i

. Our numerical

implementation in the Supplementary Material shows that estimates thus obtained

are very similar to those formed according to (3.16).

Algorithm 2 Weighted Bootstrap.

For b = 1, . . . , B, repeat the following steps:
Step 0. Draw e

b

:= {e
ib

}

n

i=1 i.i.d. from a random variable that satisfies Assumption
3 (e.g., the standard exponential distribution).
Step 1. Reestimate the control function bV e

ib

= bF e

X,b

(X
i

| Z
i

) in the weighted sample,
according to (3.1)-(3.2) or (3.3)-(3.4).
Step 2. Reestimate the reduced form CDF bF e

Y,b

in the weighted sample according to
(3.5)-(3.6) or (3.7)-(3.8).
Step 3. For ne

Tb

=
P

n

i=1 eibTi

, compute
bGe

b

(y, x) =
P

n

i=1 eib
bF e

Y,b

(y | x, Z1i, bV e

ib

)T
i

/ne

Tb

,

bQe

b

(⌧, x) = �
P

S

s=1

h

1(y
s

� 0)� 1{ bGe

b

(y
s

, x) � ⌧}
i

, and

bµe

b

(x) = �
P

S

s=1

h

1(y
s

� 0)� bGe

b

(y
s

, x)
i

,

Algorithm 3 Uniform Inference for DSF and ASF.

Step 1. Given B bootstrap draws
n

( bGe

b

(y, x), bµe

b

(x)
o

B

b=1
, compute the standard

errors of bG(y, x) and bµ(x) as

b�
G

(y, x) = IQR



n

bGe

b

(y, x)
o

B

b=1

�

/1.349, b�
µ

(x) = IQR
h

{bµe

b

(x)}B
b=1

i

/1.349.

Step 2. For b = 1, . . . , B, compute the bootstrap draws of the maximal t-statistics
for the DSF and ASF as

�

�te
G,b

(y, x)
�

�

IG
= sup

(y,x)2IG

�

�

�

�

�

bGe

b

(y, x)� bG(y, x)

b�
G

(y, x)

�

�

�

�

�

,
�

�te
µ,b

(x)
�

�

Iµ
= sup

x2Iµ

�

�

�

�

bµe

b

(x)� bµ(x)

b�
µ

(x)

�

�

�

�

.

Step 3. Form (1� ↵)-confidence bands for the DSF and ASF as
n

bG(y, x)± bk
G

(1� ↵)b�
G

(y, x) : (y, x) 2 I

G

o

,
n

bµ(x)± bk
µ

(1� ↵)b�
µ

(x) : x 2 I

µ

o

,

where bk
G

(1� ↵) is the sample (1� ↵)-quantile of
n

�

�te
G,b

(y, x)
�

�

IG
: 1  b  B

o

, and

bk
µ

(1� ↵) is the sample (1� ↵)-quantile of
n

�

�te
µ,b

(x)
�

�

Iµ
: 1  b  B

o

.
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Algorithm 4 Uniform Inference for QSF.

Step 1. Given B bootstrap draws
n

( bGe

b

(y, x), bQe

b

(⌧, x))
o

B

b=1
, compute the standard

errors of bG(y, x) and bQ(⌧, x) as

b�
G

(y, x) = IQR



n

bGe

b

(y, x)
o

B

b=1

�

/1.349, b�
Q

(⌧, x) = IQR



n

bQe

b

(⌧, x)
o

B

b=1

�

/1.349.

Step 2. For b = 1, . . . , B, compute the bootstrap draws of the maximal t-statistics
for the DSF and ASF as

�

�te
G,b

(⌧, x)
�

�

IG
= sup

(y,x)2IG

�

�

�

�

�

bGe

b

(y, x)� bG(y, x)

b�
G

(y, x)

�

�

�

�

�

,
�

�te
Q,b

(⌧, x)
�

�

IQ
= sup

(⌧,x)2IQ

�

�

�

�

�

bQe

b

(⌧, x)� bQ(⌧, x)

b�
Q

(⌧, x)

�

�

�

�

�

.

Step 3. If Y is continuous, form a (1� ↵)-confidence band for the QSF as
n

bQ(⌧, x)± bk
Q

(1� ↵)b�
Q

(⌧, x) : (⌧, x) 2 I

Q

o

,

where bk
Q

(1� ↵) is the sample (1� ↵)-quantile of
n

�

�te
Q,b

(⌧, x)
�

�

IQ
: 1  b  B

o

.

Otherwise, form a (1� ↵)-confidence band for the QSF as
nh

bG 
U

(⌧, x), bG 
L

(⌧, x)
i

: (⌧, x) 2 I

 
G

o

,

where I

 
G

= {(⌧, x) : bG
L

(y, x) = ⌧, (y, x) 2 I

G

} \ {(⌧, x) : bG
U

(y, x) = ⌧, (y, x) 2 I

G

},

bG
L

(y, x) = bG(y, x)� bk
G

(1� ↵)b�
G

(y, x), bG
U

(y, x) = bG(y, x) + bk
G

(1� ↵)b�
G

(y, x),

and bk
G

(1� ↵) is the sample (1� ↵)-quantile of
n

�

�te
G,b

(y, x)
�

�

IG
: 1  b  B

o

.

Appendix B. Identification

B.1. Proof of Lemma 1. By Assumption 2 E
µ

[p(X)p(X)0], E
&l
[r1l(Z1l)r1l(Z1l)0],

l = 1, . . . , d
z1 , and E

⇢

[q(V )q(V )0] are positive definite. Also, with W = w(X,Z1, V ),

there is a positive constant C such that

E[w(X,Z1, V )w(X,Z1, V )0] � C

ˆ
w(x, z1, v)w(x, z1, v)

0[µ(dx)⇥ &(dz1)⇥ ⇢(dv)]

= C

ˆ
{p(x)p(x)0}⌦ {r11(z11)r11(z11)

0
}⌦ · · ·

⌦ {r1dz1 (z1dz1 )r1dz1 (z1dz1 )
0
}⌦ {q(v)q(v)0}[µ(dx)⇥ &(dz1)⇥ ⇢(dv)]

= CE
µ

[p(X)p(X)0]⌦ E
&1 [r11(Z11)r11(Z11)

0]⌦ · · ·

⌦ E
&dz1

[r1dz1 (Z1dz1
)r1dz1 (Z1dz1

)0]⌦ E
⇢

[q(V )q(V )0].
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where the inequality means no less than in the usual partial ordering for positive

semi-definite matrices. The conclusion then follows by both the matrices following

the last equality being positive definite. ⇤

B.2. Proof of Theorem 1. Under Assumption 2, Lemma 1 implies that the QR

coe�cients �(U) and DR coe�cients �(Y ) are unique. For the QR specification,

suppose there exists �̃(U) such that �(U)0w(X,Z1, V ) = �̃(U)0w(X,Z1, V ). Then

{�(U) � �̃(U)}0w(X,Z1, V ) = 0, and after applying iterated expectations, indepen-

dence of U and (X,Z1, V ) implies

0 = E[(�(U)� �̃(U))0 {w(X,Z1, V )w(X,Z1, V )0} (�(U)� �̃(U))]

= E[(�(U)� �̃(U))0E[w(X,Z1, V )w(X,Z1, V )0 | U ](�(U)� �̃(U))]

� CE[||�(U)� �̃(U)||2]

for some positive constant C, by positive definiteness of E[w(X,Z1, V )w(X,Z1, V )0].

Therefore, the map u 7! Q
Y

(u | x, v) is well-defined for all (x, z1, v) 2 XZ1V under

Assumption 1(a). Strict monotonicity of u 7! Q
Y

(u | x, z1, v) for all (x, z1, v) 2 XZ1V

then implies that the inverse map y 7! F
Y

(y | x, z1, v) = Q�1
Y

(y | x, z1, v) is well-

defined for all (x, z1, v) 2 XZ1V . For the DR specification, positive definiteness

of E[w(X,Z1, V )w(X,Z1, V )0] is also su�cient for uniqueness of DR coe�cients by

standard identification results for Logit and Probit models, e.g., see Example 1.2 in

Newey and McFadden (1994). Therefore, the map y 7! F
Y

(y | x, z1, v) is well-defined

for all (x, z1, v) 2 XZ1V under Assumption 1(b). For both specifications the result

now follows from the definitions of structural functions in Section 2. ⇤

Appendix C. Asymptotic Theory

C.1. Notation. In what follows # denotes a generic value for the control function.

It is convenient also to introduce some additional notation, which will be extensively

used in the proofs. Let V
i

(#) := #(X
i

, Z
i

), W
i

(#) := w(X
i

, Z1i, Vi

(#)), and Ẇ
i

(#) :=

@
v

w(X
i

, Z1i, v)|v=Vi(#). When the previous functions are evaluated at the true values

we use V
i

= V
i

(#0), Wi

= W
i

(#0), and Ẇ
i

= Ẇ
i

(#0). Also, let ⇢
y

(u, v) := �1(u 

y) log⇤(v)� 1(u > y) log⇤(�v). Recall that A := (Y,X, Z,W, V ), T (x) = 1(x 2 X ),

and T = T (X). For a function f : A 7! R, we use kfk
T,1 = sup

a2A |T (x)f(a)|;

for a K-vector of functions f : A 7! RK , we use kfk
T,1 = sup

a2A kT (x)f(a)k2. We

make functions in ⌥ as well as estimators b# to take values in [0, 1], the support of the

control function V . This allows us to simplify notation in what follows.
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We adopt the standard notation in the empirical process literature (see, e.g., van der

Vaart, 1998),

E
n

[f ] = E
n

[f(A)] = n�1
n

X

i=1

f(A
i

),

and

G
n

[f ] = G
n

[f(A)] = n�1/2
n

X

i=1

(f(A
i

)� E
P

[f(A)]).

When the function bf is estimated, the notation should interpreted as:

G
n

[ bf ] = G
n

[f ] |
f= b

f

and E
P

[ bf ] = E
P

[f ] |
f= b

f

.

We also use the concepts of covering entropy and bracketing entropy in the proofs.

The covering entropy logN(✏,F , k · k) is the logarithm of the minimal number of

k · k-balls of radius ✏ needed to cover the set of functions F . The bracketing entropy

logN[](✏,F , k · k) is the logarithm of the minimal number of ✏-brackets in k · k needed

to cover the set of functions F . An ✏-bracket [`, u] in k · k is the set of functions f

with `  f  u and ku� `k < ✏.

For a sequence of random functions y 7! f
n

(y) and a deterministic sequence a
n

, we use

f
n

(y) = ōP(an) and f
n

(y) = ŌP(an) to denote uniform in y 2 Y orders in probability,

i.e. sup
y2Y f

n

(y) = oP(an) and sup
y2Y f

n

(y) = OP(an), respectively. The uniform in

y 2 Y deterministic orders ō(a
n

) and Ō(a
n

) are defined analogously suppressing the

P subscripts.

We follow the notation and definitions in van der Vaart and Wellner (1996) of boot-

strap consistency. Let D
n

denote the data vector and E
n

be the vector of bootstrap

weights. Consider the random element Ze

n

= Z
n

(D
n

, E
n

) in a normed space Z. We

say that the bootstrap law of Ze

n

consistently estimates the law of some tight random

element Z and write Ze

n

 P Z in Z if

(C.1) sup
h2BL1(Z) |E

e

P

h (Ze

n

)� E
P

h(Z)| !P⇤ 0,

where BL1(Z) denotes the space of functions with Lipschitz norm at most 1, Ee

P

denotes the conditional expectation with respect to E
n

given the data D
n

, and !P⇤

denotes convergence in (outer) probability.

C.2. Proof of Lemma 3. We only consider the case where Y is a compact interval

of R. The case where Y is finite is simpler and follows similarly.
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C.2.1. Auxiliary Lemmas. We start with 2 results on stochastic equicontinuity and

a local expansion for the second stage estimators that will be used in the proof of

Lemma 3.

Lemma 4. [Stochastic equicontinuity] Let e � 0 be a positive random variable with

E
P

[e] = 1, Var
P

[e] = 1, and E
P

|e|2+� < 1 for some � > 0, that is independent of

(Y,X, Z,W, V ), including as a special case e = 1, and set, for A = (e, Y,X, Z,W, V ),

f
y

(A,#, �) := e · [⇤(W (#)0�)� 1(Y  y)] ·W (#) · T.

Under Assumptions 3–5 the following relations are true.

(a) Consider the set of functions

F = {f
y

(A,#, �)0↵ : (#, �, y) 2 ⌥0 ⇥ B ⇥ Y ,↵ 2 Rdim(W ), k↵k2  1},

where Y is a compact subset of R, B is a compact set under the k · k2 metric

containing �0(y) for all y 2 Y, ⌥0 is the intersection of ⌥, defined in Lemma

2, with a neighborhood of #0 under the k·kT,1 metric. This class is P -Donsker

with a square integrable envelope of the form e times a constant.

(b) Moreover, if (#, �(y)) ! (#0, �0(y)) in the k · k

T,1 _k · k2 metric uniformly in

y 2 Y, then

sup
y2Y

kf
y

(A,#, �(y))� f
y

(A,#0, �0(y))kP,2 ! 0.

(c) Hence for any (e#, e�(y)) !P (#0, �0(y)) in the k · k

T,1 _k · k2 metric uniformly

in y 2 Y such that e# 2 ⌥0,

sup
y2Y

kG
n

f
y

(A, e#, e�(y))�G
n

f
y

(A,#0, �0(y))k2 !P 0.

(d) For any (b#, e�(y)) !P (#0, �0(y)) in the k · k

T,1 _ k · k2 metric uniformly in

y 2 Y, so that

k

b#�

e#k
T,1 = oP(1/

p

n), where e# 2 ⌥0,

we have that

sup
y2Y

kG
n

f
y

(A, b#, e�(y))�G
n

f
y

(A,#0, �0(y))k2 !P 0.

Proof of Lemma 4. The proof is divided in subproofs of each of the claims.

Proof of Claim (a). The proof proceeds in several steps.
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Step 1. Here we bound the bracketing entropy for

I1 = {[⇤(W (#)0�)� 1(Y  y)]T : � 2 B,# 2 ⌥0, y 2 Y}.

For this purpose consider a mesh {#
k

} over ⌥0 of k · k
T,1 width �, a mesh {�

l

} over

B of k · k2 width �, and a mesh {y
j

} over Y of k · k2 width �. A generic bracket over

I1 takes the form

[i01, i
1
1] = [{⇤(W (#

k

)0�
l

��)�1(Y  y
j

��)}T, {⇤(W (#
k

)0�
l

+�)�1(Y  y
j

+�)}T ],

where  = L
W

max
�2B k�k2 + L

W

, and L
W

:= k@
v

wk
T,1 _ kwk

T,1.

Note that this is a valid bracket for all elements of I1 because for any # located within

� from #
k

and any � located within � from �
l

,

|W (#)0� �W (#
k

)0�
l

|T  |(W (#)�W (#
k

))0�|T + |W (#
k

)0(� � �
l

)|T

 L
W

�max
�2B

k�k2 + L
W

�  �,(C.2)

and the k · k

P,2-size of this bracket is given by

ki01 � i11kP,2 

p

E
P

[P{Y 2 [y ± �] | X,Z}T ]

+
p

E
P

[{⇤(W (#
k

)0�
l

+ �)� ⇤(W (#
k

)0�
l

� �)}2T ]



q

kf
Y

(· | ·)k
T,12� + �/2,

because k�(·)k
T,1  1/4, where � = ⇤(1� ⇤) is the derivative of ⇤.

Hence, counting the number of brackets induced by the mesh created above, we arrive

at the following relationship between the bracketing entropy of I1 and the covering

entropies of ⌥0, B, and Y ,

logN[](✏, I1, k ·kP,2) . logN(✏2,⌥0, k ·kT,1)+logN(✏2,B, k ·k2)+logN(✏2,Y , k ·k2)

. 1/(✏2 log4 ✏) + log(1/✏) + log(1/✏),

and so I1 is P -Donsker with a constant envelope.

Step 2. Similarly to Step 1, it follows that

I2 = {W (#)0↵T : # 2 ⌥0,↵ 2 Rdim(W ), k↵k2  1}

also obeys a similar bracketing entropy bound

logN[](✏, I2, k · kP,2) . 1/(✏2 log4 ✏) + log(1/✏)
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with a generic bracket taking the form [i02, i
1
2] = [{W (#

k

)0�
l

��}T, {W (#
k

)0�
l

+�}T ].

Hence, this class is also P -Donsker with a constant envelope.

Step 3. In this step we verify the claim (a). Note that F = e · I1 · I2. This class

has a square-integrable envelope under P. The class F is P -Donsker by the following

argument. Note that the product I1 · I2 of uniformly bounded classes is P -Donsker,

e.g., by Theorem 2.10.6 of van der Vaart and Wellner (1996). Under the stated

assumption the final product of the random variable e with the P -Donsker class

remains to be P -Donsker by the Multiplier Donsker Theorem, namely Theorem 2.9.2

in van der Vaart and Wellner (1996).

Proof of Claim (b). The claim follows by the Dominated Convergence Theorem, since

any f 2 F is dominated by a square-integrable envelope under P , and, uniformly in

y 2 Y , ⇤[W (#)0�(y)]T ! ⇤[W 0�0(y)]T and |W (#)0�(y)T � W 0�0(y)T | ! 0 in view

of the relation such as (C.2).

Proof of Claim (c). This claim follows from the asymptotic equicontinuity of the

empirical process (G
n

[f
y

], f
y

2 F) under the L2(P ) metric, and hence also with

respect to the k · k

T,1 _ k · k2 metric uniformly in y 2 Y in view of Claim (b).

Proof of Claim (d). It is convenient to set bf
y

:= f
y

(A, b#, e�(y)) and ef
y

:= f
y

(A, e#, e�(y)).

Note that

max
1jdimW

|G
n

[ bf
y

�

ef
y

]|
j

 max
1jdimW

|

p

nE
n

[ bf
y

�

ef
y

]|
j

+ max
1jdimW

|

p

nE
P

( bf
y

�

ef
y

)|
j

.
p

nE
n

[b⇣ ] +
p

nE
P

[b⇣ ] . G
n

[b⇣ ] + 2
p

nE
P

[b⇣ ],

where |f
y

|

j

denotes the jth element of an application of absolute value to each element

of the vector f
y

, and b⇣ is defined by the following relationship, which holds with

probability approaching one uniformly in y 2 Y ,

max
1jdimW

|

bf
y

�

ef
y

|

j

. |e| · {kW (b#)�W (e#)k2 + |⇤[W (b#)0e�(y)]� ⇤[W (e#)0e�(y)]|} · T

. b⇣ := e · �
n

,

where  = L
W

max
�2B k�k2 + L

W

, L
W

= k@
v

wk
T,1 _ kwk

T,1, and �
n

= o(1/
p

n) is

a deterministic sequence such that

�
n

� k

b#�

e#k
T,1.

By part (c) the result follows from

G
n

[b⇣ ] = ōP(1),
p

nE
P

[b⇣ ] = ōP(1).
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Indeed,

ke · �
n

k

P,2 = ō(1) ) G
n

[b⇣ ] = ōP(1),

and

ke · �
n

k

P,1  E
P

|e| · �
n

= ō(1/
p

n) ) E
P

|

b⇣| = ōP(1/
p

n),

since �
n

= o(1/
p

n).

Lemma 5. [Local expansion] Under Assumptions 3–5, for

b�(y) =
p

n(e�(y)� �0(y)) = ŌP(1);

b�(x, r) =
p

n(b#(x, r)� #0(x, r)) =
p

n E
n

[`(A, x, r)] + oP(1) in `
1(XR),

k

p

n E
n

[`(A, ·)]k
T,1 = OP(1),

we have that
p

n E
P

[{⇤[W (b#)0e�(y)]� 1(Y  y)}W (b#)T ] = J(y)b�(y) +
p

n E
n

[g
y

(A)] + ōP(1),

where

g
y

(a) = E
P

{[⇤(W 0�0(y))� 1(Y  y)]Ẇ + �(W 0�0(y))WẆ 0�0(y)}T `(a,X,R).

Proof of Lemma 5.

Uniformly in ⇠ := (X,Z) 2 XZ and y 2 Y ,
p

nE
P

{⇤[W (b#)0e�(y)]� 1(Y  y) | X,Z}T

=
p

nE
P

{⇤[W 0�0(y)]� 1(Y  y) | X,Z}T

+�[W (#̄
⇠

)0�̄
⇠

(y)]{W (#̄
⇠

)0b�(y) + Ẇ (#̄
⇠

)0�̄
⇠

b�(X,R)}T

=
p

nE
P

{⇤[W 0�0(y)]� 1(Y  y) | X,Z}T

+�[W 0�0(y)]{W
0
b�(y) + Ẇ 0�0(y)b�(X,R)}T +R

⇠

(y),

and

R̄(y) = sup
{⇠2XZ}

|R
⇠

(y)| = ōP(1)

where #̄
⇠

is on the line connecting #0 and b# and �̄
⇠

(y) is on the line connecting �0(y)

and e�(y). The first equality follows by the mean value expansion. The second equality

follows by uniform continuity of �(·), uniform continuity of W (·) and Ẇ (·), and by

k

b#� #0kT,1 !P 0 and sup
y2Y k

e�(y)� �0(y)k2 !P 0.
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Since �(·) and the entries of W and Ẇ are bounded, b�(y) = ŌP(1), and k

b�k

T,1 =

OP(1), with probability approaching one uniformly in y 2 Y ,

p

nE
P

{⇤[W (b#)0e�(y)]�1(Y  y)}W (b#)T = E
P

{⇤(W 0�0(y))�1(Y  y)}ẆT b�(X,R)

+ E
P

{�[W 0�0(y)]WW 0T}b�(y) + E
P

{�[W 0�0(y)]WẆ 0�0(y)T b�(X,R)}+OP(R̄(y))

= J(y)b�(y)+E
P

[{⇤(W 0�0(y))�1(Y  y)}Ẇ+�[W 0�0(y)]WẆ 0�0(y)]T b�(X,R)+oP(1).

Substituting in b�(x, r) =
p

n E
n

[`(A, x, r)] + oP(1) and interchanging E
P

and E
n

, we

obtain

E
P

[{⇤(W 0�0(y))�1(Y  y)}Ẇ+�[W 0�0(y)]WẆ 0�0(y)]T b�(X,R) =
p

n E
n

[g
y

(A)]+ōP(1),

since [{⇤(W 0�0(y)) � 1(Y  y)}Ẇ + �[W 0�0(y)]WẆ 0�0(y)]T is bounded uniformly

in y 2 Y . The claim of the lemma follows. ⇤

C.2.2. Proof of Lemma 3. The proof is divided in two parts corresponding to the

FCLT and bootstrap FCLT.

Part 1: FCLT

In this part we show
p

n(b�(y)� �0(y)) J(y)�1G(y) in `1(Y)dw .

Step 1. This step shows that
p

n(b�(y)� �0(y)) = ŌP(1).

Recall that
b�(y) = arg min

�2Rdim(W )
E

n

[⇢
y

(Y,W (b#)0�)T ].

Due to convexity of the objective function, it su�ces to show that for any ✏ > 0 there

exists a finite positive constant B
✏

such that uniformly in y 2 Y ,

lim inf
n!1

P
✓

inf
k⌘k2=1

p

n⌘0E
n

h

bf
⌘,B✏,y

i

> 0

◆

� 1� ✏,(C.3)

where
bf
⌘,B✏,y(A) :=

n

⇤[W (b#)0(�0(y) + B
✏

⌘/
p

n)]� 1(Y  y)
o

W (b#)T.

Let

f
y

(A) := {⇤[W 0�0(y)]� 1(Y  y)}WT.
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Then uniformly in k⌘k2 = 1,
p

n⌘0E
n

[ bf
⌘,B✏,y] = ⌘0G

n

[ bf
⌘,B✏,y] +

p

n⌘0E
P

[ bf
⌘,B✏,y]

=(1) ⌘0G
n

[f
y

] + ōP(1) + ⌘0
p

nE
P

[ bf
⌘,B✏,y]

=(2) ⌘0G
n

[f
y

] + ōP(1) + ⌘0J(y)⌘B
✏

+ ⌘0G
n

[g
y

] + ōP(1)

=(3) ŌP(1) + ōP(1) + ⌘0J(y)⌘B
✏

+ ŌP(1) + ōP(1),

where relations (1) and (2) follow by Lemma 4 and Lemma 5 with e�(y) = �0(y) +

B
✏

⌘/
p

n, respectively, using that k

b# �

e#k
T,1 = oP(1/

p

n), e# 2 ⌥, ke# � #0kT,1 =

OP(1/
p

n) and k�0(y) + B
✏

⌘/
p

n � �0(y)k2 = Ō(1/
p

n); relation (3) holds because

f
y

and g
y

are P -Donsker by step-2 below. Since uniformly in y 2 Y , J(y) is positive

definite, with minimal eigenvalue bounded away from zero, the inequality (C.3) follows

by choosing B
✏

as a su�ciently large constant.

Step 2. In this step we show the main result. Let

bf
y

(A) :=
n

⇤[W (b#)0b�(y)]� 1(Y  y)
o

W (b#)T.

From the first order conditions of the distribution regression problem,

0 =
p

nE
n

h

bf
y

i

= G
n

h

bf
y

i

+
p

nE
P

h

bf
y

i

=(1) G
n

[f
y

] + ōP(1) +
p

nE
P

h

bf
y

i

=(2) G
n

[f
y

] + ōP(1) + J(y)
p

n(b�(y)� �0(y)) +G
n

[g
y

] + ōP(1),

where relations (1) and (2) follow by Lemma 4 and Lemma 5 with e�(y) = b�(y),

respectively, using that kb#� e#k
T,1 = oP(1/

p

n), e# 2 ⌥, and k

e#�#k
T,1 = OP(1/

p

n)

by Lemma 2, and k

b�(y)� �0(y)k2 = ŌP(1/
p

n).

Therefore by uniform invertibility of J(y) in y 2 Y ,
p

n(b�(y)� �0(y)) = �J(y)�1G
n

(f
y

+ g
y

) + ōP(1).

The function f
y

is P -Donsker by standard argument for distribution regression (e.g.,

step 3 in the proof of Theorem 5.2 of Chernozhukov, Fernandez-Val and Melly, 2013).

Similarly, g
y

is P -Donsker by Example 19.7 in van der Vaart (1998) because g
y

2

{h
y

(A) : |h
y

(A)� h
v

(A)|  M(A)|y � v|; E
P

M(A)2 < 1; y, v 2 Y}, since

|g
y

� g
v

|  LE
P

[T |`(a,X,R)|]
�

�

a=A

|y � v|,
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with L = 2L
W

+L2
W

max
�2B k�k2/4, LW

:= k@
v

wk
T,1_kwkT,1, and E

P

[T `(A,X,R)2] <

1 by Lemma 2. Hence, by the Functional Central Limit Theorem

G
n

(f
y

+ g
y

) G(y) in `1(Y)dw ,

where y 7! G(y) is a zero mean Gaussian process with uniformly continuous sample

paths and the covariance function C(y, v) specified in the lemma. Conclude that
p

n(b�(y)� �0(y)) J(y)�1G(y) in `1(Y)dw .

⇤

Part 2: Bootstrap FCLT

In this part we show
p

n(b�e(y)� b�(y)) P J(y)�1G(y) in `1(Y)dw .

Step 1. This step shows that
p

n(b�e(y) � �0(y)) = ŌP(1) under the unconditional

probability P.

Recall that
b�e(y) = arg min

�2Rdim(W )
E

n

[e⇢
y

(Y,W (b#e)0�)T ],

where e is the random variable used in the weighted bootstrap. Due to convexity

of the objective function, it su�ces to show that for any ✏ > 0 there exists a finite

positive constant B
✏

such that uniformly in y 2 Y ,

lim inf
n!1

P
✓

inf
k⌘k2=1

p

n⌘0E
n

h

bf e

⌘,B✏,y

i

> 0

◆

� 1� ✏,(C.4)

where

bf e

⌘,B✏,y
(A) := e ·

n

⇤[W (b#e)0(�0(y) + B
✏

⌘/
p

n)]� 1(Y  y)
o

W (b#e)T.

Let

f e

y

(A) := e · {⇤[W 0�0(y)]� 1(Y  y)}WT.

Then uniformly in k⌘k2 = 1,
p

n⌘0E
n

[ bf e

⌘,B✏,y
] = ⌘0G

n

[ bf e

⌘,B✏,y
] +

p

n⌘0E
P

[ bf e

⌘,B✏,y
]

=(1) ⌘0G
n

[f e

y

] + ōP(1) + ⌘0
p

nE
P

[ bf e

⌘,B✏,y
]

=(2) ⌘0G
n

[f e

y

] + ōP(1) + ⌘0J(y)⌘B
✏

+ ⌘0G
n

[ge
y

] + ōP(1)

=(3) ŌP(1) + ōP(1) + ⌘0J(y)⌘B
✏

+ ŌP(1) + ōP(1),

where relations (1) and (2) follow by Lemma 4 and Lemma 5 with e�(y) = �0(y) +

B
✏

⌘/
p

n, respectively, using that kb#e

�

e#e

k

T,1 = oP(1/
p

n), e#e

2 ⌥ and k

e#e

�#0kT,1 =
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OP(1/
p

n) by Lemma 2, and k�0(y)+B
✏

⌘/
p

n��0(y)k2 = Ō(1/
p

n); relation (3) holds

because f e

y

= e·f
y

and ge
y

= e·g
y

, where f
y

and g
y

are P -Donsker by step-2 of the proof

of Theorem 3 and E
P

e2 < 1. Since uniformly in y 2 Y , J(y) is positive definite, with

minimal eigenvalue bounded away from zero, the inequality (C.4) follows by choosing

B
✏

as a su�ciently large constant.

Step 2. In this step we show that
p

n(b�e(y) � �0(y)) = �J(y)�1G
n

(f e

y

+ ge
y

) + ōP(1)

under the unconditional probability P.

Let
bf e

y

(A) := e · {⇤[W (b#e)0b�e(y)]� 1(Y  y)}W (b#e)T.

From the first order conditions of the distribution regression problem in the weighted

sample, uniformly in y 2 Y ,

0 =
p

nE
n

h

bf e

y

i

= G
n

h

bf e

y

i

+
p

nE
P

h

bf e

y

i

=(1) G
n

[f e

y

] + ōP(1) +
p

nE
P

h

bf e

y

i

=(2) G
n

[f e

y

] + ōP(1) + J(y)
p

n(b�e(y)� �0(y)) +G
n

[ge
y

] + ōP(1),

where relations (1) and (2) follow by Lemma 4 and Lemma 5 with e�(y) = b�e(y),

respectively, using that k

b#e

�

e#e

k

T,1 = oP(1/
p

n), e#e

2 ⌥ and k

e#e

� #0kT,1 =

OP(1/
p

n) by Lemma 2, and k

b�e(y)� �0(y)k2 = ŌP(1/
p

n).

Therefore by uniform invertibility of J(y) in y 2 Y ,
p

n(b�e(y)� �0(y)) = �J(y)�1G
n

(f e

y

+ ge
y

) + ōP(1).

Step 3. In this final step we establish the behavior of
p

n(b�e(y)� b�(y)) under Pe. Note

that Pe denotes the conditional probability measure, namely the probability measure

induced by draws of e1, ..., en conditional on the data A1, ..., An

. By Step 2 of the

proof of Theorem 1 and Step 2 of this proof, we have that under P:
p

n(b�e(y)� �0(y)) = �J(y)�1G
n

(f e

y

+ ge
y

) + ōP(1),
p

n(b�(y)� �0(y)) = �J(y)�1G
n

(f
y

+ g
y

) + ōP(1).

Hence, under P
p

n(b�e(y)� b�(y)) = �J(y)�1G
n

(f e

y

� f
y

+ ge
y

� g
y

) + r
n

(y)

= �J(y)�1G
n

((e� 1)(f
y

+ g
y

)) + r
n

(y),
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where r
n

(y) = ōP(1). Note that it is also true that

r
n

(y) = ōPe(1) in P-probability,

where the latter statement means that for every ✏ > 0, Pe(kr
n

(y)k2 > ✏) = ōP(1).

Indeed, this follows from Markov inequality and by

EP[Pe(kr
n

(y)k2 > ✏)] = P(kr
n

(y)k2 > ✏) = ō(1),

where the latter holds by the Law of Iterated Expectations and r
n

(y) = ōP(1).

Note that f e

y

= e · f
y

and ge
y

= e · g
y

, where f
y

and g
y

are P -Donsker by step-2 of the

proof of the first part and E
P

e2 < 1. Then, by the Conditional Multiplier Functional

Central Limit Theorem, e.g., Theorem 2.9.6 in van der Vaart and Wellner (1996),

Ge

n

(y) := G
n

((e� 1)(f
y

+ g
y

)) P G(y) in `1(Y)dw .

Conclude that
p

n(b�e(y)� b�(y)) P J(y)�1G(y) in `1(Y)dw .

⇤

C.3. Proof of Theorems 2–4. In this section we use the notation W
x

(#) =

w(x, Z1, V (#)) such that W
x

= w(x, Z1, V (#0)). Again we focus on the case where Y

is a compact interval of R.

C.3.1. Proof of Theorem 2. The result follows by a similar argument to the proof of

Lemma 3 using Lemmas 6 and 7 in place of Lemmas 4 and 5, and the delta method.

For the sake of brevity, here we just outline the proof of the FCLT.

Let  
x

(A,#, �) := ⇤(W
x

(#)0�)T such that G
T

(y, x) = E
P

 
x

(A,#0, �0(y))/EP

T and
bG(y, x) = E

n

 
x

(A, b#, b�(y))/E
n

T . Then, for b 
y,x

:=  
x

(A, b#, b�(y)) and  
y,x

:=

 
x

(A,#0, �0(y)),

p

n
h

E
n

 
x

(A, b#, b�(y))� E
P

 
x

(A,#0, �0(y))
i

= G
n

h

b 
y,x

i

+
p

nE
P

h

b 
y,x

�  
y,x

i

=(1) G
n

[ 
y,x

] + ōP(1) +
p

nE
P

h

b 
y,x

�  
y,x

i

=(2) G
n

[ 
y,x

] + ōP(1) +G
n

[h
y,x

] + ōP(1),

where relations (1) and (2) follow by Lemma 6 and Lemma 7 with e�(y) = b�(y),

respectively, using that kb#� e#k
T,1 = oP(1/

p

n), e# 2 ⌥, and k

e#�#k
T,1 = OP(1/

p

n)

by Lemma 2, and
p

n(b�(y)� �0(y)) = �J(y)�1G
n

(f
y

+ g
y

) + ōP(1) from step 2 of the

proof of Lemma 3.
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The functions (y, x) 7!  
y,x

and (y, x) 7! h
y,x

are P -Donsker by Example 19.7 in

van der Vaart (1998) because they are Lipschitz continuous on YX . Hence, by the

Functional Central Limit Theorem

G
n

( 
y,x

+ h
y,x

) Z(y, x) in `1(YX ),

where (y, x) 7! Z(y, x) is a zero mean Gaussian process with uniformly continuous

sample paths and covariance function

Cov
P

[ 
y,x

+ h
y,x

, 
v,u

+ h
v,u

], (y, x), (v, u) 2 YX .

The result follows by the functional delta method applied to the ratio of

E
n

 
x

(A, b#, b�(y)) and E
n

T using that
 

G
n

 
x

(A, b#, b�(y))

G
n

T

!

 
 

Z(y, x)

Z
T

!

,

where Z
T

⇠ N(0, p
T

(1� p
T

)),

Cov
P

(Z(y, x), Z
T

) = G
T

(y, x)p
T

(1� p
T

),

and

Cov
P

[ 
y,x

+ h
y,x

, 
v,u

+ h
v,u

| T = 1]

=
Cov

P

[ 
y,x

+ h
y,x

, 
v,u

+ h
v,u

]�G
T

(y, x)G
T

(v, u)p
T

(1� p
T

)

p
T

.

⇤

Lemma 6. [Stochastic equicontinuity] Let e � 0 be a positive random variable with

E
P

[e] = 1, Var
P

[e] = 1, and E
P

|e|2+� < 1 for some � > 0, that is independent of

(Y,X, Z,W, V ), including as a special case e = 1, and set, for A = (e, Y,X, Z,W, V ),

 
x

(A,#, �) := e · ⇤(W
x

(#)0�) · T.

Under Assumptions 3–5, the following relations are true.

(a) Consider the set of functions

F := { 
x

(A,#, �) : (#, �, x) 2 ⌥0 ⇥ B ⇥ X},

where X is a compact subset of R, B is a compact set under the k · k2 metric

containing �0(y) for all y 2 Y, ⌥0 is the intersection of ⌥, defined in Lemma
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2, with a neighborhood of #0 under the k·kT,1 metric. This class is P -Donsker

with a square integrable envelope of the form e times a constant.

(b) Moreover, if (#, �(y)) ! (#0, �0(y)) in the k · k

T,1 _k · k2 metric uniformly in

y 2 Y, then

sup
(y,x)2YX

k 
x

(A,#, �(y))�  
x

(A,#0, �0(y))kP,2 ! 0.

(c) Hence for any (e#, e�(y)) !P (#0, �0(y)) in the k · k

T,1 _k · k2 metric uniformly

in y 2 Y such that e# 2 ⌥0,

sup
(y,x)2YX

kG
n

 
x

(A, e#, e�(y))�G
n

 
x

(A,#0, �0(y))k2 !P 0.

(d) For any (b#, e�(y)) !P (#0, �0(y)) in the k · k

T,1 _ k · k2 metric uniformly in

y 2 Y, so that

k

b#�

e#k
T,1 = oP(1/

p

n), where e# 2 ⌥0,

we have that

sup
(y,x)2YX

kG
n

 
x

(A, b#, e�(y))�G
n

 
x

(A,#0, �0(y))k2 !P 0.

Proof of Lemma 6. The proof is omitted because is similar to the proof of Lemma

4. ⇤

Lemma 7. [Local expansion] Under Assumptions 3–5, for

b�(y) =
p

n(e�(y)� �0(y)) = ŌP(1);

b�(x, r) =
p

n(b#(x, r)� #0(x, r)) =
p

n E
n

[`(A, x, r)] + oP(1) in `
1(XR),

k

p

n E
n

[`(A, ·)]k
T,1 = OP(1),

we have that

p

n
n

E
P

⇤[W
x

(b#)0e�(y)]T � E
P

⇤[W 0
x

�0(y)]T
o

= E
P

{�[W 0
x

�0(y)]Wx

T}0b�(y)

+ E
P

{�[W 0
x

�0(y)]Ẇ
0
x

�0(y)T `(a,X,R)}
�

�

a=A

+ ōP(1),

where ōP(1) denotes order in probability uniform in (y, x) 2 YX .

Proof of Lemma 7. The proof is omitted because is similar to the proof of Lemma

5. ⇤
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C.3.2. Proof of Theorem 3. The result follows from Theorem 2 and the functional

delta method, because the map � : H 7!

´
Y+ 1(H(y, x)  ⌧)dy �

´
Y� 1(H(y, x) �

⌧)dy is Hadamard di↵erentiable at H = G
T

under the conditions of the theorem by

Proposition 2 of Chernozhukov, Fernandez-Val and Galichon (2010) with derivative

�0
GT

(h) = �

h(�(·, x), x)

g
T

(�(·, x), x)
.

C.3.3. Proof of Theorem 4. The result follows from Theorem 2 and the functional

delta method, because the map ' : H 7!

´
Y [1(y � 0) � H(y, x)]dy is Hadamard

di↵erentiable at H = G
T

by Lemma 8 with derivative

'0
GT

(h) = �

ˆ
Y
h(y, x)⌫(dy).

Lemma 8. [Hadamard Di↵erentiability of ASF Map] The ASF map ' : `1(YX ) !

`1(X ) defined by

H 7! '(H) :=

ˆ
Y
[1(y � 0)�H(y, x)]⌫(dy),

is Hadamard-di↵erentiable at H = G, tangentially to the set of uniformly continuous

functions on YX , with derivative map h 7! '0
G

(h) defined by

'0
G

(h) := �

ˆ
Y
h(y, x)⌫(dy),

where the derivative is defined and is continuous on `1(YX ).

Proof of Lemma 8. Consider any sequence H t

2 `1(YX ) such that for ht :=

(H t

�G)/t, ht

! h in `1(YX ) as t & 0, where h is a uniformly continuous function

on YX . We want to show that as t & 0,

'(H t)� '(G)

t
� '0

G

(h) ! 0 in `1(YX ).

The result follows because by linearity of the map '

'(H t)� '(G)

t
= �

ˆ
Y
ht(y, x)⌫(dy) ! �

ˆ
Y
h(y, x)⌫(dy) = '0

G

(h).

The derivative is well-defined over `1(YX ) and continuous with respect to the sup-

norm on `1(YX ).
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1. Summary

In the Supplementary Material we first report results from a sensitivity analysis we

carried out to check the robustness of our empirical results. In Section 2.1, we report

additional QSF estimates obtained for di↵erent regions of interest, with grids of values

of X of varying cardinality and length, as well as with additional quantile levels. We

also compare ASF estimates obtained by least-squares projection, as described in

Remark 9 in the main text, to those obtained by QR. In Section 2.2 we report more

flexible QSF estimates including nonlinear transformations of the endogenous variable

X, and QSF estimates including additional powers of the control variable ��1(V )k

as well as interaction terms X · ��1(V )k, Z1 · �
�1(V )k, and X · Z1 · �

�1(V )k. The

selection of these additional terms is investigated for the ASF by means of a least-

squares cross-validation procedure. In Section 2.3, we exploit knowledge of the control

function distribution and implement a simulation-based integration procedure as an

alternative to sample averaging over the estimated control function. Finally in Section

3 we give the details of our calibration procedure for the Monte Carlo simulations

in the main text, and provide additional simulation results for the QSF. Overall,

our robustness checks show that our empirical results are robust to the modelling,

estimation and integration choices, and our additional simulation results confirm the

main findings for the ASF discussed in the main text.
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2. Robustness of Empirical Results

2.1. Sensitivity Analysis. To further check the robustness of our empirical findings,

we implemented a thorough sensitivity analysis and investigated several alternative

specifications. We replicated all results of the empirical application in the main text

using a probit specification for DR, as well as enforcing a trimming rule, yielding very

similar results which we do not report for brevity. For both QR and DR we report

additional QSF estimates with varying grids of values of X, as well as for a di↵erent

number of quantile levels.

For the equispaced grids 0.1 = t1 < · · · < tK = 0.9 and 0.15 = t

⇤
1 < · · · < t

⇤
K =

0.85, let e
XK = {

b
QX(t1), . . . , bQX(tK)} and e

X

⇤
K = {

b
QX(t

⇤
1), . . . , bQX(t

⇤
K)}. Further let

e
T3 = {1/4, 1/2, 3/4} and e

T5 = {1/6, 1/3, 1/2, 2/3, 5/6}. Then Figures 2.1-2.4 display

QSFs and their uniform confidence bands obtained by setting the regions of interest

as follows:

(1) Figure 2.1: we set IQ = e
T3

e
X3,

(2) Figure 2.2: we set IQ = e
T3

e
X7,

(3) Figure 2.3: we set IQ = e
T5

e
X5,

(4) Figure 2.4: we set IQ = e
T5

e
X

⇤
5 .

QSF estimates across varying regions of interest confirm the results of the empirical

application in the main text. For QR, varying the number of grid points has very little

e↵ect on the QSF estimates and confidence bands. For DR, QSF estimates are also

almost identical across specifications, and only the shape of confidence bands varies

according to K. For both goods, and both DR and QR methods, all specifications

capture the features emphasized in the main text: for both goods QSF estimates dis-

play heteroskedasticity, and estimates for leisure display asymmetry. These features

are especially apparent in Figure 2.3 which shows the QSF at 5 di↵erent quantile

levels. Finally, comparing Figures 2.1-2.4 shows that the length of confidence bands

over e
X is a↵ected by the choice of end-points for e

XK , especially so for DR estimates,

but is robust to the choice of K.

For QR we also check the robustness of our ASF estimates by comparing them to

those obtained based on the least-squares projection characterization of the ASF for

the QR baseline given in Remark 9 in the main text. Figure 2.5 shows that the two

estimates are very similar for both food and leisure share expenditure.
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Figure 2.1. QSF over e
T3

e
X3. Quantile (left) and distribution regres-

sion (right).

3



0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

(a) Food.

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

(b) Leisure.

Figure 2.2. QSF over e
T3

e
X7. Quantile (left) and distribution regres-

sion (right).

4



0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

(a) Food.

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

0.0

0.1

0.2

0.3

0.4

0.5

4.8 5.2 5.6 6.0
Total Expenditure

Q
ua

nt
ile

 S
tru

ct
ur

al
 F

un
ct

io
n

(b) Leisure.

Figure 2.3. QSF over e
T5

e
X5. Quantile (left) and distribution regres-

sion (right).
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Figure 2.5. Comparison of ASF estimates. Food (left) and leisure
(right); QR (red) and OLS (blue).
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2.2. Flexible specifications. Our baseline models naturally allow for the inclusion

of transformations of covariates - for instance spline transformations - in order to

account for potential nonlinearities in data. In order to illustrate nonlinear imple-

mentations of our approach, the QSF for food and leisure obtained by taking cubic

B-splines transformations with 4 knots of log-total expenditure are shown in Figure

2.6, for both DR and QR methods. A complete description of the structural sto-

chastic relationship between total expenditure and food and leisure shares is then

obtained, and confirms the essentially linear form of the QSF for food, as well as the

nonlinearity already detected by DR for leisure in the empirical application - without

the inclusion of transformations of X.

Our estimators can also easily accommodate additional powers of the control function

��1(V )k as well as interaction terms X ·��1(V )k, Z1 ·�
�1(V )k, and X ·Z1 ·�

�1(V )k.

We consider augmenting our baseline specifications by adding quadratic and both

quadratic and cubic transformations of the control function and associated interac-

tions terms. The control function and its powers are interacted with total expenditure

(X), the children variable (Z1), and their interaction (X · Z1).

In Figure 2.7, we display the corresponding QSF for k = 2, 3, for both methods.

The main di↵erence with the baseline specifications is the increased curvature in

the DR-based 0.75-QSFs in the right panel of Figures 2.7(A)-(B). Augmenting the

model provides further evidence that our QSF estimates are robust are robust to the

inclusion of higher-order terms in the control function.

To investigate further the selection of higher-order control function terms, we imple-

ment a leave-one-out cross-validation (CV) procedure for the ASF. For conditional

mean specification of the QR baseline model, powers of the control function ��1(V )k

as well as interaction termsX ·��1(V )k, Z1·�
�1(V )k, andX ·Z1·�

�1(V )k, k = 2, . . . , 5,

are added in increasing order to the specification of E[Y | X,Z1, V ]. Figure 2.8 dis-

plays the CV criterion values for each specification. The results confirm that adding

additional powers of the control function does not improve the model fit markedly for

the quantile regression specification of the ASF, for both food and leisure.

The extensions considered in this section further illustrate the complementarity of

our estimation methods and their relevance for empirical work.
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Figure 2.7. QSF including additional powers of the control func-
tion. Baseline (red): {p(X)⌦ r1(Z1)} ·�

�1(V ); Quadratic specification
(blue): baseline spec. + {p(X)⌦ r1(Z1)} ·�

�1(V )2; cubic specification
(green): quadratic spec. + {p(X)⌦ r1(Z1)} · �

�1(V )3. Quantile (left)
and distribution (right) regression.
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Figure 2.8. Least-squares CV criterion⇥1000. Food (left) and leisure
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2.3. Robustness to Integration Method. In this section, we compare the QSF

obtained by replacing integration over the control function by sample averaging in the

construction of the DSF by integration based on simulation of the control function.

This can be done since the control function has a known distribution. Let e
YS, e

XK

and e
TN be defined as in Algorithm 1 in the main text. The next algorithm describes

estimation of structural functions with control function integration by simulation.

Algorithm 1 Estimation of Structural Functions - Integration by

Simulation.

First and Second Stages. Repeat the first and second stages in Algorithm 1.
Third Stage. [DSF via integration by simulation]

(1) Draw n realizations {V̌i}
n
i=1 from a Uniform [0, 1].

(2) For the DSF, set, for (y, x) 2 e
YS

e
XK, b

G(y, x) =
Pn

i=1
b
FY (y | x, V̌i)Ti/n. For

the ASF and QSF, set, for (⌧, x) 2 e
TN

e
XK,

b
QS(⌧, x) = �

SX

s=1

h
1(ys � 0)� 1{ bG(ys, x) � ⌧}

i
, bµS(x) = �

SX

s=1

h
1(ys � 0)� b

G(ys, x)
i
.

Figure 2.9 compares QSF estimates for QR and DR methods, obtained by implement-

ing sample averaging (red) and integration by simulation (blue), for both food and

leisure. The obtained ASFs are very similar, with slight di↵erences for the DR based

0.75-QSF for food and the QR based 0.5, 0.75-QSF for leisure which are slightly
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Figure 2.9. QSF by sample averaging (red) and integration by simu-
lation (blue). Quantile (left) and distribution regression (right).

steeper. Overall, the shape of the estimated QSF is essentially the same for both

integration methods.
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3. Numerical Simulations

3.1. Calibration. In this section we give a detailed description of how the three

data generating processes used for the Monte Carlo were calibrated to our empirical

application.

3.1.1. Linear Gaussian Location-Scale Model (QR specification). Consider the het-

eroscedastic normal system of equations

X = ⇡11 + ⇡21Z + (⇡12 + ⇡22Z)⌘

Y = ✓11 + ✓21X + (✓12 + ✓22X)",

where (⇠, ") are jointly normal with zero means, unit variances and correlation ⇢. The

reduced form of this system is:

QX(v | z) = ⇡11 + ⇡21z + (⇡12 + ⇡22z)�
�1(v)

QY (u | x, v) = ✓11 + ✓21x+ (✓12 + ✓22x)(⇢�
�1(v) + (1� ⇢

2)1/2��1(u)).

This system thus admits the QR representation

QX(v | z) = ⇡1(v) + ⇡2(v)z

QY (u | x, v) = ✓1(u) + �1(u)�
�1(v) + ✓2(u)x+ �2(u)�

�1(v)x,

with

⇡1(v) = ⇡11 + ⇡12�
�1(v)

⇡2(v) = ⇡21 + ⇡22�
�1(v)

✓1(u) = ✓11 + ✓12(1� ⇢

2)1/2��1(u)

✓2(u) = ✓21 + ✓22(1� ⇢

2)1/2��1(u)

�1(u) = ✓12⇢

�2(u) = ✓22⇢.

Define the fine meshes of M values 0.01 = v1 < · · · < vM = 0.99 and 0.01 = u1 <

· · · < uM = 0.99, with M = 599, as in the empirical application. The vectors of

parameter values are calibrated following the method suggested in Koenker and Xiao

(2002).

For the first stage parameters, we estimate the QR coe�cients (b⇡1(v), b⇡2(v)) for

quantile indexes v 2 {v1, . . . , vM}. The value of the coe�cients ⇡1 = (⇡11, ⇡12)
0

and ⇡2 = (⇡21, ⇡22)
0 are then set to the estimates obtained from linear regression of

(b⇡1(vm), b⇡2(vm)) on (1,��1(vm)).

13



For the second stage, we estimate the QR coe�cients (b✓1(u), b✓2(u)) for quantile indexes
u 2 {u1, . . . , uM}. The value of the coe�cients ✓1 = (✓11, ✓12)

0 and ✓2 = (✓21, ✓22)
0

are then set to the estimates obtained from linear regression of (b✓1(um), b✓2(um)) on

(1, (1 � b⇢2)1/2��1(um)). The correlation coe�cient b⇢ is calibrated to the correlation

between b"i = ��1( bG(Yi, Xi)) and b⌘ = ��1( bFX(Xi | Zi)), where b
G(Yi, Xi) and b

FX(Xi |

Zi) are the DSF and FX QR-based estimates evaluated at the n sample points. We

find ⇢̂ ⇡ �0.1.

3.1.2. Nonlinear Gaussian Location-Scale Model (DR specification). Consider the lin-

ear DR system of equations:

⌘ = (⇡11 + ⇡21X) + (⇡12 + ⇡22X)Z

" = (✓11 + ✓21Y ) + (✓12 + ✓22Y )X,

where (⌘, ") are jointly normal with zero means, unit variances and correlation ⇢. The

reduced form of this system is

FX(x | z) = � ((⇡11 + ⇡21x) + (⇡12 + ⇡22x)z)

FY (y | x, v) = �

✓
1

(1� ⇢

2)1/2
(✓11 + ✓21y) +

1

(1� ⇢

2)1/2
(✓12 + ✓22y)x�

⇢

(1� ⇢

2)1/2
��1(v)

◆
.

This system thus admits the Gaussian DR representation

FX(x | z) = �(⇡1(x) + ⇡2(x)z)

FY (y | x, v) = �(✓1(y) + �1(y)�
�1(v) + ✓2(y)x)

with

⇡1(x) = ⇡11 + ⇡12x

⇡2(x) = ⇡21 + ⇡22x

✓1(y) =
1

(1� ⇢

2)1/2
[✓11 + ✓12y]

✓2(y) =
1

(1� ⇢

2)1/2
[✓21 + ✓22y]

�1(y) = �

⇢

(1� ⇢

2)1/2
.

Define the fine mesh of M values 0.01 = t1 < · · · < tM = 0.99, with M = 599,

as in the empirical application. The vectors of parameter values are calibrated by

implementing the DR analog to the method suggested in Koenker and Xiao (2002).
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For the first stage parameters, we estimate the DR coe�cients (b⇡1(x), b⇡2(x)) for a

fine mesh of X values x 2 {

b
QX(t1), . . . , bQX(tM)}, setting the link function to the

gaussian CDF. The value of the coe�cients ⇡1 = (⇡11, ⇡12)
0 and ⇡2 = (⇡21, ⇡22)

0 are

then set to the estimates obtained from linear regression of (b⇡1( bQX(tm)), b⇡2( bQX(tm)))

on (1, QX(tm)).

For the second stage, we estimate the DR coe�cients (b✓1(y), b✓2(y)) for the fine mesh

of Y values y 2 {

b
QY (t1), . . . , bQY (tM)}, setting the link function to the gaussian

CDF. The value of the coe�cients ✓1 = (✓11, ✓12)
0 and ✓2 = (✓21, ✓22)

0 are then

set to the estimates obtained from linear regression of (b✓1( bQY (tm)), b✓2( bQY (tm))) on

((1 � b⇢2)�1/2
, (1 � b⇢2)�1/2 b

QY (tm)). The correlation coe�cient b⇢ is calibrated to the

correlation between b"i = ��1( bG(Yi, Xi)) and b⌘ = ��1( bFX(Xi | Zi)), where b
G(Yi, Xi)

and b
FX(Xi | Zi) are the DSF and FX DR-based estimates evaluated at the n sample

points. We find ⇢̂ ⇡ �0.1.

In practice, the corresponding ASF and QSFs calibrated to our data are very close

to being linear over the range of values of X considered, as can be seen from Figure

3.1 which displays the true {0.25, 0.5, 0.75}-QSFs generated by our calibration (black

lines). This yields simulation results favorable to our QR-based estimators. In order

to assess our methods for a data generating process which is less favorable to the QR

specification, the parameter values for ✓12 and ✓22 used in the simulations are set to the

parameter values from our initial calibration multiplied by 1.5 and 2.25, respectively.

This modification generates some curvature in the QSF as shown in Figure 3.1 which

also displays the true {0.25, 0.5, 0.75}-QSFs generated by our adjusted calibration

(red lines).

3.1.3. Linear Gaussian Location Model (LOC specification). The QR and DR speci-

fications coincide for the location shift model

X = ⇡11 + ⇡21Z + �⌘⌘

Y = ✓11 + ✓21X + �"".

For this model, both the conditional quantile and distribution functions are linear in

the covariate, and so are the structural functions. After substitution, the reduced-

form equation for the second stage is

Y = ✓11 + ✓21X + [⇢⌘ + (1� ⇢

2)1/2⇠]

= ✓11 + ✓21X + �"⇢⌘ + �"(1� ⇢

2)1/2⇠.
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Figure 3.1. True QSFs for DR Calibration. Initial calibration (black)
and modified calibration used in simulations (red).

The value of the coe�cients (⇡11, ⇡21)
0 are then set to the estimates obtained from

linear regression ofXi on (1, Zi), and the scale parameter �⌘ is set to the corresponding

estimate b�⌘ = [(n�1)�1
Pn

i=1(Xi�b⇡11�b⇡21Zi)
2]1/2 . Letting b⌘i = (Xi�b⇡11�b⇡21Zi)/b�⌘,

the value of the coe�cients (✓11, ✓21)
0 are then set to the estimates of the first two

coe�cients in the linear regression of Yi on (1, Xi, b⌘i). We then set the scale parameter

�" to the corresponding estimate b�" = [(n � 1)�1
Pn

i=1(Yi �
b
✓11 �

b
✓21Xi)

2]1/2. The

correlation coe�cient b⇢ is calibrated to the correlation between b"i = (Yi �
b
✓11 �

b
✓21Xi)/b�" and b⌘. We find ⇢̂ ⇡ �0.2.

3.2. Additional Simulation Results. Tables 1 report Monte Carlo simulation re-

sults regarding the accuracy of DR and QR estimates of the QSF, for quantile levels

0.25, 0.5 and 0.75, respectively. Compared to the results for the ASF, the main fea-

ture of the results is the stronger relative performance of the QR-based estimator for

all three designs, although the DR-based estimator still dominates for the DR design.
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Design QR LOC DR

⌧ = 0.25
L1 L2 L1 L1 L2 L1 L1 L2 L1

⇢ = �0.2
DR 10.4 11.5 28.2 7.0 8.9 12.6 7.9 9.9 12.5
QR 3.4 4.3 5.6 6.0 7.5 8.6 9.1 11.2 15.9

Ratio⇥100 302.0 266.1 506.6 117.4 118.3 145.6 86.3 88.7 78.6

⇢ = �0.9
DR 5.7 6.8 11.5 7.4 9.4 15.3 7.7 9.6 14.0
QR 2.6 3.3 3.2 5.3 6.7 9.0 8.8 10.6 18.6

Ratio⇥100 218.4 207.5 355.9 139.7 140.1 170.1 87.2 91.0 75.2

⌧ = 0.50
L1 L1 L1 L1 L2 L1 L1 L2 L1

⇢ = �0.2
DR 7.9 9.3 20.0 6.5 8.3 9.9 7.2 9.2 13.2
QR 2.7 3.5 4.0 5.6 7.1 7.8 9.4 11.1 16.5

Ratio⇥100 289.2 267.8 497.5 116.4 117.1 127.6 77.0 83.0 80.1

⇢ = �0.9
DR 6.1 7.3 17.0 5.4 6.8 7.9 6.2 7.8 10.8
QR 2.4 3.0 3.5 4.6 5.7 6.5 8.3 9.6 18.5

Ratio⇥100 256.4 246.1 491.6 118.5 118.9 120.9 74.9 81.1 58.7

⌧ = 0.75
L1 L1 L1 L1 L2 L1 L1 L2 L1

⇢ = �0.2
DR 10.0 11.6 16.5 7.3 9.3 14.3 7.6 9.5 15.7
QR 3.4 4.3 5.0 6.1 7.6 8.6 10.3 11.9 21.1

Ratio⇥100 297.0 271.9 330.7 119.6 122.1 165.8 73.6 79.5 74.6

⇢ = �0.9
DR 8.1 10.0 20.9 7.0 8.9 15.4 9.2 11.5 24.8
QR 2.9 3.6 4.6 5.3 6.6 9.1 10.3 11.7 29.3

Ratio⇥100 279.3 276.7 457.0 131.6 135.4 168.7 89.5 98.7 84.6

Table 1. Average Lp estimation errors of {0.25, 0.5, 0.75}-QSF ⇥1000
for the DR and QR estimators and their ratio ⇥100, for p = 1, 2 and
1.
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