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"Unfortunately, microeconomics is probably not an elegant
subject when really well done. In order to keep us going,
every now and then it is a good idea to set almost all the
paremeters equal to one Or zero, keep everything convex,
and make a few simplifications here and there, and for this
price we are rewarded with some nice convergence theorem.
The Invisible Hand appears, pats us on the head, and we feel
elegant. Beyond that it is necessary to go back to the
miasmal swamp of reality."
Martin Shubik
"y Curmudgeon's Guide to Microeconomics,"
Journal of Economic Literature
Vol. VIII, No. 2{June 1970), p.421.

Introduction

Clearly there are many aggregate factors which affect all firms in the
economy to some degree. Presumably there are others which differentially affect
individual industries. Industry considerations aside, any particular firm would
want to formulate "own-firm" expectations incorporating aggregate expectations at
least insofar as it felt aggregate events important. Much of the analysis of ear-
1ier research concentrated on messuring the errors in these aggregate expections
per se (i.e. by using absolute error eriteria (basically the mean absolute and mean
square error criteria».l As regards the firm making the forecasts, the important
standard of "accuracy" might rather be economic consequences for its operations of
these forecast errors (which may or may not be adequately approximated by éhsolute.
g;ror-criterial;

A great deal of work has been reported in the literature on the nature of

expectations and thelr uses in economic models. The work of Muth and Mills, for

R

1. See, for example, Henri Thei%ks Economic Forecasts and Folicy, (1st edition),
(Amsterdam: North-Hollend Publishing Company, 1958; Victor Zarnowitz, An
Appraisal of Short<term FEconomic Forecasts, National Bureau of* Economic Research,
Occasional Pa?er'iﬁﬁf(NéﬁTYOikim'C¢iumbia University Press, 1967]; Christopher
Simms, “Evaluating Short-term MacrosEconomic Forecasts: The Dutch Performance,"

Review of Economlcs and Statistics. 49 (May, 1967), p. 225; Donald Smyth,

Wiow Woll do Musirallsn Economists Forecast?" Economic Record. k2 (June, 1966),
p. 293 and Merv Daub, YAn Appraissal of Canadian Short-term Aggregate
Economic;Forecasts,“ unpublished FPh.D Dissertation, University of Chilcago,

1971, forthcoming.




example, is well known.2 However the orientation js almost exclusively on the
"ipdustry-firm" question with much of the theoretical discussion centering on mak-
ing a profit maximizing price selection under various assumptions about the struc-
ture of the market and the amount of uncertainty present. The specific question of

the inaccuracy of aggregate expectations and firm activity has not been treated as

extensively.

Before considering this question, and in order to point up some limitations,

a brief examination of how & firm might forecast is in order. In forecasting ag-

gregate economic activity the firm would have to examine its own past record of
aggregate forecasting, the past record of other aggregate forecasts, as well as other 1
"exogenous' aggregate information such as planned tax revisions, capital expenditure i
anticipations and the like. These would result in a firm's preliminary aggregate %
forecast for the next period and other preliminary aggregate forecasts as well. The ;
firm would also consider the history of its forecasting of the industry and its own

data, any past records of other forecasts of the industry and its own performance

(e.g. by trade associations, other firms in the industry, security analysts) as well

as relevant "exogenous", more micro-economic factors such as upconming wage negoti-

ations or preferential tariff expectations. This would result in a firm's preliminary

forecast for the industry and itself as well as "other" preliminary industry and

5, J.F. Muth, "Rational Expectations and the Theory of Price Movements, "Econometrica,
29(July, 1961}, Pp- 315-335 and E.S. Mills, Price, Output and Inventory Policy,
(New York: John Wiley and Sons, 1962). Other useful references in this regard
include M.S. Bowman (ed.), Expectations, Uncertainty and Business Behavior.

(New York: Social Science Research Council, 1958) and Mincer {ed.), Economic
Forecasts and Expectations. (N.B.E.R.: Columbia University Press, 1969) on the '
nature of expectations; and J. CGould, "The Micro-economic Approach to the Demand
for Physical Capital,” Report 6633 (Center for Mathematical Studies in Business
and Economics, University of Chicago, 1966) and R. Nelson, "Uncertainty,
Prediction and Competitive Equilibrium," Quarterly Journal of Economics.

-75( January 1961), PP- 41-62 for discussions of some investment and production
problems which include the consideration of uncertainty.




thatrfirm forecasts. Then there probably ensues a period of formal and informal
comparison and feedback between the firm's own aggregate, industry and firm fore—
casts and those of others out of which come the final forecasts of all parties at
various dates near the end of the current period. This is admittedly simplistic
especially in the time dimension since the forecasting process is a continuing one
of updating and change throughout any period but it probably does generally summar-—
ize the approach of those companies who do a comprehensive annual budget and fore-
cast.

What this points out quite clearly is that there are several major types
of inputs into final "own-firm" forecasts besides the firm's own aggregate forecast.
And ideally one would want to consider all these factors explicitly in trying to
assess the influence of the inaccurate aggregate forecasts on the firm's actions.
Just as certainly some of these, such as the firm's own past preliminary and final
industry and "oun-firm" forecasts, for example, are unobservable or not available.
As & result it was necessary to devise a method of estimating the role of inaccur-
ate aggregate forecasts within such a limited framework all the time realizing that
more generality would be desirable. Such an approach takes the form of exsmining
several models which are based on different assumptions about how "own-firm" fore-
casts might have included these aggregate predictions, The necessarily simplistic
nature of such an approach is, as is more generally the case also, an excellent in-
dication of the infancy of the research into the subject and the exploratory nature
of what follows.

Accordingly the next section presents a tative" model for introducing
aggregate considerations which is estimated for three companies. Following it is
a section dealing with a %yarket-share" model. Two sections are then devoted to
presenting somewhat more elaborate models for two of the companies. A brief
section comparing the various estimates of these models is then given. TFinally a

summary of the major findings concludes the paper.




A "Naive" Model

One simple method of introducing aggregate considerations is to assume
that the firm felt the relationship Qf Gross National Product to various relevant
firm variables was of the form (1) and it had estimated this relationship up to
the end of the previous period on the basis of past data.

(1) Dy =@y, *+ap, Y +u

where ADt = actual firm accounting data up to the end of
the previous period.
Yt = actual Gross National Product (up to the end of the

previous period).

Given the simple assumptions of the model, if the firm had made a perfect
forecast of Gross National Product, the expected firm data in the next period would
be the regression prediction:

; S A ~
@) AD, = G O, Y,

However the firm did not make perfects and the resulte of this error is
presumably incorporated in the actual change in firm data in the next period. Thus
the error in forecasting ADt:

A~
(31 ey = AD, - AD,
represents the "cost" to the firm of the inaccurate aggregate forecasts.

Summary statistics of the results of estimating equation = (3), for the

four indicated firm variables of Companies A, B and (¢, are presented in Table Jgsh

3. Some evidence in & related case of a similar approach using this model can be found
in Philip Brown and Reymond Ball, "Some Preliminary Findings on the Association
between Eernings of a firm, Its Industry and the Economy", Empirical Research in
Accounting: Selected Studies, 1967 (Supplement to Volume 5 of the Journal of Account-
ting Research). pp. 55-77.

4. For a discussion of the reasons for not identifying these companies explicitly see
M. Daub, "An Appraisal of Canadian Short-term Aggregate Economic Forecasts," pp.L-5




Table 1

Estimates of the Cost of Errors in Level Forecasts

of Gross Naticnal Product using a "Naive" Model

a Total Total Total ﬁet
Firm Variable Revenue Labour Costs Other Costs Income
Company A: Mean $-9.6 million|$+22.1 million|$-1k.5 million $-2.3 million
(1956-1969) Mean Absolute 11.6 27.4 20.1 5.1
(10.43)b (20.71) (21.87) (4.62)
—2 .
R .98 .96 .96 .97
ADt,Yt
RED ﬁf - - - .96
| t? Dy
Company B: Mean -1.3 -.9 -.1 -1.9
(1961-1969) Mean Absolute | 3.7 1.1 2.1 8.1
| (5.10) (1.39) (3.14) (9.56)
-2 !
R : .93 .97 .88 .80
Ant,xt
2
R N - - - .h6
ADt’ADt
Company C: Mean | +31.3 -8.3 -23.9 ~1.3
(196L4-1969) Mean Absolute 31.3 9.4 25.8 2.7
(29.3) (10.6) (27.1) (2.1)
-
R Th .89 .63 .68
ADt,Yt
RS A - - - 53
ADt,ADt

2 potal Revenue is measured by Net Sales; Total Labour Costs by Salaries, Wages and
the like; Total Qther Costs Dby the difflerence [?et Sales minus (Total Labour Costs
plus Net Income) ] ; and Net Income by Operating Income (after taxes).

The figures in brackets are standard deviations.

The individual results for each company vwere weighted for the reporting period
and the size of the average profits during the respective periods to arrive at
weighted means. These combined weights were .51, .32 and .17 for Companies

A, C and D respectively. The weighted mean (mean sbsolute) cost of error in
terms of net incomes was accordingly $-2.0 million ($5.6 million).




Thus Company A's net income was $2.3 million less on average with imper-
fect forecasts (3.2% of average profits in the period) than it would have been with
perfect forecasts and using this model, Company B's $1.9 million less (4.6% of
average profits) and Company C's $1.3 million less (8.1% or avérage pfofits). Over—
all the @ompanies weighted net income wasfz.o million lower on average (3.9% of the
weighted average of net incomes) with imperfect forecasts than it would have been
with perfect forecasts. &

Clearly such a model is quite imperfect. Among other things, aggregate
variables such as Total Personal Expenditres or New Non-Residential Construection
may be more relevant to the firmfs own expectations than Gross National Product.5
Also, some of the difference between actual income and the conditional expectations
generated from this model undoubtedly come from firm decisions i.e. other variables
not included in the médel.6

Consider also in what sense it can be said that the degree of accuracy
of the expectations about firm dats, correctly estimates the "cost" to the firm of

the inaccurate aggregate forecasts. To say that the difference, for example, between

‘the actual and predicted Total Revenue or Total Labor Costs obtained from this model

represents the "cost" to the firm of inaccurate sales or labor expenditure forecasts

In the case of Company A Gross National Product was replaced by Total Personal Expen—
ditures as the independent variable and the statistics of Table 1 reestimated. In

this case net income was $2.1 million lower on average (3,0% of average profits) with
imperfect Total Personal Expenditure forecasts than with perfect predictions (R

.96, RﬁD KB = .94). Which variable is more relevant would appear to make ADt’Yt
£t
little difference in the estimates,given the model and techniques used.
. While the R2 and R A are quite large (in other circumstances suggesting the

A-Dt sYt ADt ’AD
model is appropriately chosen) there are undoubtedly‘multicolinearity problems present.
in terms of net intcome was reestimated using percentage changes in Net Income and Gross
National Product. The results suggest that the mean percentage change in Company A's
income was 2.0% of the average percentage change in profits lower with imperfect fore-

casts than it would have been with perfect forecasts (RED 1 dropping to .36).
ts




is not legitimate. That is, inaceuracy does not directly translate into measured
costs of that inaccuracy. Ideally one would want to solve simultaneously for all
firm variables and their expectations, the costs of inaceuracy, in terms of prof-
its, then being measured by the "net" difference in expectations. This is an
extremely difficult problem in estimation, programﬁing,and.the like and infeas-
ible in the current circumstances. The closest approximation to such a result in
this model would be to treat the difference between expected and actual net income
as the relevant "cost" of inaccurate aggregate forecasts., The model is used here
then as an example of a rarticularly simplistic naive device by which one might

associate firm variables with aggregate expectations and their errors.

A "Market-Share" Model

Introducing some structural assumptions, suppose thet in the past the
actual sales of the jth firm have been some proportion kj of Gross National Preduct
where kj is determined by industry i's share of Gross National Product (ci) and
firm j's share of industry sales (Sj)' That is:

actual sales of firm j

(&) Sj = ij =’SJCiY vhere Sj

Z industry's i's share of Gross National
Product

£ firm j's share of industry i sales

[¢]
it

= wm
I l

£ Gross National Product at current
market prices

Pursuing this approach, assume also that in the Past if all expenses (excluding
profits) can be summarized by the two major catagories of labor and other non-
labor costs, actual labor and other costs have been some proportions 1J and OJ of

actual sales. That is:

(5) LJ=1ij and °j=°333




This would imply that actual profits in the past have been some Proportion

(1 - 1

-0 ) §.c. of Gross National Product. That is:

41

(6) - o, )s e.Y

J i
If the firm had mede a perfect prediction of Gross National Product (Y)

o= sJ - (TC } = sJ - (1 + o )s = (1 -1

for the next period and all the parameters (Sj’ cys 1j and oJ) are assumed rel-

atively stable overtime,

have been predicted as 7

this model implys that profits for the next period would
(6) .

calculated in However, the predictibn’of Gross

J

National Product contained an error the result of which, among other things, is

1ncorporated in realized profits (w }. The difference then between equation

(6)

and reallzed profits, i.e. ﬁj— WA, measures the cost of this aggregate error.

Summary statistics of the results of evaluating this difference for the three com-

Panies concerned is given in Table 2 .

Table 2

Estimates of the Cost of Errors in Level Forecasts of
Gross National Product using a "Market-Share" Model®

] Total Total ﬂo‘ otal Net
ci J Revenue J Labor Coets 3 Other Costs Incone
Company A: Mean -0111 11,00 [$-1.5 million] .38 +5.9 millionf .48 [$-8.2 million $-.9 million
(.0061)(.00) (.05) (.0h)
Mean 21.5 1k.9 29.5 5.5
Absolute (11.8) (14.3) (15.3) (3.8)
2
RADt ,E.t - - - . 22
Company g: Mean 0210 | .h2]| -3.5 .30 | +2.8 .61 | 45.1 -1.7
(.0020)}( .01) (.o1) ( .01)
Mean 7.1 T.7 28.7 7.0
Absolute (38.8) (5.6) (24 .k4) (8.1)
2
RADt ,Ath - - - . 26
Company : Mean 0120 | .58 | 4.3 .32 | ~2.6 .63 | - .6 4.7
(.0001)(.01) (.02) (001)
Mean 9.7 3.0 5.8 5.0
Absolute (6.5) (2.3) {2.1) (4.2)
2 H
RADt ,AADt - - - -13

For an explanation of the variables used see Table 1«




Company A is a government and regulated monopolistin the only merket it serves.
The weighted mean (mean absolute) coét of errors in terms of net income was
$-1.8 million ($5.8 million). TFor an explanation of the welghting scheme"
see Table 1. . :
Table 2. suggests that using this model Company A's net income was $.9
million lower on average (1.3% of average profits in the period) with imperfect
forecasts than it would have been with perfect foreea_.sté, Company PB's $1.7 million
lower (4.1% of average profits) and Company ('s h.T.million lower (29.6% of aver-
age pifofits). Overall the companies weighted net income was $1.8 million lower
on average (3.4% of the weighted average of net incomes) with imperfect forecasts
than it would have been with perfect forecasts.

Perhaps the major dii‘fieulty with this niodel (as with the earlier na.ive .
model)} is that some of the difference (7 5~ ™ ) is due considerations other than
the error in the aggregate forecasts R2 T is guite low, for example. One
alternative approach is to assume that iquﬁtions of the form of (k) - (6)
apply on the basis of past data. Then the firm's predictions of Groes National
Product for the next period (I*) can be substituted everyvhere for (¥), for a per-
fect prediction of Gross National Product, and the anticipated profit (TI‘;) calcu-
lated. This could be compared to the solution of (k4) - (6) - which would have
obtained if a perfect prediction of Y had been made (which is (&) as it hds been
calculated here}, the difference between the two estimates, (n J-w;), representing
the "cost" of the inaccurate aggregate forecasts. That is, the “cost" of aggregate
forecast errors would be:

M c-= (v, - n;) =(1-1

- oj)s (Y - Y#)

c.
J Ji
: The problem with such an approach is that it also ignores firm actions

which would have taken place within the period as the error in predicting Gross
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National Product was recognized. If this approach had been used it would have

. been more correct to assume that the firm would expect sales and therefore contract

for labor and other expenses at the start of the period on the basis of predicted
Gross National Product (Y*). However by the end of the period realized sales
vould have been Sg = sdci¥A, not S*J = chi *, Sevgrgl questions now arise.
Firstly how.does this actual sales revenue come abgut? If sJ and ci are assumed
relatively stable then the difference in sales (ca@sed by the error (I*,-XA» could
have been the result of meintaining the chosen quantity of production which was
based on Y* but allowing the price to fluctuate, maintaining the price but al-
lowing the quantity to fluctuate, alloving both price and quantity to fluctuate

or adjusting neither but aéknowledging the existence of inventories or backordering
to clear the market. And if this éppraéch is pursued what assumptions can be made

about the nature of the reaction funtion to the error in Gross National Product

predictions (for example, is 25% of the error recognized by midyear, 50%, T5%?

by the third quarter?). And what, if any, are the additional costs to adjusting

1abor and non-labor inputs from contracted - for levels? As an example of sev-
eral somewhat more sophisticated models which consider some of these problems

more directly, the following sections present individual models for two of the

'TCOmpanies,T

A Model for Company A
As noted earlier Company A is & goverment-regulated monopolist in its

major product market. This and other evidence from its operations suggested that

The date necessary for the estimation of the models which follow,while by no means
necessarily adequate in the case of Companies A andB , definitely suggest as unwise
the consideration of Company C whose aggregate predictions are only available for
six years. : -
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coﬁsideratiOn be given to a monopoly model with the usualiassumptiqns excepting
the production decision which is made after demand is:obserVed and price which is
chosen before demand is observed and assumed not to change.

Suppose then that, as in Figure 1, if.demand is assumed to be a function
of prices (P) and income (Y) (with and error), demand is forecast as D{(Y*) thereby
suggesting an optimal price of P§, . Realized or ac?ual demand is then dbséfved |
as D(YA,e) indicating that, given P*Y*, the sctual amount produced will be q?(yh‘!)
at a profit (ABCD). If income (Y) had been perfectly forecast then demand would -
have been predicted as D(Y* = XA) with P*(Y*=¥A)'the implied optimal price.suggest-
ing after demand was cbserved an optimél quantity qﬁzYA,e) would have been pro-
duced a£ a profit DEFG. Thus (DEFG-ABCD) is the difference in net income which

would heve resulted from accurate forecasts of inccme ().

P

AN

P*(Y*=Y ) G .

N

AW

D <E [¢ — MC

\\\\\\\\D(Y*=YA) D(YA,e)
M D(Y%)

* (v, ,0) Fne)

Figure 1
Model I for Company A
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More particularly eonsider the monopoly model (Model I) whefe Company
A's capital stock (K) and its price_'(P) are fixed before actusl demand is ob-
served. After the demand curve is observed the firm choses. 1a.bor (L) and the
utlllzatlon rate of capital (U} to maximize profitsﬁ

Formally assume:

(8)  Dp=al' , y,<1, M(K,6°,) and A=a'(Ye)
( 8a) = Q where Q= quantity produced (the market must be
: p cleared)
(9) Q= g¥l~® vhere 8 = UK (utilization rate times the stock

of capital)

“{10) y(U) = 202 » 820 (the rate of depreciation of capital in use
is a function of the util:lza.tion rate).

(11) w(wage rate), G(price of capital goods), r(interest rate), and
d(rate of time depreciation) are given.

The firm's problem is to: _
(12) Maximize E(n) = Maximize E(pD - vL - (r+d)GK - (U)GK)
K,p K,p

subject to (8) - (11) given that lahor and the capital
utilization are chosen optimally within the period.

That is, within the period, the firm must:

(pD - WL - (r+d)CK - v(U)eK)
P.K,A

(13) Maximize
L,U

Therefore within the period:

S 14) 3Em 0 9 p(1 - UKL = v

(15) %‘(i"xl' =039 pau“"x""lnl'“ = eUG

" (16) Ua o, l-a 1.

8. This model is due Kenneth R. Smith, “The Effect of Uncerta.inty on Moncpoly Price,
Capital Stock and Utilization of Capital", dJournal of Economic Theory. 1

(June 1969), pp. 48 - 59.
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(16) for L and U, then solving 15) for K and p (subject
9 ,

Solving (1h} -
o0 these solutions for L and U) and taking logs implys:
10g (r+d) + (a(l-y,)-1)10g G + ( (1~v,){(1~))log ¥

m

(2la) log K =C, -3
+ [5-(-2-“-2)11—"-%-'-1;?-1']105 Y* - y,log E(A)
+ [2-1"] 21*— ] log E(A 24) where m = (2"“(3'*7') )

log (r+d) + alog G + (1-a) log w- +[EQ-—GJ-] log Y*

2

(228) log p = 02+5 4
- &2 1o g B2 ) | S
(lTa)logU=-]-'- (logAwélogY)#L—logphz_alosK %——1030
| =c +l'103 (r+d} +[§-'-565§2f-'-“)- 1og¥'+33—105'1--é-_ 1ogA
2—0) :

+ L— log E(A) - -— log E(A

IELQ:L-)- 1o0g (r+d) + (a(y,+1l) log G + (y,(l-a)-u) log w
log Y + —- 1og A

(lSa). log L =
2-ag)+2glo=1 log Y* + 2
2(2-a Dt

L 1}
- log E(A ) +

(R) is price times quantity then:

Also since Total Revenue
log p + log Q = log A + (1+v,) log p + y2log ¥

(23) 1cgR
(1,08 105 (red) + al14y,) 10g G + (14v,)(1-a) log w

+
Cs
-l-[ | 5 1-a log Y* + yzlog Y + log A
2. :

+[Qﬂ'-}-—)-ﬂlos Ba 2% )

Faquations here are numbersd to-coineidé-with the

9. See Appendix.-for details
ones in. this'-appendix.= -



1k

And Total Costs (TC):

o (1+y, )

5 log (r+d) + a(l+y,) log G + (1+y,)(l-a) log w

(24) log TC = Cg *

2~0

* oY, 2—(2—a)g~ég(2—a)(Y,—:1log ¥ + 21 log Y
-0

+ Y, (2-A) - o log E(A ) + __IL log B(A ) + 2 1log A
2 5l T T

The cost of inaccurate aggregate forecasts can be obtained in the
following manner. Equations (1Ta), (18a), (21a}, (23) and (24)
i.e. log U, log L, log K, log R and log TC respectively, can be estimated from

firm data. Then (Y

, log Y) is substituted for (log Y¥) i.e. a perfect pre-

dietion for one which contains an error and an esimate obtained for U, L, K, R
and TC. The difference between the estimates of R and TC represents expected
profits, given perfect aggregate forecasts. These are compared with actual past
profits (which occured during the period of inaccurate aggregate forecasts) to
determine the “"costs" of inaccuracy. Similarly the difference between the
estimated and actual values of U, L and K is then an estimate of the costs of the

inaccurate aggregate forecasts in terms of the labor and capital inputs.

The estimates of equations (17a), (18a), (21a), (23) and

(24) are as follows:

(23) log R = .10 log (r+d) + -.05 log G + 1.31 log w + .001 log Y¥
(.280) (-.120) (4,852) (.040)

+ .09 log Y
(2,137)%
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R°= .98 F=12k.328 D.-W.= 1.26 n= 1k @& significance at.

the .05 level.

(la) log K = =-.14 log (r+d) + .73 log G + +1.00 log v
_ (=.32) ' (-1.487) (.733)8
+ .03 log Y# - o
(1.2kk)
R°= .96 F=Th.98 Dp,W.= .87 n=14 © significance at

the .05 level.

‘(lBa) log L = -.13 log (r+d) + 1.09 log G - .34 log w -

(«.784) (5.556)& (-2.668)a
+ «~.02 log Y* + ,03 1log Y
(-1.869)%  (1.525)

R®= 79  F=1.06* D.-W.=1.45 n= 1k ® significence at

the .05 level.

(17a) log U = =-.05 (r+d) + .005 log Y* + .01 log Y

(-1.848)a (.998) (1.623)
R%= 43 F=4.31® D.oi.= .7 n=14 ® significance at

the .05 level.

(2h) log C = +.16 log (r+d) + .0k log G + 1.22 log w
(.k92) (.099) (h.9o9)a
- .002 log Y# + .08 log Y
(-.081) (2.149)8

Variables:

R2= 98 F= 138.-9a D.-W.=1.33 n= 1k a’significa‘nce

at the .05 level.

R = Total Revenue (Net Sales)

K = Capital (Totel Assets at originel cost deflated by the Implicit
Non-residential Comstruetion Price Index) 7

U = Utilization Rate of Capital (percentage of the labor force
employed) o , :

L 2 Labor (Total Man-hours per year (includes over time))
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Total Costs (including taxes)

= rate of discount (average yield on Canadian long-~term
government bonds)

= proportional rate of discount (depreciatibn chargeable for

tax purposes divided by Total Fixed Assets at original_cost)

[#]
It

Price Index)

W
Y¥=

wages per man-hour (includes over time)

= price of capital goods (Implicit Non-Residential Construction

predicted absolute change in Gross National Product +°

¥ = actual absolute chenge in Gross National Product

The signs are generally those expected from the theory.

The number of

observations was limited by the number of Gross National Product predictioms which

were available.

most of the equations, this fact undoubtedly accounts for the high R2 end F values

(as well as in part for the non-significant t-values).

The estimates of the “cost" of the aggregate forecast errors obtained ' IR

~using these equations are summarized in Table 3 .

Table 3

And when compared to the number of independent Variables found in

Estimates of the Costs of Errors (Using Model I) in
Forecasts of Gross National Product made by Company A

Total Labor Capital Total Net
Revenue Costs Income
Mean™ -$1.5 million {1.l million |$76.8 million -.9% {$1.6 million | -$3.1 million
man-hours
(.3%) (1.8%) (3.5%) (1.0%) (4.4%)
Mean 17.4 1.8 120.8 .9 ]13.1 6.5
Absolute (16.3) (1.1) (11k.4) ( .5)q [(12.5) (7.1)
Mean Absclute
Value 512.8 79.1 2193.6 9k4.8 Lhi.7 T1.7
R2
ADy ,ADy - - - - - 99
a The figure in brackets is the estimated mean cost of error as a percentage of the
b mean actual value '

The figure in brackets is the standard deviat

cost of error.

10, The usual demand equation

incorporates some measure of income.

ion of the estimated mean absolute

When representing this

income (Y} by Gross National Product here, it is assumed that some proportionate rel-

ationship between Gross Nat

ional Product and disposable income

for example, does exist.
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Table 3 suggests that using this model Company A's net income was
$3.1 million lower on average (4.4%.of aﬁérage income during the period) with
imperfect aggregate forecasts than it would have been with perfect forecasts.
This result is due to the fact that Total Revenue would have been $1.5 million high-
er on average (.3% of average Total Revenue) while Total Costs would have been $1.6

million lower on average (.4% of average Total Costs) with perfect forecasts.

A Model for CompanyB

Company B is the msjor producer, supplying about fifty percent of the
market (based on sales revenue}, in one of Canada's larger basic industry's. This
and other evidence from its operations suggested that consideration be given to a
mondpoly model given the usual assumptions with the exception - that the produc-
tion decision must be made before demand is observed and price flexibility exists
(Model II). That is, in that by assumption price fully adjusts to clear the
market, this model clearly abstracts from such questions as the existence of
inventories, the ability to backorder and like considerations.

Suppose then that, as in Figure 2, if demand is assumed to be a function
of prices and income (with an error), demand is forecast . as D(1%*) suggesting
q*Y* as the optimal quantity to produce. Realized demand is D(YA,e) resulting
in a profit (ABEF). If Y had been perfectly forecast then demand would have
been predicted as D(Y* = Y,) with *(yn = v,) the optimal quantity implied. With
the realized demand D(YA,e) & profit of (ACDG) would have resulted. The difference,

(ACDG - ABEF), is the pure difference in the net income which would have resulted
from accurate forecasts of Y. Note that as with Figure 1 above this explanation treats
the case of a period in which Y¥ underestimates YA with realized demand contain-

ing some positive random error. Various other situations could also have been
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considered. For example, relabeling D(YA,e) as Dy and DY* as D(YA,e) suggests a
"oost" to inaccurate aggregate forecasts, in the case of an overestimation of

actual income (which contains a negative random component), of (AHIL -ACJK)

7

ol

\\\\\\%c |

D(Y,,

\\\ p(y*) DEYF=Xa) e
N\

q¥* % '
(1*=Y,)
Figure 2
Mcdel II for Company C

’
St

More particularly%l let:

Yii?zeet

@25) 3, = VL gemiere > O
{(28) q, = k%8P’ where: K = capital with a constant per unit cost r.
I, = labor with a constant»per unit cost w. ‘
Then:
(21w =paq -VL-1K
N (Y;qzlYIZeet) (ax°LeP?) - w1 - xx
And:

(28) B(n) = (y,alE(Y2)E(e%)) (AK"LPe’®) - wi - 7K

11, This model is due J. Gould, "The Micro-economic Approach to the Demand For
Physical Capital®, pp. 14-18.
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Assuming rational expectations and an error term in the demend function which is

distributed log - normal, i.e.

(28a) Yg = E(yIZ)
(28b) est& log N(0,6§)

Then expected profit is: -

2
(28)  B(w) = (yoqI'Y* e %/2) (a®18ePty | uL - rk
= (g (KOTH)Te yo o 672 (a8 °'°) - X
Then:
' _ 2
@) I 2o s ay(y, )OO BN ALY gy 6872 ot o
2
{30) a'%ﬂ =0 % vo8(y,+)Al Y Na(y 1) By ) gy 6672 ot o
Solving ‘ £9) and (30) simultaneously for L and K, making certain parameter
transformations and taking logarithims implies:12
1-B2 B2 1V~“L Yatl . -
33 = + o= - 5= * -
(33) logKk 55 log r 85 log w 25 log Y & log A
- E%; Gg + ot + By
BY 1-6> 1 .
: = —=— 10 + - — o Yt
(35) log L B3 g r 25 log w Bs log & log A
23 6 + ot + B
Since Total Revenue (R) is price times quantity, then:
)
' (36) 1og R = mé%u log r + 8 83+1 log W - LLﬁ.i.(&tﬁ_Llos Y
* vz log Y + a(y,+1)8, + B(y,+1)6l + pt - 6c (Y_-"éég““‘ﬁ) te,

12. See the Appendlx for details. Equations are numbered .here to coincide with

with the ones in this appendix,
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Further, since:

(26) aq = AKaLBebi
(3 L = (&)(E) K
{37) € = wL+ 1K

Solving (26), (31) and . (37) for C,assuming constant returns to scale and

taking logs implies:

"€38)  1log ¢ = 2{x,tl)(a+p) log r + éix*iéiigiﬁl'log v - L%iﬁl'log T#

B3

i
283

2
6. + aBy+ BBL + 2pt

Now the "cost" of inaccurate aggregate forecasts in terms of profits can
be obtained in the following manner. Equations (33), *Cﬂ35), (36) and-f (38),
Log K, Log L, Log R and Log C respectively, can be estimated from firm data. Then
everywhere { y, log Y) is substituted for (log Y*#) i.e. a perfect prediction for
one which contains an error and an estimate obtained for K, L, R and C. The dif-
ference between the estimates of R and C represents expected profits, given perfect
aggregate forecasts. These are compared with actual past'profits (which occured
during the period of inaccurate aggregate forecasts) to determine the "costs" of
inaccuracy. Similarly the difference between the estimatéd and actual values of
K and L is then an estimate of the costs of inaccurate aggregate forecasts in
terms of the labor and capital inputs.

The estimates of equations  (36), (33), (36) and ( 38) are as

follows:

(36) log R= —.46 log r - -1.50 log w + .13 log Y* +.01 log Y + .06

(1.187) (-.994) (.416) (.067) (1.261)
R°= .84  P= 0.5 D..W.=2.4§ =9 @ significant at the .05
level
(33) log K= -.38 log r - .57 log w + .02 log Y* + 058
(~1.973} (.9kk) (.095) (2.603)

R°= .9k  F=28.8" D.-W.,=2.42 n=9 ¥ significant at the

.05 level.




(35)

(38)

=)
13]

Variables:

Y%

e
"
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log L = -.42 log r - .81 log w + .06 log Y¥* + .04 ¢ .
(-2.979) (-1.821) (.459) (3.034)
R°= .93 F= 27.7 D.-W.= 2.69 n=9 °* significant at
the .05 level. ’

log C = -.41 log r -1.64 log w + .12 log Y* + .0T¢
, (-1.337)  (-1.723) (.393) (2.442)%
R°= .89 F= 17.6% D.-W.=2.53 n=9 2 gignificant at the
.05 level.

Total Revenue {net sales)

Capital (Total Assets at original cost deflated by the Implicit

Non-Residential Construction Materials Price Index).

Labor (Total Man - hours per year (inecludes overtime)).
Total Costs (pre - tax).

user cost of capital a oW logpm
1-y 1-wy
where: q = price of capital goods (Implicit Non-Residential

Construction Materials Price Index).

tex rate (taxes paid divided by pre - tax income),

< =
moom

tax-deductible portion of replacement expenditures -
(depreciation and depletion expenses chargeable

to income for tax purposes divided by the change
in depreciation allowances on the balance sheet).

6§ = proportional rate of depreciation (depreciation
and depletion chargeable for tax purposes divided
by total fixed assets at original cost).

m = proportion of interest chargeable against income
tax purposes (interest chargeable against income
tax purposes divided by the product of Total Out-
standing Debt times the average yield on Canadian
long - term government bonds.

¢ = rate of discount (average yield on Canadian
long - term government bonds).

wages per man - hour (includes overtime).
predicted absolute change in Gross National Product

= actual absolute change in Gross National Product

time

Again the number of observations that could be used was limited by the

number of Gross National Product predictions available (in this case less than was




true of Company A).

And as before,
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when compared with the number of independent

variables found in most of the equations this pProbably accounts for the high R2 _

and F values and non-significant t-values as well.

The estimates of the "cost"

using these equations are summarized in Table L.

Table 4

Estimates of the Costs of Errors (Using Model II) in

Forecasts of Gross National Product made by Company B

of aggregate forecasting errors obtalned

Total Labor Capital Total Net
Revenue Costs Ineome
Mean® " ~$69.8 million| 2.8 million!-$37.9 million ~$62.8 million $~7.0 million
man hours '
(15.2%) (7.0%) (k.4%) (15.0%) (17.9)
Mean Absolute® 69.8 2.8 46.6 62.8 11.3
' (53.5) (3.0) (33.2) (43.1) (7.9)
Mean Actual Value| L457.8 4o.1 860.0 418.9 38.9
2
R - - - - .88
L
a,

The figure in brackets is the estimated

rean actual valuye.

The figure in brackets is the s
cost of errors.

The results of Table

4 suggest that using this model Company Bt

mean cost of error ss a Percentage of the

tandard direction of the estimated mean absolute

s net in-~

come was $7.0 million lower on average (17.9% of average income) during the period

with imperfect forecasts than it would have been had the forecasts been perfect.

this case Total Revenue would have been $69

In

.8 million higher on average (15.2% of

average Total Revenue) while Total costs would have been $62.8 mllllon higher on

average (15.0% of average Total Costs) with

perfect forecasts than they were
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with imperfect forecasts.

A Brief Comparison of the Models

Three models (two in the case of Company C) have now been Presented and
the "cost" of the errors in the predictions of Gross National Product made by

Companies A and  estimated for each, These estimates are summarized in Teble 35,
They range from $.9 million (1.3% of average profits) for the market-share model
to $3.1 million (%.3% of average profits) for Model I in the case of Company A;
$1.7 million (4.1% of average profits) for the market-share model to $7.0 million
(17.9% of average profits):for Model ITT in the case of Company B and $1.3 million
(8.1% of average profits) for the Naive model to $4.7 million for the merket-share

model in the case of Company (.

Table 5

A Comparison of the Estimates of the Cost (in terms of Jet
Income) in the Predictions of Gross National Product made

by Companies 4, B and

Company A Company B Company C
Naive | Market Model I| Naive Market | Model IT Naive [|Market
Model Share Model Share Model Share
Model Model Model
Mean Cost $-2.3 $~-.9 $-3.1 $-1.9 |[$-1.7 |$-7.0 $-1.3 k.7
million | million million { million millionlmillion million|nmillion
Mean Cost as a
Percentage of 3.2% 1.3% 4.3% 4.6% h.1%2 {17.9% 8.1% 29.2%
Average Net
Income
MeanaAbsolute $5.1 $5.5 [$6.5 $8.1  1$7.0 I$11.3 [go.7 $5.0
Cost million | million|million | million million{million |million|million
40 168 [0 9.5 [(8.1) [(1.9) [(2.1) |(b.0)

The figure in brackets is the s

cost of errors.

tandard deviation of the estimated aBsolute
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One question whiech naturally arises ig which of these estimates is most
"correct™ for each of the companies, Without a complete model for each firm, and
as a result of the simplifying assumptions of the models used, these estimates
provide only approximations to the "true" cost of aggregate errors,

Certainly there are means available for comparing the models, and thus
by impliecation their estimates, For example, one method of comparison is on the
basis of correlation doefficients (i.e. how well correlated are the actual firm
data with the estimates qbtained from the various models). Farlier results suggest
that using this criteria the "best" model (based on net income measures only) was
Model I for Company A, Model II for Company B and the naive model for Company C,
This superiority of the more complex models (in the case of companies A and B)
may however be due to estimation procedures in that the number of independent
variables relative to the number of observations may be causing the rather larger
correlation coefficients.

In an attempt to investigate the appropriateness of Models I eand II, the
following model (Model ITT} was also used. Consider the same monopoly model as in
the case of Model I with the exception in this instance that the price (P) is not
Tixed before demand is observed (capital (K) however 8till remains so assumed)
but ,Like labor and the utilization rate,is chosen to maximize profits.

That is, assuming as before that eguations { 11) - (14) apply, the firm's long

run decision is to choose capital (K) so as to maximize profits while

‘the short run, or within period decision, is, given K, to choose L, U and P so as

to maximize profits, i.e.

( 40) Max E(m) = mex E {pD ~wL - (r+d)eX - y(u)ak}
L,U,P  |K,A
Therefore:
(41) 9E(m)/ & = 0 p[uﬂ (1) UL =
(42) 9E(m)pUu=0 = p[l-i%{—‘] o Uu"l[{a—lLl'“ = alG

(43) UL = apYs
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Solving . (k1) - (43) for L, U and P, then solving (28) for K (subject to

these solutions for L, U and P) and taking logs implies:t3

(498) 10g K = ¢" - g-log {r+d) + Ex(lﬂ,)-l] log G +[(1+y.)(1-a)] log w
2

u 4
+ 5 log Y* 4+ % log E(Aom) vwhere m =[2-a(l+y,)]

n
Oﬂ
+

1 =

(_isha) log L 1 [Euglk)jlog {r+d) + a{l+y,) log G +E«,-a(1+y, ):l log w
- [m'):‘,lOg Y +g¥210gY+g—10gA
m m o

2

- [s+11)/2] 208 w2

" (458} 1og U

= ¢, +%—10g (r+d) - 2 10g Y* + —log Y + L 10g &
2
1 m
- 5 log .F.‘.(.tft0 )
. (468) 10g P = c'3 + %log (r+d) + o log G + (1-x) log w - = log Y#*
2

+-12-:LogY+—1ogA —ElogE(A )

Since Total Revenue (R) equals Price (P) times Quantity (Q):

.(50) 1og R logP+logQ=1ogP+1ong+v, log P + yylog Y

2

a1+ m,
[ > log E(A0 )

C‘h +[g-(£1l.)_]10g (r+d) + a(l-ﬁ-‘y.) log G +[(l'a)(l+Y'J log w

Further, since: Total Cost (TC) = wL + (r+d)eK + a(U)ex

S (51) log TC = C.‘5 4{1@%{-‘1}103 (r+d) +[a(l+y,)] log G +[(1+y,)(l-_-a)] log w

_1e(l . 4 |2Y2 2
{ > log Y +[——mJ1°gY+m logxflx0

2

—dol 14 m
[ > log E(Ao )

13. See the appendix for details. Equations here are numbered to coincide with those
in the appendix.
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the variables entering the regressions in both models are identical but that the
theoretical values of the coafficients differ. The reason for these differences
lies in the differing assumptions each mode] makes about what the firms aggregate
bredictions represent. In the case of Model I the assumption is that Y* = E(YYZ),
in the case of Model ITI that Y# = E(Yng/m) where m= [é—a(1+y,) » And hence the
cost of aggregate Prediction errors will differ depending on which model is
assumed in analyzing the regression results. Using Model I1T the cost of Company
A's aggregate forecast errors (in terms of net income) was estimated at $3.2
million on average (4.5% of average profits) as compared to an estimated cost
using Model I, reported in Table 3 above, of $3.1 million. These estimates are
guite close (s0 were accompanying correlation coefficients). Another means of
investigating the appropriateness of the two models is on the basis of which
interpretation of the coefficient estimates is more consistent with the theor-~
etically calculated coefficients. For exXample, it would appear that in inter-
breting the estimate of the value of the coefficient of log (r+d) in the log R
equation one would be better fo assume that Model I applies as oppossed to IT1

in that the estimate, +.10, is more consistent with Model I'g calculated coeffi-
cient, [a(l-y,)/é] » than it is with Médel III's (whieh is Ex(l+ y!)/é]) L L
More generally however, for some of the other ten cases in which coefficients
differed on a theoretical basis coefficient estimates obtained froﬁ regression were
more consistent with Model ITT specifications than with Model I's (e.g. the log (r+d)

coefficient in the 1og L equation), in several cases it was difficult to determine

Since v, <-1,.from equation (SJ;gitsuggeststhat[é(l—n)/é] >0  and a(l+y,)/é]<o .
As the coefficient estimate is +,10 it is accepted on the basis of sign agrée-
ment as more consistent with Model T requirements, :
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which was more consistent (e.g. the log Y* coefficient in the log K equation),
Because the results from the two models failed to give distinetly different
results on a number of bases, it is likely that the estimation problems
due the number of available observations relative to the number of variables
used in the model may be a major problem in the case orf Company A.

In the case of Company B, Model ITI is quite different from Model IT
in that, for example the interest rate variables are defined dlfferently
and several equations contain ap independent variable (log Y) which does not
appear in the same equation using Model II. Thus one method of evaluating the
appropriateness of Models II and III in the case of Company‘B'is on the basis of
the belief that ir theory indicates s variable appearing in the equation for
one model (Model ITI) which does not appear in the same equation of the other
model (Model II) ang this variable's coefficient estimate appears and is sig-
nificant, then this is evidence in favor of the model which contains that varig-
ble in a particular equation (i.e. Model III). 1In the two equations where this
does apply, log L and log TC, the coefficient estimates exist but were not
significantly different from zero at the .05 level. 1In addition, using Model IIT1,
the estimated "cost" of aggregate forecast errors in terms of net income was
$28.3 million (72, 8% of average proflts) with the accompanying correletion coef-

Ticient equal to .70.While the size of the sample relative to the number of inde~

rate may be a confounding factor, this evidence (non-significant coefficient
estimates, an extremely large estimate of the cost of aggregate errors and a lower
correlation coefficient) would seem to suggest that Model II is a more appropriate

representation of Company B than is Model III.
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Yet another question of concern is that without Supporting data from
these firms it is difficult to determine if the forecasts were the ones actually
used in planning the firms operations. One method for examining if these fore-
casts supplied were the operationally relevent ones wa.e attempted. The fore-
casts of Company A and B used’ in Models I and IT were replaced-by the minimum
mean square error naively generated Gross National Product absolute change

forecasts (Mode1l N2 above). The relevent equations were then reestimated using

those above which used the forecasts. If the estimated cost of error agsociated
with the naively generated forecasts is lower than that calculated above for the
Judgemental forecasts it can be questioned if the Judgemental sets supplied were -
in fact the ones used in the firms' operation, The cost of the inaccurate naive
aggregate forecasts in terms of het income for Company A was $7.0 mllllon on gve
erage (9.8% of average income) as compared with the earlier estimates of $3.1
million (4.4% of average income) using the Judgemental forecasts supplied. In
the case of Company B the respective figures were $12.0 million (30.7% of average
income) using the naive forecasts versus $7.0 million on average (17. 9% of average
income) as presented above. Since the cost of error was lower in the case of the
Judgemental forecasts, it suggests that the forecasts may well be the Operationally
relevent ones. Again it should be emphasized that in view of the underlying
estimation problems it's difficult to accept this conclusion as anything but
suggestive,

In fact all these "diagnostic checks" are at best suggestive. In the
Presence of the limitations indicated above it is certainly best to conclude that

until such time as g sufficiently lengthy record of Predictions (perhaps ten
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years of quarterly data) accompanied by comparable data on firm actuals and
specifications by the forecasts of the methods used to incorporated aggregate
expectations into "own-firm" forecasts is available, it will be very difficult
t0o establish with confidence whether the source of present problems is due the
data, estimation or the inappropriateness of the models, Until such time these
estimates should be considered as approximations to the "true" cost of errors and
the problems identified as indicative of questions to be answered before accep-

table estimates can be obtained.

Summary

Much of the analysis of the earlier research concentrated on measuring
the errors in the aggregate forecasts of firms per se, To the extent that the
firms incorporate these aggregate forecasts into "own-firm" expectations, it is
important to consider the consequences for their operations of these aggregate
forecast errors. Realizing that a more general approach would be desireable, be~
cause of the limitations of the data, the role of inaccurate aggregate forecasts
is considered in a limited framework for three companies. Several models are
presented as examples of how firm variables might be associated with aggregate
expectations and their errors. Given the assumptions of the models, estimates
of the cost of these aggregate errors are obtained.

The first, a "naive" model which assumes a direct, unspecified
relationship between firm variables and Gross National Product, suggested that,
using this model, Company A's net income was $2.3 million lower on average
(3.2% of average profits in the period} with imperfect forecasts of Gross National
Product it would have been with perfect forecasts, Company B's $1.9 million less
(4.6% of average profits in the period and Company C's $1.3 million less (8.1% of
average profits). An overall weighted mean of these estimates suggested that the

net income of the three companies was $2.0 million lower on average (3.9%
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of weighted mean profits) with imperfect forecasts than it would have been with
perfect predictions. Such a model was qﬁite imperfect for several reﬁsons and
serves as an example of a particularly simﬁlistic device by vhich firm variables
might be associated with aggregate expectations.

One step removed from the "naive" model was a simple market-share model
vhich added assumptions about how other factors (g.g. the industry's share of
Gross National Product and the market share of the firm) influenced the cost of
thé agegregate forecast errors to the firm. Using this modél, the net income
éf Company A was $ .9 million less on average (1.3% of average profits in the
period} with imperfect Gross National Product forecasts, Company B's $1.7
million less (4.1% of average profits during the period) and ~ Company C's
$4.7 million lower (29.2% of average profits in the period). An overall weight-
ed mean of these estimates suggested that the net income of the three companies
was $1.8 million lower on average (3.4% of weighted mean profits) with imperfect
forecasts than it would have been with perfect predictions.

As with the earlier "naive" model the major critisism of this model was
its failure to explicitly consider other important factors which the firm would
consider during the period to which the forecasts applied.

Accordingly two different models which introduced additional assumpﬁions
about the structure of the market, the nature of the production decision and the
like were then presented, one each for Companies A andB.

The first, a model for Company A {Model I), was a fixed-price, variable-
quantity monopoly model where price and capital decisions are made before demand
is observed with labor and the capital utilization rate chosen to maximize profits,

aggregate factors being introduced vie the demand function. Using this model, it
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vas estimated that the net income of Company A was $3.1 million lower on average
have been with perfect predictions.

The model chosen for Company B (Model II) was g fixed-quantity, price-
flexibility monopoly model with aggregate factors introduced, as before, via the
demand function. Using this model Company B 's net income was estimated to have

been $7.0 million lower on average (17.9% or average profits) with imperfect fore-

Thus three modeis (two in the case of Company C') were Presented and the
"cost" of the errors in the predictions of Qross National Product made by

Companies A and B estimated for each model. The estimates range from $ «9 million

profits for Model I ip the case of Company A; $1.7 million (4.1% or average
profits) for the market share model to $7.0 million (17.9% of average profits) for
Model IT in the case of Company B and $1.3 million (8.1% or average profits) for
the naive model to $k.7 million (29.2% of average profits) for the market share
model in the case of Company ¢ .

This range of estimates may be due several factors. First the models

chosen may the inappropriate, In an effort to consider this question an edditional

model IT was a better choice. The second factor which should be notegd is that
the predictions supplied by the forecasters may not be the Operationally relevant

ones. The results of & limited investigation'of this question suggested however
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that the forecasts supplied may well be those used in the firms operations.

and perhaps the major one, which may be causing the range of estimates, namely

the amount of data available for use in estimation. When compared to the num-

Thus it was concluded that these "diagnostic checks" ag methods for
indicating a preference for ope of the model estimates of the cost of errors

could be at best suggestive. In the Presence of the limitations discussed it

to the data, estimation Problems or the inappropriateness of the models. Until
such time these estimates should be considered as approximations to the "trye"
cost of the errors and the problems identified as indicative of the questions to

be answered before acceptable estimates can be cbtained,
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APPENDIX, DETAILS OF MODELS I-IIT FOR COMPANTES A AND B

This appendix provides details on the algebraic derivations for the

equations estimated in connection with models I -~ IIT for Companies A andB..-

Model I: Company A

Assume capital stock (K) and price (P) are fixed before the actual demand

is observed. After demand is observed the firm chooses labor (L) and the utiliza-

Assunme: (8) p-= APY' ¥y <=1 An (u=A,6i)
(8a) p p=q where Q = quantity produced.
(9) q= S“Ll-a where S = K (utilization rate times the stock

of capital)

(10) y(u) = §U2 » >0 (the rate of depreciation of capital in use
is a function of the utilization rate).

{11) w(wage rate), G(price of capital goods),'r(interest rate), and
d(rate of time depreciation) are given,

The long run decisions then are to choose K and P 850 a5 to maximigze €xpected profits,
i.e,
(12) Max B(m) = Max E( pD ~WL - (r+d)oK - y(U)eK)
K, P A
The short run, or Within period decision, is, given K ang P, to choose T, and U so ag

to maximize profits, i.e,

- (13) Max (pD - wL - (r+d)cek - y{U)aK)
,L’U P.K,A

Therefore; (14) 3&(m) 0 9 p(1 —q W%%,% =
oL




3k

(15)  3m(m) _ 0 3 par® Lo ll-a _

a3y
(16) UKL AT

Solvin (ak) - (16) for 1, and U gives:
g g

(17) U= AET' 2-a vhere € = ag(1 - a)
‘ K cl-a C wo

.o

K

Therefore the long run decision is now:

(12) Max E( ¥D - WL ~(r+d)GK - y(U)ox )
K,P A
8.t. (17) ana ( 18)

Therefore:
, 99) &a%l' =0 2E( (rH)C + y(U)c ) = 8( av?e )

or 2(r + d! = E( U2 )

a

(20)  gB(w)
ap

0 #JE(Y.ApT'_l(l + %-)p ) = E(Y.APY'-IA) where»a:dégcl
L

or E( Qé%ﬁl ) = m( Qé%gl }

Solving = (19) and - (20) for p and K:

j2maldey,) 2 2‘°‘2 1
= f_& 2 st -Y, 2
_ aG
Where S = a(l-y,)

2Ys
or assuming D = AOYYZPY’, T* = B(YY2), E(Yz-u) = (Y*)8 ana taking logs of

both sides:ls

- 15.I1t should be noted that this “rational expectations" assumption is of a specialized
form. The assumption is that the predicted value of income, Y*t, is equal to E(Ygz)
not E(Yi). That is, it is assumed that when asked for their Predictions of income
the firms provide the "firm - relevant" estimate not Just the expected value of the
aggregate
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(218) 1og K = C) - B 1og (r+a) + (a(1-y,)-1)10g G + ( (1-v,) (1)) 10g w

2a)1-y,) - 2 ]m ™ - y,log E (4 )
2

2

ML‘.‘LJ_] log E(A g) where m = (2-a(1+y,) )

+

e |

* >

m——

And since: - 2
8
(22) p =[7r—-a7]

2 2
S 2-o 2
1o (B )

M)

Then: _

( 22a) log p= 02 + %log (r+dg + alog G + (l—a-) ;Qg w +[E%":E)-] log Y#

- 28 10 B(a20

Therefore:

(17a) 10g U = %—a (log Ao"'YleS Y) -I-g-_'_; log p - 2%&_ log K - %E% log C

; C3 + -;‘—l_og (r+d) + [‘E-Y-'?E-ég_%—-ﬂ]zlog Y* + -;ff—a- log Y - -Js_alog Ao
+ g—: log E(A) - %log E(A 53)
(18a) log L = Eg? log C + 2—1— (1log Ao-wzlog Y) + %}&- 165 P - :::log K

f

C,-l + [E-Lll).l; ] log (I""d) + (G(Y'+l) log G + (Y.(l-a)-a) log w

o 2-0g)+2z(a-1 » 212:, 1o 2
+ [ 2(2x) log Y +[2—a gY + e log Ao

2

- 2. - 2y, (1-0a) - a 2-g
oy Log E(Ao) + [ > log E(Ao )

Also since Total Revenue equals price times quentity

(23) 1log R =1log p + log Q = log A, + (1+y,) log p + yylog Y

i

cg + 'CI%T-'-)E-Iog (r+d) + a(1+y,) 10g G + (1+y,)(1-a) log v

+[l 5 l-a'logY*+yzlogY+logA°

2
+[12-(-ﬂ-'-)-(&'2ﬂlog E(A 2= )
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And Total Costs (TC) = VL + (r 1)K + y(U)GK = K& + (r + a)))):

( 24) 1log TC log K + 2 1og U+ 1og G+ log( + (r +a) )

+ .
06 + g—%l'—)—log (r+d) + Ct(l+'\(') log G + (1+Y')(l-€!) log w

+[qx, Ig-(z-;f]-g(z-a)‘(%'“‘) log Y# + %"C?- log Y

2 e
2-A} - o 2-0, 2 2
.,.,L.L_)__I =X, =
> log E(A° ) + e log E(Ab)+ oo 108 Ao

Mocdel 1II: Company B

Assume demand is a function of price and income (with an error) and the

quantity produced is based on a Cobb - Douglas production function. Then:

(25) by = YoqzlYgzeet Yos~Y1s¥2 > O
- (26) q, = a*18ePY  yere: K = capital with a constant per unit cost r,
L = labor with a constant per unit cost w.
Then:
( 27) T, = P.q - WL - rK
= (Y;QIIY.theet) (L8Pt - w1 - g
And:

(28) B(m) = (y, TIE(Y:’-)E(eEt) ) (ax®r8ePty | - rK




(28b) & ta, log N(O,Gf)

Then expected profit is:

2
C28)  B(m) = (youlrys ¢ 67/2) (yea6 Pty ub - rx

= (1o (&K°LE)Te yw o 6572 [0 o AL R -

Then:
i 2

(29) §§K%l. =0 *’“Yo(Yu+1)A(T'+l)Ka(Y'+1)LB(Y‘+l) y* ¢ 6€/2 et = g
. ‘ 2

(o) 2k -0 YoB(y,11)alY *)a(vi 1) By, 41) o, 6272 et = uL

Solving simult,aneously:

GOF DR e

wL o

Thus from (29);
(32) ayo(v,+l)A(Y'+l)K“(Y'+l) T8 I96("r,+1) * o 6e2/2 Pt &
Wo :

i.e. ayo(y'+1)A(Y'+l¥§)B(Yl+l{i)B(Yu+1)K(Y|+1)(G+B)-1Y' o 6?/2 ept -

W
Let:

Bo= YoA(Y'ﬂ), 8y = olvi+1), B =8(v,+1), Ba= (v, +1)(a+8)-1

Then (32) becomes:

B, (r\B 2
soba(E)P2(E)°2 185 1 o 2 ot _

Solving in log form for Log K:

-B> B2 1 +1
) g 83 log r B3 log w . Ba log Y &3 log A

283 GE TRt + By

\ B2-1
where: g, = ?;—— log 8; =~ gf log By ~ %; log v,
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Similarly from (30:
( 34) YOA(Y.+1) (v,+1) (G+B)(Y,+1)—l(8)u(y'+1)Y* 62/2 ot

- Yo
(where K = T8 L)

Let: 8oy ALY, 8] = (v,41), B = (v,#1), B3=(a+8)(y,*1)-1
Thus - (3&) becomes:

ISOBJ.I('%')Q'2 (%)BE LBa Y*esi/2 P

and solving for Log L:
]

BY 1-82 1 +1
- 3 L= —1 4+ — - — % Yl
- (35) 1og 2, L8 T 2e log W s log ¥ s log A
1 2 1
23 6c + pt + Bl
. B2 a1 8 1
where: gL, = 22 log B} - —E;-log g f'E;'l°5 Yo

Total Revenue is then:

R = pq = (vo(ak’L%)" 172 &%) (ax’1fef®)
= (1LY #1) 87, 41) Y2 Bt ot
And:
(36) 1log R = 1log Yo+ (¥,+1) log A + aly+l) log K + B(y,*1) log L

+ ye log Y + pt + £

- B
= log Yo + (Y,+l) log A + a(y,+1) 1-62 log r + —3-1og Ww - l—-log *
83 B3 B3
+1 1 2 1-8% ,
- IE;—-log A - EE;'SE +B“] + B{y,+1) [ log W
s!
,,_z_logr__llogyg_L:.l_logﬂ___l__se,,s ]
B3 B3 B3 .

+.y2log Y + pt + €




Further, since

( 26) q,G
(31) 1,
(371) ¢
Solving (31) and |
K
Substituting in  ( 26)
i
Then:
(37a) ¢
Implying:
(38) 10g C

e,

39

. 2 :

+ B:l log w - '(M%L—U-ﬁ log Y* + vy, log Y + a(Y,+l)BL,
2
+ By, 41)6, + pt - BE (;é:l)(a+6) te,
= x‘!I’{ml'.;Bept '
= {T\(B
- (w)(a) X
= WL + rK
37) for K and I gives:
_ o _ _BC
T r(o+B) end L= w(a+8)
and solving for C, the total cost,
_ aC V% /gc \B ot
1= A (r(a+6)) (w(a+8)) €
- _B_ 2 gt
) roc+B Wm+§ (a+8) o+8 4ea+B
1 o B
A ot+B ua-ﬁ-s Ba+3
¢ B pt
= L ¥ ¢ AKaLBept where (a+8) = 1
o
Aa 8

ulogr+810gw—aloga—BlogB+a1,ogK+BlogL+2pt

1-8 82

+ + o
o log r Blog w [83 B3

oyt 1 g2 1
&5 log A 283 6 + B;{,+ B’:

2

log w - . log I*

B3
-85
83

log »r +

logw+-8-2——

B3 log r

- —— Y* — lliJ:. - -l_ 2 + ¥ -
&s log ts log A 28, 6¢ By aloga

~ BlogB + 2pt
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- u(y.+é)(a+8) log r + ﬁi-v.%g(aﬂs) log ¥ - ig:BZ log T#
3

ST 62+ agyt BEL 4 20t

, " 283 ‘
] ]
wWhere : Bf{ =I}B£-$ﬂﬂ log 8'1 - [ 2 ;:Bs] log 6'2 - -;—3- log Yo

Model ITI: Companies A ang B

ﬁssuﬁe capital stock (K) is fixed before:the actual demand ig observed,

After deman;i is observed the firm chooses iabor (L), the capital utilization rate
(U) and price (P) to maximize profits. That is, assuming as before that equations
(8) - (11) apply, the long run decision is to choose capital (K) so as to max-

imize Profits, i.e.

(39) M;x B(m) = Max B {ED - WL - (r+a)ag - v(u)ak } -

The short run, or within périod decision, is, given K, to choose L, Uand P so as

to maximigze profits, i.e.

(k0) Max E(m) = max E {pD -wL - (rvd)x - v(U)a}

L,U,P K,A

Therefore:
~(41) SE(m)/3L =0 o p[l-%—] (1-a) U%%™® =
. 1
(42) SB(w)/w =0 = p[l-%] o Ua'_lxa-lLl-a = alg
(43) vUR*LI™ = ppY
Solving (27) - (29) for L, U ang p gives:
1
2 _2¢ | 2a(aHy
o A S . =[2Gy,
(,-f'k) L -Ka(lwi)CEYr_ (l'hfi) where: S [(1+Y|)]




1

K c(l+Yt)(1—GF‘

#5) U =

(L6) P

A% g2=¢ ] 1/(2- (14y,))
Ku CEil-ai
Therefore the long run decision is now:

(1) Max E(m) = Max B fpp - v - (r)aK - y(Uax } -
K A :

s.t. (4.30) - (4.32)
Therefore:

(48) BE(n)/3K =0 9 2(r+d)/a = E(UD)

[ . J@—a(lw,)]/e e E!Ee/[z-a(lw.{]][z-a(lw,)]/a
. - (l-ot) .

2(r+d C(l+T')

Or:

(b9) x =

Assuming D = AOYYZPY' » Y* = | EQYZ/ ,:2—“(1+Y'):I and taking logs of both sides:

(49a) log Kk = ¢' - glog (r+d) + E!(l"'Y.)-l] log G +E1+Y')(l-a)] log w
. 2
+ %log * + %log E(Aom) where m =[2-a(l+y,):,
Therefore:
(4ka) 10g 1 = C:'L + [a%x'-)—]log (r+d) + a(1+y,) log G +|},-—a(l+‘r.)] log w

- EL;iILL * 4 2Y2 2
[ > log Y +m210gY+mlong

- [srr/2] 108 B D)

Y2
(458) 1og U = ¢ +llog (r+d) - ;—log Y* + —Jog Y +J'-logA
2 2 2 n m

( 46a) log P=2¢! + g—log (rHd) + o log G + (1-a) log w --g-log Y#

2

2y2 o 1 m
+ == J0g Y + m 108 A > log E(J'l0 )




k2

Since Total Revenue (R) equals Price {P) times Quantity (Q):

{.50) 1log R

=C"4 +.

log P+ log Q = log P + log Ao + v, log P + yalog ¥

&21‘-)- log {r+d) + a(l+y,) log G +{(l-a)(l+~r.ﬂ log w

1+
i 2 _ m m "o
(o (1+y, )

+
2

log E(A0 )

-
-

b

Further, since: Total Cost (TC) = WL + {r+d)GK + a(U}CK"

(51} 1og TC = C_ +

log (r+d) +[a(1+7.)} log G +[(l+v.)('i—u)] log w

aflﬂ,)
| 2
a{l+y,) % 4272 2
i 5 -1ogY + - logY+m long
_a§l+x,!-

2

1og E(A l]")
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