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ABSTRACT: Statistical routine data sets are estimated to include about 1-10 % or more of
gross errors, which are the most frequent reasons for outlying observations, outliers. Qutliers
create many problems and confusion in statistical analysis and forecasting. The most traditional
statistical methods are very sensitive to outliers. The goal of this paper is to present the basic
types of outliers in a time series context, to consider the influences of outliers and how to try to
prevent and diminish these negative effects on forecasts. In cyclical indicator analysis outliers
are particularly troublesome as they increase the risk of false signals of direction and prospects
of an economy or an industrial sector. Some recent research papers contain results that outliers
seem to be associated with turning points in the business cycles; furthermore outliers tend to be
clustered both within and across series; the results indicate also a dichotomy between outlier
behaviour of real versus nominal time series.

Finally we consider briefly cyclical indicators and outlier robust procedures. Outliers will occur
in data sets and therefore robust methods should be included in the arsenal of researchers.

KEY WORDS: Routine data sets, gross errors, outliers, seasonal adjustment, forecastin g,
business cycles, cyclical turning points.

HELLA, Heikki, VIERAAT HAVAINNOT AIKASARJA-AINEISTOISSA. Helsinki:
ETLA, Elinkeinoeldmén Tutkimuslaitos, The Research Institute of the Finnish Economy, 1996,
11 s. { Keskusteluaiheita, Discussion Papers, ISSN (781-6847; no. 572).

TIIVISTELMA: Tissi katsauksessa tarkastellaan tilastoaineistoissa esiintyvien vieraiden
havaintojen, outlierien, piityyppejd ja outlierien atheuttamia ongelmia tutkimusten ja
ennusteiden laadinnassa. Suhdanneanalyysin ja -ennustamisen kannalta outlierit ovat
ongelmallisia hiiritessddn perinteistd tilastollista mallinrakentamista ja lsitessidn vidrien
ennustesignaalien riskid. Traditionaalisten tilastomenetelmien rinnalla tarvitaan robusteja
mallittamistapoja. Erdit tutkimukset viittaavat siihen, ettd outliereilla on taipumus rypistyi
suhdannevaihtelujen kdfinnevaiheisiin. Toinen havainto on, ettd hintasarjojen ja ns. reaalisarjojen
outlier-ilmié poikkeavat toisistaan. Eri tutkimuksissa on viime aikoina my®&s saatu viitteiti
aineistojen epélineaarisuuden ja outlierien yhteydesti toisiinsa. Mitén yleispitevii tuloksia e
kuitenkaan ole toistaiseksi onnistuttu saamaan. Outliereita tulee aina olemaan ja tietopankkien
valtavaan numerotulvaan niiden on helppo kitkeytyd. Ennusteiden laatijoiden onkin tarpeellista
hankkia vilineitd ja valmiutta kisitelld aineiston vieraita havaintoja kyetikseen minimoimaan
niiden haitalliset vaikutukset.

AVAINSANAT: rutiinitilastot, vieraat havainnot, outlierit, kausipuhdistus, ennustaminen,
suhdannevaihtelut, suhdannevaihtelujen kdinnevaiheet.






Yhieenveto

Katsauksessa tarkastellaan aikasarjoissa esiintyvid vieraita havaintoja, niiden rakennetta ja
vaikutuksia. Rutiinitilastoissa arvioidaan olevan alasta riippuen noin 1 - 10 % havainnoista
virheellisii johtuen puhtaasti teknisluonteisista tallennus-, luokittelu- yms, tekijdisti, Tdmiin
lisdkst tulevat ertlaiset poikkeuksellisista tapahtumista, luonnonkatastrofeista, teknisisti
muutoksista yms. aiheutuvat vieraat havainnot.

Ilmeisesti johtuen eri taustatekijoistd vieraille havainnoille, outliereille, ei alan kirjallisuudessa ole
yhteyksissi ja sitd on kilytetty viljdst. Useimmiten vieras havainto médritelldin havainnoksi,
Joka poikkeaa otoksen muista siksi paljon, ettil on aihetta olettaa sen olevan periisin jostakin
muusta perusjoukosta.

Outlierit aiheuttavat kilytinndssd monenlaisia hankaluuksia. Tissd on esimerkkini tarkasteltu
aikasarjojen kausipuhdistamiseen liittyvid ongelmia. Puhtaasti mekaaninen poikkeavien
havaintojen kisittely voi jopa aiheuttaa lisdongelmia ja joskus arvokkaan informaation
haaskaamista. Jos outlierit pystytiiin tdsmentimiin luotettavasti ja niille saadaan selked tulkinta,
kausivaihtelunkin estimointt on vankermmalla pohjalla,

Aikasarja-analyysissa tavattavien outlierien perustyypit poikkeavat lineaarisen regressioanalyysin
selitysmalleissa havaittavista. Toinen erotftava piirre on vieraiden havaintojen rypéstyminen ja
sen aiheuttamat ongelmat aikasarjojen kisittelysséd. Aikasarjojen tapauksessa erityisen “pahoja”
ovat ns, additiiviset outlierit, jotka “hoitamattomina” voivat heikentdd ennusteiden laatua vield
myGhemmiisséd vaiheessa.

Vieraiden havaintojen esiintyminen suhdannesarjoissa ei ole mikidn uusi asia, Erdiden
viimeaikaisten tutkimusten antamat viitteet outlierien rypéstymisestd suhdanteiden
kidnnevaiheisiin ja vaikutukset sarjoista toiseen ovat tirkeiti sekd ennusteiden tekijoille etti
tilastotieteilijéille ja ekonometrikoille. Toinen todettu seikka on kaksijakoisuus hinta- ja
reaalisarjojen outlier-tulosten vililld: eroja on havaittu mm. outlierien voimakkuudessa,
ajoittumisessa ja tyypeissi. Tarvitaan uonnollisesti paljon lisdd tutkimusta niiden ilmididen
yleispiitevyyden vahvistamiseksi.

Tutkijat ovat havainneet merkkejd yhteyksistd aikasarjojen epélineaarisuuden ja outlierien vililli.
Aiheesta voi lihitulevaisuudessa kehittyd hyvinkin mielenkiintoinen tutkimuskohde, Tutkijoiden
ja mallinrakentajien on jatkossa joka tapauksessa tarpeellista varustautua myos keskeisilli
robusteilla analyysivilineilld.






ON OUTLIERS IN TIME SERIES DATA

1. Introduction

Modern, large data banks include thousands of routine time series, panel data and cross-
sectional data sets. The high quality of data material is the goal of every research institute or
organization. However, statistical routine data are estimated to include about 1-10 % or more
gross errors which are the most frequent reasons for outlying observations, outliers (Hampel et
al., 1986, pp. 25-28). Outliers have long been recognized as a problem in time series analysis, In
leading indicator analysis outliers can be particularly troublesome as they increase the risk of
false signals of direction and prospects of an economy or an industrial sector.

The term outlier is mostly used rather informally. In the statistical literature there are different
definitions; we can say that an outlier is an observation (or a subset of observations) which
appears to be inconsistent with the remainder of that set of data.

Most of the standard statistical methods are not able to protect against outliers. It is known that
only one outlying (aberrant) observation can ruin the sample autocorrelation (cross-correlation)

function estimates and the least squares estimate. The spectrum estimator is non-robust too. The
most known robust statistics in practice seem to be the median and the trimmed mean.

The goal of this short paper is to present the basic types of outliers’ in time series context and to
consider briefly some results of outlier analysis on business cycles estimates. The results in the
literature show that the outlier analysis is important especially in financial data sets. This means
more work, but e.g. in forecasting even a small decrease in the risk of false signals is worth the
trouble. There are many computer algorithms and programs available for robust basic statistics
and linear regression. In case of time series analysis the supply of robust packages has been
quite scant, but is increasing.

2. An example: seasonal adjustment procedures and outliers

Statisticians know well that in the seasonal adjustment procedure outliers (e.g. strike effects) in
time series have been a confusing factor in estimating seasonal components. In general the

" We consider here the outliers in quantitative data. The outliers in gualitative data are conceptually different
from outliers in quantitative series; the values themselves in gualitative case can not be extreme, since there are
a limited (determined) number of categories in questionaires, bul we can speak of outhiers if frequencies {in
different categories) are deviant, very low or high. In general, outliers can occur more regularly i some data sets
than in others. For example, there seem to be clear difference between the macroeconomic time series and the
cross-sectional data sets; in cross-sectional data outliers are more likely 1o occur (see, ¢.g. Guerard, 1988 and
Virtanen & Y1i-Olli, 1989).



seasonal adjusting procedures include mechanical algorithms for cleaning (smoothing) the
extremne values of the rregular component based on some criteria as a threshold.

There are some arguments against the mechanical treatment of outliers®:

1. in removing extreme values it is possible that we may lose invaluable information; as it is
known the outliers of a time series are not necessarily the extreme values and vice versa

2. if e.g. the normality test indicates that there are aberrant observations in data, we should use
robust estimators

3. the proper interpretation and modelling of outliers can be crucial for the careful identification
of other components of time series; this is important especially in the case of leading indicators
and synthetic index; e. g. the adjusting factor of strike influences is often exponentially
dampening and needs some modelling (see model 4 in Appendix)

4. 1tis a very difficult situation if the observation at the end of a series is an outlier (or there is a
patch of outliers), because we are then not able to identify the type of outlier. If we have used
robust tools to identify and estimate the previous outliers, we can make the forecast with more
confidence (Hillmer, 1984)

5. if we must make the time series stationary by differencing, the outlier problem gets worse,
because after differencing the number of outliers is increased and their type is more difficult to
identify.

3. Qutliers in time series data

There is a clear theoretical distinction between the outlier analysis of traditional linear regression
analysis and time series analysis.” The basic distinction is the autocovariance structure of time
series. In the time series context we have different types of outliers.

The initial work on outliers in univariate, stationary time series was done by Fox (1972). He
considered the two basic forms:

a) additive outlier (AQ) and (Fox calls it: Type I outlier)
b) innovational outlier (10) (Fox: Type H outlier)

* Balke & Fomby (1994, p. 185) remark that the use of seasonally adjusted data probably makes it even more
difficult to uncover outliers,

* The history of outliers and robustness is very long. The discussion about the appropriateness of rejection of
outliers goes back at least as far as Daniell Bernoulli (1777) (see, Hampel et al., 1986). The interest in this part
of slatistics is again increasing; the ECAS (Buropean Courses in Advanced Statistics) course "Robustness in
Statistics, Theory and Applications” was held in Germany, October 1989. The robust theory of linear regression
analysis ts advanced and there is a comprehensive literature of the robust methods and applications, while in
time series context robust theory and applications are in an intensive stage of development.



These outliers have a different influence on the observations of the series. The classical gross
errors such as typing or decimal point errors (i.e. recording errors) are examples of additive
outliers. Additive outliers can oceur as single-point (isolated) outliers or as a patch of them. A
block of additive outliers can sometimes be modelled as so-called reallocation outliers (Wu et
al., 1993). We add to the outlier group also the level shift, LS, and a temporary (or transient)
change, TC (Tsay, 1988). The detailed mathematical form of these outlier models is presented
in the Appendix.

Testing for unit roots in time series has become a common practice when modelling univariate
and multivariate economic time series from which the most are known to show a nonstationary
pattern. There is evidence that e.g. the additive outliers and temporary change outliers will
establish the wrong indication that a time series is stationary when 1t is actually nonstationary.
Taking account the outliers in the series can lead to nonrejection of unit root hypotheses (Lucas,
1996, p. 89).

The essential features in outlier analysis* are a) the simultaneous modelling of outliers and the
components of a time series or b) the combined use of outliers with a so-called intervention
model (Box & Tiao, 1975) and the simultaneous modelling of other components of a series.
One useful area for the outlier robust tools is to calculate estimates of missing or deleted values
of a time series; we can estimate the missing or deleted observation by a recursive estimation of
an additive outlier (Ijung, 1993).

4. Outliers and forecasts

In routine time series forecasting little attention is usually given to outlying observations. What
are the consequences of ignoring occasional outliers? How do unrecognized outliers affect the
point forecasts and the prediction intervals? If we consider the case of ARIMA models’,
Ledolter (1989) has shown, that when we have the estimated model, the additive outliers affect:

(1) point forecasts only moderately, provided that the outliers occur not too close to the
forecast origin; if the AO is around the forecast origin, it has a disastrous effect on the forecast
performance (see also, Hillmer, 1984)

* There are two distinct approaches to handling {ime series outliers:

a) the gecommodation approach, which means that the goal is protection against any outlier by using robust
parameter estimation methods as M- and GM-estimators (Hampel et al., 1986): the outliers themselves are not
relevant as the object of research.

b} the outlier detection and interpretation approach, in which the modelling of outliers e.g. for forecasting is
important.

In addition, some Bayesian methods are developed 1o handle the problems of outliers in time series (see Barnett
and Lewis, 1984),

Naturally we can anabyse cutliers in the framework of the wransfer function noise models and the structural
time series models (Harvey, 1989).



(11} increase the width of ARIMA prediction intervals, because these intervals are proportional
to the estimate of the standard deviation of the innovations of the model,

The magnitude of the outliers increases the bias of parameter estimates and the innovation
standard deviation {(or variance) estimate. This variance estimate is quite sensitive to outliers. It
is important to note, that as a consequence of the very biased parameter estimates, the fitted
model can sometimes lead to so-called spurious outliers ; this phenomenon is cailed swamping.

The research results point out that the effects of an outlier depend on its magnitude, position in
the time series and type. The situation is more difficult if we have both isolated and patchy
outliers in the same series and further of different type. The research results also indicate that
the innovational outliers, which are caused by external shocks, do not in general have such
severe consequences as the additive outliers. 1O can be in some situations problematic because
the outlier is added to the innovations series of ARIMA and the effects of the outlier on the
observed series is propagated 1o all observations following time t =T according to the
(polynomial) structure of ARIMA (see model 2 in Appendix); this effect is known as smearing.

The unrecognized outliers of the individual series may have distorting influences on the
composite indices (or synthetic indices) and thereby the forecasts. As Hillmer (1984) points out,
an additive oudier will affect not only the forecast error for the period in which it occurs but
also the forecast errors of subsequent periods. The distortion can be more serious because of the
interaction between outliers within a series and/or across series (see e.g. Burman & Otto, 1988
and Balke & Fomby, 1994). The best way to try to resolve this dilemma, if possible, is to seek
any piece of information about the potential causes of detected possible events.

In practice, the most difficult problem seems to be the so-called masking effect in which the
outlier covers one or many other outliers of a series so that the test can fail to detect any
outliers. This can happen, if we apply the ordinary, non-robust least squares estimation method
(LS) to a series, which includes outliers. The residual analysis with the least squares method
does not identify all the outliers present in the data. The typical cases can be found in the share
price or similar financial time series (e.g. Chatterjee & Jacques, 1994). Chatterjee and Jacques
apply succesfully a very robust estimation method, reweighted least median squares (RWLMS),
which is one of the high breakdown point estimation methods (Hampel] et al., 1936).

5. Outliers and cyclical indicators

What should we do if we know that an outlier or a subset of outliers exists or if there are some
signals of possible outliers in a series? There is no unique answer regardin g the appropriate
device. But, if we have in our arsenal of statistical tools some robust techniques, these with the
routine explorative data analysis like the normality test, and, of course, the graphical analysis
(normality paper and scatter diagram analysis) are relevant.

If the preliminary analysis indicates some contamination in the series, the following steps are
essential:



(i) fry to detect and identify all aberrant observations as perfectly as possible using some
robust scale and location estimator in outlier modelling perhaps with a robust smoother (or
filter) technique

(if) try to find the proper interpretation for as many outliers as possible

(iif) if the points (1)-(ii) are successful, we can apply also the combination of intervention and
outlier analysis.

For the points (i)-(iii) many iterative detection and estimation procedures are developed in the
literature (e.g. Hillmer et al., 1983). Some of them include the joint estimation of time series
model parameters and outlier effects (e.g. Tsay, 1988; Chen and Liu, 1993; TRAMO, Gomez &
Maravall, 1994). One interesting iterative procedure developed by Burman & Otto (1988), who
fitted sixty Census Bureau monthly time series with ARIMA models, identified additive outliers
and sought their external causes. They also discussed about the testing for outlier detection, and
the effects of the outlier analysis on the seasonal adjustment of time series’.

After the outlier analysis we have the outlier-adjusted time series for use as the single leading
series or as part of either a composite indicator (synthetic index) or a time series forecasting
model. As Guerard et al. (1995) point out, the outlier analysis (outlier-adjusted) time series
model of GNP can outperform its rivals. The criterion was the post-sample forecasting
accuracy.

In practice we often encounter the point of aggregation, especially in business cycle analysis.
We can separate time aggregation and aggregation of subseries. The effects of aggregations can
be remarkable both in forecasting and in outlier analysis. As Balke & Fomby (1994) note, time
aggregation tends to obscure the presence of large shocks. They found e.g. that the outlier
search in the monthly series does pick up episodes missed in the quarterly series and the timing
of certain outliers can change due to aggregation. In outlier analysis of the consumption series
Balke & Fomby refer to the result that if consumption is disaggregated into consumption of
durables, non-durables and services, most of the outliers come from consumer durables (Balke
& Fomby, 1994, p. 192).

The aggregation effects can occur also in the survey data context. It should be very interesting
to investigate the frequency, timing and type of outliers in subseries of large, medium-size and
small companies. For classified financial panel data this kind of outlier analysis produces very
interesting results (see e.g., Chatterjee & Jacques, 1994).

The other important feature is that the pattern of outliers in the real output and employment
series can be different from that of the nominal price series. Balke & Fomby (1994) found this
dichotomy between real output and aggregated price series of US macroeconomic time series’.
This concerns the differences in timing, type and frequency of occurrence of outliers; e.g. the

¢ After the original version of this paper in June 1996, the Journal of Forecasting published in July the article
of Bruce and Jurke about two robust procedures of seasonal adjustment: the X-12-ARIMA method of the US
Bureau of the Census and the MING procedure (Bruce and Jurke, 1996).

T oItis interesting to note the results of Takala and Virén (1995) about the nonlinearity of the Finnish
macroeconomic time series data (1920-1994). They found certain differences between nominal and real variables
with respect 10 nonlinear behaviour, They did not apply any outlier modelling or other outlier analysis.
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frequency of occurrence is in general higher in price series than in real output series, For leading
indicator analysis this result is already very important; however, further research is needed.

Clustering of outliers within and across series and associating with turning points of business
cycles® are difficult to handle also theoretically, as Balke & Fomby indicate, and for business
cycle forecasting it is really a challenge. The statistical multivariate outlier analysis should be
useful, but it needs much development and applications (see e.g., Lucas, 1996).

Some researchers have during last years noted that there are indications of connections between
the outliers and non-linearity’. In business cycles this is especially interesting. Balke & Fomby
made some tests and found that after fitting the outlier model and controlling for the effects of
the outliers, the evidence of non-lnearity was in many series substantially weaker (Balke &
Fomby, 1994, p. 195). As they comment much further investigation is, naturally, needed.

6. The cyclical indicators and outliers

The robust outlier analysis is a modern set of complementary tools for statistician’s arsenal of
procedures. In the framework of large number of various indicator series it is reasonable for
safety to have available both standard and robust statistical tools. In uncertain cases it is
important to use both kinds of tools and compare the results.

An arsenal of robust procedures (both ordinary and sophisticated) may contain useful tools
when we control the quality of the present indicators and select the new ones, In fact, at least
some of these robust procedures should be a part of the system of quality control of statistical
data (see also Hawkinsg, 1980).

For leading indicator analysis and for cyclical indicators on the whole the development of the
outlier robust methods and procedures are important e.g. for the following reasons:

*  there are and will exist both isolated and patchy outliers in time series data sets

outliers tend to be associated with turning points in the business cycles
* the mechanical procedures of outlier handling in the routine seasonal adjusting programs
should be replaced by robust outlier and intervention modelling
* the large routine data banks are quite exposed to outliers (outliers can easily be “hidden” in
huge amount of figures)
* the structure of indicators is changing, more short-, real-time data, more survey data efc.
*  there are risks of errors in data analysis: a) in combining of data for an indicator from
several sources or b) in using the data of different structure e.g. of the different parts of a very
long time series

¥ The study of Virtanen and Y1i-Olli (1989) based on the cross-sectional data of the Finnish firms (41 firms,
yearly data) produced the results which indicate some kind of association of outliers with the business cycles.

? See e.g. Harvey (1989, p. 333), Petruccelli (1990, p. 35), Tsay (1991, p. 437) and Teridsvirta and Anderson
(1992, p. 135).



* the behaviour of households and companies has changed essentially during last years and it
1s hard for us to know what kind of change is going on

*  the consequences of false signals in forecasting are more severe nowadays than earlier

*  the search and analysis of outliers should be seen as an integral part of modern time series
analysis and forecasting.
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APPENDIX

Outlier models in time series

We can have either seasonal or nonscasonal ARMA processes. To simplify the presentation only the nonseasonal
case without a canstant term is presented. Let {Y,) be a time series following an ARMA process
0(B)
P
o (B)§(B)

where n is the number of observations for the series; the polynomials 8 (B) and ¢ (B) have all roots outside

t=1,..n

the unit circle; all roots of GL(B) arc on the unit circle; # is the innovation process = N0, O 2 ). Bisthe
backshift operator.,

1. _Additive outlier model (AQ)

An additive outlier is an event that affects a series for one time period only; its effects are independent of the
ARIMA model. If we assume that an outlier occurs at time t = T, we have the AO model

=Y+ op P{(T) >

where P is a pulse function (i.e. P(" = | whent="T and is 0 otherwise) and o, is the magnitude of the
additive outlier, Note that Z, is the observed, contaminated time series and Y, is the uncontaminated core Prosess
{(here unobserved at time t = T),

When a block (a patch) of unusually high and Tow values of observations occurs in such a way that the sum of the
observations within the block is the same as might have been expected for a regular series, we call the
observations reallocation outliers (Wu et al., 1993). A typical situation occurs in a series of sales: the period of a
sales promotion and its aftermath, The constraint of the sum is what distinguishes this kind of paich {rom the
patch of ordinary additive outliers.

One special use of the AO models in practice is the calculation the estimates of missing or deleted observations
of a time series. There are developed several algorithms (see, e.g. Ljung, 1993).

2. Innovational outlier model (10)

An innovational outlier is an event whose effect is propagated according to the structure of the ARMA model of
Y,. The 10 model is then

m

0(B) 0(B)
oP, or Zi= ————
¢(B) (B)p(B)

=Y, + OC(B)_} (a, + Olpl('l'))

where P is a pulse function and o) is the magnitude of the innovational outlier at time =T,

3, Level shift model (LS)

Z=Y + oL Pl('r)a

where oy, is the permanent level shift being initiated at time (= T,
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4. Temporary change model (TC)

Zi=Y, + oc P 0<§ <1,

1-06B

where o is the magnitude (initial impact) of the outlier at time £ = T. The effect of this outlier decays
exponentially according to the dampening factor 8 . If we know the timing of the outliers, by modifying the
model 4 we can casily estimate an intervention model (see, Box and Tiao, 1975; Mills, 1990),

For the models (1-4) there are developed the likelihood ratio test statistics for testing the existence of an outhier
or level change (see, e.g. Tsay, 19883,
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