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1. INTRODUCTION

Since the inception of the recent floating exchange rate era, there have been continuing efforts to explicate the behavior of exchange rates. However, most of these efforts appear to be futile. Studies including Cheung (1993), Cheung, Chinn, Garcia Pascual (2004), Chinn and Meese (1995), Meese and Rose (1991), and Meese and Rogoff (1983) markedly demonstrate the inability of exchange rate models, both structural and time series models, to generate forecasts better than a naïve random-walk specification.

Although a random-walk specification has garnered considerable empirical support, it has not dissuade the profession from exploring predictable patterns in exchange rate movements and delineating possible interactions between exchange rates and their fundamentals. Among the recent attempts, the use of Markov switching models appears to yield some encouraging results. Engel and Hamilton (1990), for instance, advocate using a Markov switching model that allows the exchange rate dynamics to alternate between regimes. These authors found that a two-regime Markov switching model performs well in both in-sample and out-of-sample periods for three exchange rate series. Engel (1994) extends the exercise to cover 18 exchange rate series and suggests that the Markov switching model yields superior direction of change forecasts. The success of using Markov switching models to study exchange rate dynamics has also been reported in, for example, Bollen, Gray and Whaley (2000) and Dewachter (2001). Marsh (2000), however, shows that Markov switching models for exchange rates are unstable over time and not suitable for forecasting. Dacco and Satchell (1999) argue that the forecast performance of Markov switching models is very sensitive to misclassification of regimes.

The purpose of the exercise is to re-evaluate the presence of Markov switching dynamics in exchange rate data. Most empirical studies on Markov switching dynamics do not formally
test the number of regimes in the data. They either explicitly or implicitly assume that data are drawn from a multi-regime Markov switching process and estimate the model parameters accordingly. The absence of a formal test before estimation is probably due to the fact that the test for the number of regimes is a non-standard statistical inference problem and the commonly used test statistics, including the likelihood ratio statistic, do not have their usual asymptotic distributions. However, without formal evidence of the existence of multiple regimes, estimation of Markov switching models may lead to spurious results. For instance, it is known that realizations of a random-walk process resemble observations displaying long swings. Fitting a Markov switching model to a (nearly) unit root process may generate spurious results and mis-identify long swings due to unit root persistence as regime-switching behavior. Thus, a formal test for the number of regimes is essential for determining the presence of Markov switching dynamics.

Besides statistical issues, the presence of regime-switching dynamics has important implications for theoretical models of exchange rate dynamics. For instance, Engel and Hamilton (1990, pp. 689) point out the apparent long swings in exchange rate data “pose important challenges for existing theory.” Factors that may lead to regime-switching behavior include the “Peso problem,” the changing importance of chartists and fundamentalists in the foreign exchange market, differences between domestic and foreign monetary and fiscal policies, and the presence of transaction costs and diversity of opinions (De Grauwe and Vansteenkiste 2001; Engel and Hamilton 1990; Vigfusson 1996). The relevance of these factors depends critically on whether the observed exchange rates are generated from multiple regimes. Thus, the research on exchange rate Markov switching dynamics has both important theoretical and statistical implications.
In this study, we follow the lead of Rydén, Teräsvirta, and Åsbrink (1998) and adopt a Monte Carlo approach to test for the number of regimes in a Markov switching model. In particular, the data-specific empirical distribution of the likelihood ratio statistic is used to infer the presence (or absence) of regime-switching behavior. Although simulation may not offer general conclusions, it circumvents the issues of non-standard statistical inferences inherent in regime-switching modeling and provides some useful sample-specific results. Further, the use of data-specific distributions helps mitigate finite sample biases.

To anticipate the results, the Monte Carlo based likelihood ratio test yields inconclusive evidence of Markov switching dynamics in the quarterly exchange rate data considered by Engel and Hamilton (1990). While the test does not reject the random-walk specification, it provides no strong evidence for the two-regime Markov switching model. The ambiguous result is consistent with a number of possibilities. One possibility is that the data are not sufficiently informative to distinguish between the two specifications. To this end, we consider an extended quarterly sample and a monthly data set. Even though the extended quarterly sample does not exhibit significant Markov switching dynamics, the monthly data do so. The results suggest that data frequency, in addition to sample length, is crucial for determining the number of regimes. The findings are robust to some variants of the Markov switching specification.

We must point out that this article is not a critique of a specific study on the Markov switching property of exchange rates. Rather, it seeks to provide a solid underpinning of the presence of Markov switching dynamics in exchange rate data.

The remainder of the article is organized as follows. In Section 2 we conduct some preliminary analyses on the original Engel and Hamilton (1990) data set. Section 3 describes the Monte Carlo based test for the number of regimes. Test results from the quarterly data set are
also reported in this section. Section 4 presents the results from analyzing monthly exchange rate data. Some concluding remarks are offered in Section 5.

2. PRELIMINARY ANALYSES

The first sample we examined is the one used in Engel and Hamilton (1990). It contains quarterly dollar exchange rates of Deutsche mark, British pound, and French franc from 1973:IV to 1988:I, which were downloaded from ftp://weber.ucsd.edu/pub/jhamilto/markov2.zip. The random-walk (with drift) specification is given by

\[ \Delta s_t = \mu + \epsilon_t, \]  

(1)

where \( \Delta \) is the first-difference operator, \( s_t \) is the log exchange rate at time \( t \), \( \mu \) is the drift term, and \( \epsilon_t \sim N(0, \sigma^2) \) is an error term. The two-regime Markov switching model can be written as

\[ \Delta s_t = \sum_{i=1,2} I(S_t = i)[\mu_i + \epsilon_{it}], \]  

(2)

where \( I(\cdot) \) is the indicator function, \( \mu_1 \neq \mu_2 \) are the drift terms across regimes 1 and 2, \( \epsilon_{it} \sim N(0, \sigma_i^2) \) is the regime-specific error term, and \( S_t \) is the state (regime) variable. The state variable assumes a value of 1 or 2 and follows the transition probabilities \( P_{ij} \), \( i, j = 1, 2, \sum_{j=1,2} P_{ij} = 1 \) for \( i = 1,2 \), where \( P_{ij} \) is the probability of \( S_t = j \) given \( S_{t-1} = i \). See, for example, Hamilton (1989) for a discussion on the properties and estimation of a Markov regime switching model. In present study, we employ a fully unconstrained maximum likelihood method to estimate the model. The coefficient estimates of Markov switching models obtained from the fully unconstrained maximum likelihood method estimates are virtually the same as those originally reported in Engel and Hamilton (1990).

One critical and practical issue in estimating a Markov switching model is the possibility of multiple local maxima. In the current study, various randomized starting values are used in the
optimization process to ensure that a global maximum, instead of a local one, is obtained. Specifically, in the pre-test stage, we generated artificial data from model specifications estimated from the Engel and Hamilton (1990) sample. Maximum likelihood values for each specification calculated from estimation process with one to 250 starting values are compared. The starting values are random draws from normal distributions (for the mean parameter) and chi-square distributions (for the variance parameter). Based on the simulation results, it is determined that the choice of 100 starting values offers a reasonable trade-off between computing complexity and marginal gain in the maximum likelihood value. Thus, 100 randomized starting values are used for each iteration in the estimation and Monte Carlo exercises reported in the subsequent sections.

It is commonly conceived that long swings are found in realizations from a random-walk process. Thus, before implementing the Monte Carlo based test for the number of regimes, we conducted a pilot simulation study to examine what one may observe when a Markov switching model is fitted to a random-walk series. Specifically, we generated random-walk series according to parameters estimated from the British pound exchange rate data and fitted model (2) to the data. It was found that the averages of transition probability estimates from these random-walk series were 0.89, and were comparable to the transition probability estimates 0.93 and 0.91 obtained from the actual data. Obviously, the pilot study does not rule out the possibility of the existence of Markov switching dynamics in exchange rate data. However, the results underline the general conception that long swings in random-walk data may lead to spurious evidence of regime-switching behavior.
3. TESTING FOR THE PRESENCE OF MARKOV SWITCHING DYNAMICS

In general, the null and alternative hypotheses of the test for the presence of Markov switching can be stated as

\[ H_0: \text{the number of regimes in the data is } N, \]

and

\[ H_1: \text{the number of regimes in the data is } N+1. \]

For the current study, we mainly consider the \( N = 1 \) case. That is, the data are drawn from a single regime under the null hypothesis and from two distinct regimes under the alternative. Let \( \theta_N \) and \( \theta_{N+1} \) be the parameter vectors under the null and alternative hypotheses and let \( \hat{\theta}_N \) and \( \hat{\theta}_{N+1} \) be the corresponding maximum likelihood estimators. The likelihood ratio statistic is

\[ LR = 2[L(\hat{\theta}_{N+1}) - L(\hat{\theta}_N)], \quad \text{(3)} \]

where \( L(\hat{\theta}_{N+1}) \) and \( L(\hat{\theta}_N) \) are the log likelihood functions evaluated at their respective maximum likelihood estimators \( \hat{\theta}_{N+1} \) and \( \hat{\theta}_N \).

In testing for Markov switching, the complexity arises because some parameters are not identified under the null. The presence of unidentified parameters invalidates the regularity conditions under which the likelihood ratio statistic can be shown to follow an asymptotic chi-square distribution. If the null hypothesis is specified as \( H_0: \mu_1 = \mu_2 \) assuming \( \sigma_1^2 \neq \sigma_2^2 \), then there is no problem of unidentified parameters and a standard Wald test, for example, can be conducted. Indeed, Engel and Hamilton (1990) used the Wald test to investigate this null hypothesis. Nonetheless, the literature on testing for the presence of Markov switching dynamics typically considers the null hypothesis \( H_0: \mu_1 = \mu_2 \) and \( \sigma_1^2 = \sigma_2^2 \). We conducted a small-scale simulation exercise to examine the finite sample performance of the Wald test in this context.
Specifically, we generated a random-walk series according to parameters estimated from the British pound data, fitted a Markov switching model to the simulated data, and used the Wald test to test the null hypothesis of $\mu_1 = \mu_2$ assuming $\sigma_1^2 \neq \sigma_2^2$. We repeated the exercise 100 times and found that the null hypothesis of $\mu_1 = \mu_2$ was incorrectly rejected, at the 5% level of significance, in 75% of the cases. We speculate that both the nonlinear nature of the model and the apparent similarity between a random-walk process and a Markov switching process contribute to the observed finite sample performance of the Wald test. Thus, the simulation results re-enforce our impression that the Wald test approach is not suitable for the problem under investigation.

Several procedures have been suggested to test for the number of regimes; see, for example, Hansen (1992), Gong and Mariano (1997), and Garcia (1998). These procedures derive the asymptotic behavior of the test statistic under some pre-specific conditions and offer different finite-sample performance for different model configurations. The Hansen (1992) test, for instance, involves a grid search over the parameter space and can be computationally complicated for a multi-regime dynamic model. The Garcia (1998) and Gong and Mariano (1997) procedures are easier to implement but not much is known about their small sample performance. It should be noted that these procedures focus on testing between one or two regimes, and become quite complicated when a higher dimension model is considered.

Following the lead of Rydén, Teräsvirta, and Åsbrink (1998), a Monte Carlo approach is adopted to derive the empirical distribution of the likelihood ratio statistic, which is then used to determine the significance of the statistic computed from the actual data. For a given exchange rate series, the empirical distribution for testing $H_0$ against $H_1$ is constructed according to these steps: a) find the maximum likelihood estimator $\hat{\theta}_n$ that gives the best specification within the
class of N-regime models, b) use \( \hat{\theta}_N \) to generate a sample of the artificial data, c) compute the likelihood statistic (3) from the generated data, and d) repeat steps (b) and (c) M times and store the simulated likelihood ratio statistics. The M simulated likelihood ratio statistics are used to derive the empirical distribution to test the null. Specifically, the empirical p-value of the Markov switching test is given by \((m+1)/(M+1)\), where \(m\) is the number of simulated statistics that are larger than the likelihood ratio statistic computed from the actual data series.

3.1 Random Walk against Markov Switching

For the quarterly exchange rate data, (1) specifies the null hypothesis and (2) is the Markov switching model under the alternative. The sample likelihood ratio statistics are given in the second column of Table 1. The French franc and British pound series give similar sample likelihood ratio test statistics, which are larger than the one computed from the Deutsche mark data.

Table 1. Testing Random Walk against Markov Switching, 1973:IV to 1988:I

<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM</td>
<td>3.413</td>
<td>0.622</td>
<td>4.890</td>
<td>4.417</td>
<td>3.087</td>
<td>0.684</td>
<td>15.307</td>
<td>0.288</td>
</tr>
<tr>
<td>GBP</td>
<td>9.416</td>
<td>0.112</td>
<td>4.842</td>
<td>4.106</td>
<td>3.514</td>
<td>1.240</td>
<td>19.014</td>
<td>0.612</td>
</tr>
<tr>
<td>FFR</td>
<td>8.112</td>
<td>0.116</td>
<td>4.664</td>
<td>4.230</td>
<td>3.125</td>
<td>1.249</td>
<td>17.864</td>
<td>0.640</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” The empirical distributions of the likelihood ratio statistic are generated from random-walk models estimated from the data. Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.” The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from Markov switching processes estimated from exchange rate data.
For each exchange rate series, the Monte Carlo approach is used to generate the sample specific empirical distribution of the likelihood ratio statistic. As stated earlier, 100 randomized starting values were used for each iteration in the numerical maximization algorithm. Due to computational complexity, the number of replications M is set to 500. For 500 replications and a 10% test used in the subsequent simulation, the 95% confidence interval of the rejection frequency is $10 \pm 2.6$ under the null hypothesis. Thus, even after taking sampling uncertainties into consideration, the inferences presented later are not affected. Some descriptive statistics of these empirical distributions and the associated p-values are given in Table 1. All the empirical distributions have their means larger than the medians. Furthermore, these are positively skewed distributions; that is, they have a long tail to the right. These descriptive statistics indicate that the empirical distributions are series-specific.

The empirical distributions of the likelihood ratio statistic cast doubts on the presence of Markov switching dynamics. According to the p-values, there is no strong evidence to reject the random-walk null in favor of the Markov switching model. While the p-values for the French franc and British pound series are just over 10%, the one for Deutsche mark data is above the 60% level and gives the weakest evidence against the random-walk hypothesis.

Are the non-rejection results driven by the low power of the testing procedure? To address the question on power, we apply the Monte Carlo based test procedure to artificial data series generated according to the two-regime Markov switching models estimated from individual exchange rate series and tally the likelihood ratio statistic. The rejection frequency under a 10% test (with critical values from the respective simulated null distribution) is reported as the empirical power in the last column of Table 1. The power of the test against the Deutsche mark Markov switching specification is 28.8%, which is quite low. Nonetheless, more than 60%
of the simulated French franc and British pound Markov switching series are rejected at the 10% level. It is noted that there are fewer than 60 observations in this quarterly sample, the empirical power of the test seems reasonable and, apparently, the (low) power is not an overwhelming concern for the non-rejection results.

Table 2. Testing Random Walk against Markov Switching, 1973:IV to 1998:IV

<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM</td>
<td>5.299</td>
<td>0.398</td>
<td>4.938</td>
<td>4.563</td>
<td>3.274</td>
<td>0.855</td>
<td>16.315</td>
<td>0.544</td>
</tr>
<tr>
<td>GBP</td>
<td>10.250</td>
<td>0.088</td>
<td>5.009</td>
<td>4.519</td>
<td>3.411</td>
<td>0.906</td>
<td>17.411</td>
<td>0.696</td>
</tr>
<tr>
<td>FFR</td>
<td>4.635</td>
<td>0.482</td>
<td>5.026</td>
<td>4.558</td>
<td>3.385</td>
<td>0.853</td>
<td>21.940</td>
<td>0.436</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” The empirical distributions of the likelihood ratio statistic are generated from random-walk models estimated from the data. Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.” The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from Markov switching processes estimated from exchange rate data.

The 1973:IV-1988:I sample period is arguably short. There may not be sufficient number of distinct long swing cycles for the statistical procedure to determine the number of regimes. Because of this concern, we consider the extended sample from 1973:IV – 1998:IV. The choice of ending the sample at 1998 is dictated by the introduction of euro in 1999, which has fundamentally changed the dynamics of the dollar/mark and dollar/franc exchange rates.

Simulation results based on parameter estimates from the extended sample are reported in Table 2. Despite the fact that the extended sample has 75% more data points than the 1973:IV-1988:I sample, the test does not yield a definite result against the random-walk hypothesis for all three series. Compared with results in Table 1, the p-value for the Deutsche mark series declines to 39.6% but that of French franc increases to 48%. The British pound series rejects the random-
walk hypothesis at the 10% level but not at the 5% level. The Monte Carlo based test appears to attain a much higher level of power in the longer sample. The empirical power based on a 10% test ranges from 43.6% to 69.6%. Thus far, there is no strong evidence against the random-walk null hypothesis.

3.2 Markov Switching against Random Walk

One potential criticism of the results reported in the previous subsection is that the inferences are made with the random-walk specification as the null hypothesis. While the power of the test does not appear to be a major concern, the setting does give the random-walk specification the benefit of the doubt. Specifically, the random-walk specification is rejected only if there is strong evidence against it. In this subsection, we consider a heuristic approach to account for this asymmetric treatment.

A natural question to ask is “What is the behavior of the likelihood ratio statistic if the data are in fact generated from a Markov switching model?” If the Markov switching model gives the true data generating process, we expect there is substantial gain in the likelihood value between $L(\hat{\theta}_{\text{NL}})$ and $L(\hat{\theta}_N)$ and, hence, the likelihood ratio statistic to be large. Alternatively, if a random-walk model generates the data, the likelihood value will tend to be small. Heuristically speaking, when the likelihood ratio statistic computed from the actual data is small compared with the values of the likelihood ratio statistic generated from simulated Markov switching data, it can be regarded as evidence against the Markov switching model and in favor of the random-walk specification. Thus, we simulate the data under a Markov switching specification and tally the likelihood ratio statistics from these artificial data series. Then, we look at whether the likelihood ratio statistic computed from exchange rate data is “significantly” smaller than the
simulated likelihood ratios. The notion of the presence of Markov switching dynamics is rejected only if there is strong evidence against it – that is, the Markov switching model is rejected if there is only a very small portion of the simulated statistics which is less than the likelihood ratio statistic from the actual data. In doing this, we reverse the asymmetric treatment built into the procedure considered in the previous subsection.

Table 3 reports the results of testing Markov switching dynamics against random walk in the 1973:IV-1988:I sample. Artificial data series are generated according to Markov switching models fitted to the three exchange rate series. The likelihood ratio statistic (2) is constructed from each replication and tabulated to derive the empirical distribution to determine the significance of the sample likelihood ratio statistic. The “p-value” is calculated as \( m/(M+1) \), where \( m \) is the number of simulated statistics that are smaller than the sample likelihood ratio statistic computed from actual data. Compared with Table 1, the descriptive statistics in Table 3 are consistent with the prior belief that the likelihood ratio statistic under the Markov switching model tends to be large. These empirical distributions are again positively skewed and data-specific.


<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM</td>
<td>3.413</td>
<td>0.155</td>
<td>7.505</td>
<td>6.228</td>
<td>4.752</td>
<td>1.739</td>
<td>37.427</td>
<td>0.316</td>
</tr>
<tr>
<td>GBP</td>
<td>9.416</td>
<td>0.382</td>
<td>12.371</td>
<td>11.128</td>
<td>7.057</td>
<td>0.991</td>
<td>41.389</td>
<td>0.528</td>
</tr>
<tr>
<td>FFR</td>
<td>8.112</td>
<td>0.347</td>
<td>12.030</td>
<td>10.942</td>
<td>6.928</td>
<td>0.663</td>
<td>32.483</td>
<td>0.444</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” The empirical distributions of the likelihood ratio statistic are generated from Markov switching models estimated from the data. Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.” The column “Power” reports the frequency of rejections when these empirical distributions are used to
evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from random-walk processes estimated from exchange rate data.

The results, nevertheless, show that the sample likelihood ratio statistics are not too small compared with the simulated values. For the British pound and French franc series, the sample likelihood ratio statistics are larger than at least 30% of the statistics generated from simulated Markov switching data. The statistic for the Deutsche mark data is larger than 15% of the simulated statistics. Thus, the results do not support the notion that the sample statistics are substantially less than what would be expected if data were generated via the Markov switching channel. Alternatively, we can say that there is no strong evidence to reject the Markov switching model in favor of the random-walk model. The power of the test, which is listed in the last column of Table 3, is in the range of 32% to 53%. That is, if the data are simulated with the random-walk specifications, then 32% to 53% of the simulated series give a likelihood ratio statistic that is smaller than the 10th percentile of the empirical distributions based on the Markov switching models. These power estimates are comparable to those in Table 1 in which a random walk is the null hypothesis.

The non-rejection of Markov switching result is enlightening. It underscores a fundamental issue in hypothesis testing - the non-rejection of the null hypothesis does not necessarily mean the null hypothesis is correct. In fact, what the results in Tables 1 and 3 tell us is that, given the parametric information retrieved from the data, we reject neither the random-walk nor the Markov switching specification. Table 4 contains the results for the sample 1973:IV – 1998:IV. Even with this extended sample, the Monte Carlo results do not reveal sufficiently strong evidence to establish the random-walk model albeit the test procedure displays reasonable empirical power (24% to 64%) to reject Markov switching dynamics.

<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM</td>
<td>5.299</td>
<td>0.223</td>
<td>13.037</td>
<td>9.946</td>
<td>10.400</td>
<td>1.418</td>
<td>52.533</td>
<td>0.300</td>
</tr>
<tr>
<td>GBP</td>
<td>10.250</td>
<td>0.331</td>
<td>14.877</td>
<td>13.798</td>
<td>8.199</td>
<td>0.853</td>
<td>41.440</td>
<td>0.644</td>
</tr>
<tr>
<td>FFR</td>
<td>4.635</td>
<td>0.247</td>
<td>10.395</td>
<td>8.125</td>
<td>8.113</td>
<td>1.356</td>
<td>43.234</td>
<td>0.240</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” The empirical distributions of the likelihood ratio statistic are generated from Markov switching models estimated from the data. Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.” The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from random-walk processes estimated from exchange rate data.

Additional simulation experiments were conducted to investigate the power of the Monte Carlo based test procedure (also see, for example, Coe 2002). The sample size has a clear impact on the empirical power. Specifically, we used the random-walk and the Markov switching specifications estimated from the Deutsche Mark series to generate artificial data. These specifications gave the lowest power estimates in the exercise and, thus, would not inflate the power in the current simulation experiment. Performing a 10% test under the random-walk null hypothesis, the empirical power increases from 8% for a sample size of 50 observations, to 77% for 300 observations and 96% for 500 observations. For the Markov switching null hypothesis and a 10% test, the empirical power improves from 24% for a sample size of 50 observations, to 81% for 300 observations and 98% for 500 observations.

As attested by the simulation results, the test procedures have decent power to reject the respective hypotheses. Nonetheless, the Monte Carlo based tests cannot offer a definite conclusion on whether there is Markov switching dynamics in the data. The data do not contain sufficient information to discriminate between the two alternatives, and the conclusion depends
on which specification is being treated as the null hypothesis. Evidence of the presence or absence of Markov switching dynamics in the quarterly exchange data appears to be too strong.

4. SAMPLING FREQUENCY

It is conceived that the ability to detect regime-switching behavior depends on both the sample size and the frequency of observations. In the previous section, we extended the sample to cover a 25-year time span and still could not confidently determine whether exchange rates have Markov switching dynamics or not. In this section, we explore whether sampling frequency offers some useful information about Markov switching dynamics.

A higher sampling frequency can give better information on the dynamic property of exchange rate data. Suppose an exchange rate switches between two regimes. If the time the exchange rate is expected to stay in one regime is less than a quarter, then the use of quarterly data to test for Markov switching dynamics is deemed to be fruitless. Even if the expected duration is one quarter or a few quarters, quarterly samples may not offer sufficient observations within and across realized regimes to enable the test to disentangle the regime-switching behavior from the random-walk one. Relatively speaking, monthly observations have a better chance to retain and capture regime-switching behavior. However, it is noted that the interpretation of the transition probabilities in the monthly two-states model is different from the one in the quarterly two-states model. Suppose the monthly data are generated from a two-states model and quarterly data are used. Each quarterly observation is from one of the two states. Giving a realization from, say quarter t, there are four possible paths that lead to a state 1 observation at quarter t+1 and four possible paths that lead to a state 2 observation at t+1. Thus, the transition probabilities are related but not the same under different data frequencies.
To explore the implication of data frequency, we examine month-end data of the same three exchange rates from 1973:10 to 1988:3 and from 1973:10 to 1998:12. The two monthly samples are chosen to match the time spans of the two quarterly samples examined in the previous section. Results from these two periods should reveal the relative impact of sample size and sampling frequency on the test results. Before testing for the number of regimes, we checked for possible GARCH effects in the monthly data. There is no indication of GARCH effects in the Deutsche mark exchange rate data. The French Franc and British pound data, on the other hand, have two local maximums in their likelihood functions – one maximum corresponds to a no-GARCH specification and the other gives a nearly integrated GARCH model. Specifically, the no-GARCH specification gives the global maximum for the French franc series and the GARCH specification gives the global maximum for the British pound series.

Because regime switching and structural breaks can be mis-identified as a GARCH phenomenon (Cai 1994; Lamoureux and Lastrapes 1990; Mikusch and Stărică 2000), we modified the preceding Monte Carlo approach to determine whether a regime-switching model or a near integrated GARCH model provides a better description for the data. The tests rejected the GARCH specification (p-value < 0.01) but cannot reject regime-switching specification (p-value = 87%). Thus, we proceeded to test for the number of regimes without GARCH dynamics.

The test results for the monthly data are summarized in Table 5 and Table 6. For the shorter sample, Table 5 provides some mixed evidence of Markov switching behavior. The random-walk model is strongly rejected in the case of the French franc, marginally rejected in the cases of the British pound and the Deutsche mark. The empirical power of the test ranges from 39% to 74%. On the other hand, there is no significant evidence against the Markov switching model.
### Table 5. Test Results for the Sample 1973:10 to 1988:3

<table>
<thead>
<tr>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEM</td>
<td>9.888</td>
<td>0.104</td>
<td>5.236</td>
<td>4.714</td>
<td>3.880</td>
<td>1.275</td>
<td>25.435</td>
</tr>
<tr>
<td>GBP</td>
<td>10.811</td>
<td>0.060</td>
<td>4.619</td>
<td>3.778</td>
<td>3.410</td>
<td>1.146</td>
<td>17.050</td>
</tr>
<tr>
<td>FFR</td>
<td>25.289</td>
<td>0.002</td>
<td>4.988</td>
<td>4.158</td>
<td>3.491</td>
<td>0.717</td>
<td>14.860</td>
</tr>
</tbody>
</table>

#### Panel A: Random Walk against Markov Switching

#### Panel B: Markov Switching against Random Walk

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.”

For Panel A, the empirical distributions of the likelihood ratio statistic are generated from random-walk models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from Markov switching processes estimated from exchange rate data.

For Panel B, the empirical distributions of the likelihood ratio statistic are generated from Markov switching models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from random-walk processes estimated from exchange rate data.

For the 1973:10 to 1998:12 sample, the Monte Carlo based test rejects the random-walk null hypothesis with a p-value ranging from 0.008 to 0.064. When Markov switching is assumed to be the data generating process, the sample likelihood ratio statistics are larger than 37% to 56% of the simulated statistics – indicating that the sample statistics are not likely to come from a random-walk process. Further, the procedures have considerable power against the alternatives. The results in Table 6 combined together provide strong evidence of exchange rates following Markov switching dynamics. Contrary to quarterly data, the monthly data yield a much sharper inference on exchange rate dynamics.
Table 6. Test Results for the Sample 1973:10 to 1998:12

<table>
<thead>
<tr>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Random Walk against Markov Switching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>11.282</td>
<td>0.068</td>
<td>5.170</td>
<td>4.667</td>
<td>3.651</td>
<td>0.806</td>
<td>20.569</td>
</tr>
<tr>
<td>GBP</td>
<td>28.279</td>
<td>0.002</td>
<td>5.244</td>
<td>4.715</td>
<td>3.801</td>
<td>1.035</td>
<td>19.607</td>
</tr>
<tr>
<td>FFR</td>
<td>22.888</td>
<td>0.010</td>
<td>5.431</td>
<td>4.986</td>
<td>4.056</td>
<td>0.662</td>
<td>23.989</td>
</tr>
<tr>
<td><strong>Panel B: Markov Switching against Random Walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>11.282</td>
<td>0.502</td>
<td>13.997</td>
<td>11.271</td>
<td>10.216</td>
<td>1.953</td>
<td>66.988</td>
</tr>
<tr>
<td>GBP</td>
<td>28.279</td>
<td>0.374</td>
<td>35.250</td>
<td>35.025</td>
<td>20.560</td>
<td>0.662</td>
<td>108.466</td>
</tr>
<tr>
<td>FFR</td>
<td>22.888</td>
<td>0.566</td>
<td>33.153</td>
<td>15.491</td>
<td>38.151</td>
<td>1.615</td>
<td>181.319</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.”

For Panel A, the empirical distributions of the likelihood ratio statistic are generated from random-walk models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from Markov switching processes estimated from exchange rate data.

For Panel B, the empirical distributions of the likelihood ratio statistic are generated from Markov switching models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from random-walk processes estimated from exchange rate data.

One observation emerges pretty clearly in the quarterly and monthly results. Whereas an extended quarterly sample yields limited impact, an increase in sampling frequency has an appreciable effect on the test performance. However, the results from the quarterly sample 1973:IV to 1988:I and the corresponding monthly sample 1973:10 to 1988:3 indicate that a mere change in data frequency may not suffice to deliver an unambiguous inference about Markov switching dynamics. An increase in both sample size and sampling frequency, as represented by the extended monthly sample from 1973:10 to 1998:12, offers a better chance of detecting Markov switching dynamics in data.
Thus far it is assumed that, under the Markov switching process, both the mean and the variance change across regimes at the same time. One alternative specification is to allow the mean and the variance to have their own switching dynamics. For instance, the mean $\mu_i$ is governed by a state variable $S_{\mu t} = i$ and the variance $\sigma_i^2$ is governed by another state variable $S_{\sigma t} = i; i = 1, 2$. In this case, the Markov switching model (2) can be rewritten as

$$\Delta s_t = \sum_{i=1,4} I(S_t = i)[\mu_i + \epsilon_{it}],$$  \hspace{1cm} (4)

where $S_t$ is the state (regime) variable defined by $S_t = 1$ when $S_{\mu t} = 1$ and $S_{\sigma t} = 1$, by $S_t = 2$ when $S_{\mu t} = 1$ and $S_{\sigma t} = 2$, by $S_t = 3$ when $S_{\mu t} = 2$ and $S_{\sigma t} = 1$, and by $S_t = 4$ when $S_{\mu t} = 2$ and $S_{\sigma t} = 2$.

To check the robustness of our results, we re-do the Monte Carlo based test for the 1973:10 to 1998:12 sample with (4) as the Markov switching alternative and summarize the results in Table 7. The evidence is supportive of regime switching. The random-walk hypothesis is soundly rejected by the British pound and French Franc data though is only marginally rejected by the Deutsche mark series. On the other hand, there is no significant sign that the regime-switching model should be rejected. The non-rejection of Markov switching is probably not due to low power because the power estimates are pretty high and in the range of 68% to 93%. Thus, the dynamics of exchange rate data are probably more complicated than that described by the two-regime switching model given by equation (2). We also explored the possibility that there are three, instead of two, regimes in the monthly data. The results indicated that the Monte Carlo based test does not have the ability to differentiate between the two- and three-regime specifications. To save space, the results are not reported but are available from the authors on request.
Table 7. Extended Markov Switching or Random Walk, 1973:10 to 1998:12

<table>
<thead>
<tr>
<th></th>
<th>Sample</th>
<th>P-value</th>
<th>Mean</th>
<th>Median</th>
<th>S.E.</th>
<th>Skew</th>
<th>Max</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Random Walk against Markov Switching</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>15.009</td>
<td>0.110</td>
<td>8.120</td>
<td>6.935</td>
<td>5.915</td>
<td>1.078</td>
<td>32.079</td>
<td>0.770</td>
</tr>
<tr>
<td>GBP</td>
<td>40.989</td>
<td>0.002</td>
<td>10.363</td>
<td>10.113</td>
<td>5.469</td>
<td>0.681</td>
<td>29.235</td>
<td>0.853</td>
</tr>
<tr>
<td>FFR</td>
<td>25.227</td>
<td>0.002</td>
<td>7.696</td>
<td>7.078</td>
<td>4.818</td>
<td>0.265</td>
<td>22.907</td>
<td>0.900</td>
</tr>
<tr>
<td><strong>Panel B: Markov Switching against Random Walk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>15.009</td>
<td>0.252</td>
<td>21.717</td>
<td>20.165</td>
<td>9.883</td>
<td>0.250</td>
<td>46.324</td>
<td>0.678</td>
</tr>
<tr>
<td>GBP</td>
<td>40.989</td>
<td>0.406</td>
<td>44.036</td>
<td>45.162</td>
<td>20.683</td>
<td>0.265</td>
<td>117.050</td>
<td>0.724</td>
</tr>
<tr>
<td>FFR</td>
<td>25.227</td>
<td>0.302</td>
<td>32.152</td>
<td>32.292</td>
<td>14.161</td>
<td>-0.122</td>
<td>69.788</td>
<td>0.930</td>
</tr>
</tbody>
</table>

Note: The likelihood ratio statistics computed from the exchange rate data (DEM = Deutsche mark, GBP = British pound, FFR = French franc) are reported under the column labeled “Sample.” The p-values of these sample statistics derived from the empirical distributions are listed under “P-value.” Descriptive statistics of the empirical distributions are provided under “Mean,” “Median,” “S.E.,” “Skew,” and “Max.”

For Panel A, the empirical distributions of the likelihood ratio statistic are generated from random-walk models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from extended Markov switching processes estimated from exchange rate data.

For Panel B, the empirical distributions of the likelihood ratio statistic are generated from extended Markov switching models estimated from the data. The column “Power” reports the frequency of rejections when these empirical distributions are used to evaluate the significance (at the 10% level) of the likelihood ratio statistics calculated from data generated from random-walk processes estimated from exchange rate data.

### 5. CONCLUSION

This article has presented a systematic and extensive empirical study on the presence of Markov switching dynamics in three dollar-based exchange rates. Two data frequencies, two sample periods, and various specifications are considered. A Monte Carlo approach is adopted to circumvent the statistical inference problem inherent to the modeling of regime switching.

Sample-specific empirical distributions are used to evaluate the significance of the sample likelihood statistic that tests the random-walk null hypothesis against the Markov switching alternative. The simulation results buttress the importance of using sample-specific distributions.
because the behavior of the statistic is found to be contingent on the sample-specific dynamics. To address the asymmetry of having the random walk as the null hypothesis, we also examine the empirical behavior of the likelihood ratio statistic under the sample-specific Markov switching models. The use of sample-specific distributions also mitigates possible finite-sample biases.

The ability to discriminate between random walk and Markov switching depends on the power of the test and the information content of the data. Our simulation results show that the Monte Carlo based test procedure has decent power against plausible data-specific alternatives. The quarterly and monthly results are consistent with the informational interpretation. Better information about Markov switching dynamics can be obtained by increasing the sample size and the sampling frequency. Our results indicate that increasing the sample size alone may not deliver the necessary information to disentangle regime-switching from random-walk dynamics. Quarterly exchange rate data of up to 24 years do not offer a clear-cut inference on the presence (or absence) of Markov switching dynamics. On the other hand, increasing the sampling frequency from quarterly to monthly delivers the necessary information to the data and allows the Monte Carlo based test to extricate the Markov switching dynamics.

Overall, the present study illustrates that the Monte Carlo based test can be a promising procedure for detecting Markov switching dynamics. The result of testing for the presence of multiple regimes depends on the combination of sample size and sampling frequency. Our empirical evidence shows that, for the monthly sample from 1973 to 1998, there is strong evidence of Markov switching dynamics in exchange rate data.
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