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1. Introduction

It is hardly disputed that the ‘rational choice’ or ‘rational actor’ approach, i.e. explaining human behaviour as rational behaviour under constraints, is more prominent in Economics than in all the other social sciences. This approach, of course, is also applied to other social sciences, like Political Science or Sociology, but in those it is far less dominant and much more disputed. There is much less unanimity about what ‘rationality’ means: the interpretations range from the strict application of expected utility theory as developed by von Neumann and Morgenstern (1944) via full rationality and bounded rationality in the sense of Simon (1955), the assumption that rationality simply implies “that agents are not in fact stupid” (Lagueux, 2004, p. 31), up to the weak rationality principle discussed in this paper. Along this line, the empirical content of the rationality assumption decreases: it is highest for the expected utility theory but zero, or at least quite close to zero, for the weak rationality principle.

The rationality principle is basically a descriptive one: its aim is to explain how people behave or act, respectively. Sometimes, however, it is also seen as a prescriptive one: it demonstrates what rational behaviour should look like; it provides a reference for rational behaviour. This holds in particular for the von Neumann–Morgenstern variant of expected utility maximising as applied, for example, in the Capital Asset Pricing Model of Finance Theory. Such a normative use is, however, less possible the weaker the rationality assumption is. The weak
rationality principle, as discussed here, cannot be used for prescriptive purposes. Thus, we only discuss the positive variant of this principle.\(^1\)

When the content of the rationality assumption is discussed, one crucial point in the debate is whether it is used in a purely instrumental (formal) sense as ‘Zweckrationalität’ (in the sense of Max Weber) or whether it has some material content, that is, whether only the means are (or should be) rationally chosen in order to reach certain goals, whatever these goals are, or whether the goals themselves should be rationally justified. Habermas (1964), for example, accused Albert (1964) in the 1960s, in the famous Positivist Dispute in German Sociology, of a “positivistically halved rationalism”, because he insisted on the classical dichotomy between facts and standards, i.e. that it is not possible to provide value judgements with the same scientific justification (status) as statements about facts, which Habermas, with his consensus theory of truth, disputed.

Whenever such a substantive version of rationality is supposed, along with the prescriptive character of this assumption might come an ethical one: if some goals are justified and not striving for these goals would be irrational, such behaviour might not only be assessed as being imprudent but should also be avoided for moral reasons. Positive Economics accepts the dichotomy between facts and values, an idea that dates back to David Hume.\(^2\)

Following the classical model “that deliberation is always about means, never about ends” (Searle, 2001, p. 5), in Economics, a formal rationality assumption is usually employed. The philosophical idea behind this, coming from the period of the Enlightenment, is the autonomy of the person or, in economic terms, ‘consumer sovereignty’: individuals are free to choose their own values; nobody has the right to tell them what their preference function has to be.\(^3\) However, even then, there is considerable leeway for different concepts of rationality. They concern in particular (i) the content (and structure) of the individual utility function and (ii) the information used by the individual and how it is used by her/him. While the latter is mainly a subject of the concept of ‘bounded rationality’ as developed by Simon (1955) and Heiner (1983), the former mainly centres on the notion of self-interest.

\(^1\) For the descriptive and prescriptive use of the rationality assumption see also Sen (1987).

\(^2\) On the role of the principle of value freedom in Economics see, for example, Kirchgässner (2006).

\(^3\) This does not, of course, imply that nobody has the right to tell autonomous individuals how to behave properly; it is undisputed in Economics that the community has (up to a certain extent) the right to set rules for social living together and, in this way, to restrict the behavioural leeway of individuals.
Every strong version of the rationality principle has been empirically rejected. This result of modern behavioural economics becomes especially obvious if empirical results of game theory are taken into account. Laboratory experiments show that people behave according to the predictions of neither non-co-operative nor co-operative game theory; in particular, they deviate from the assumption of self-interest that is applied in formal models. Thus, not only the information problem is tackled today by behavioural economics, but also the motivation of acting individuals.

The empirical rejection of rationality concepts goes even further. Even in situations that largely favour the traditional notion of rational behaviour, people often (and consistently) behave differently. Starting with the Allais paradox of 1953, many anomalies of individual behaviour have been discovered, and some of them relate to the behaviour on financial markets: institutions that, at least until recently, were usually assumed to punish non-rational behaviour quite heavily. Nevertheless, there is evidence, for example, of Monday effects, excess volatility and the winner’s curse. Moreover, tests of whether individuals have rational expectations in the sense of MUTH (1961) usually reject this assumption.

This does not necessarily imply, however, that such versions of the rationality principle should generally not be applied in economic analyses. In order to reject a theory it is necessary not only for it to be falsified but also for a ‘better’ theory to be available for the purpose at hand, a theory that has more explanatory power. Moreover, in particular with respect to the rational expectations assumption, it has to be taken into account that this is the most parsimonious possibility to construct macroeconomic models in such a way that they do not imply that individuals can be fooled consistently and/or in the long run in the same way. Despite the fact that the rational expectations hypothesis has often been rejected in empirical research, with the existence of money illusion being one of the reasons for these rejections, it hardly makes sense to evaluate different possibilities of economic policies under the assumption that money illusion exists in the long run, which actually implies that individuals do not learn and can be fooled even in the long run.

The topic of this paper is, however, the weakest possible version of the rationality principle. Contrary to the strong versions, this principle cannot be rejected

---

4 See for this, for example, Selten (1990).
5 For the history of the Allais paradox see Schoemaker (1982, pp. 541 ff.).
6 See, for example, the corresponding chapters in Thaler (1992).
7 See, for example, Fehr und Tyran (2001).
by empirical evidence; it is more a methodological advice than an empirical statement.\(^8\) Nevertheless, it is, as we will see, one basic and necessary ingredient of any ‘understanding’ social science (‘verstehende’ Sozialwissenschaft) in the sense of Max Weber. Social sciences can manage without it, but not understanding ones in this sense.

Other basic ingredients of such an understanding social science are assumptions about the objectives of the individuals, about their intentions and about the information they have at hand and also actually use. Together, these assumptions form the economic model of behaviour. All this is based, of course, on the concept of methodological individualism, that is, on the assumption that individuals, human persons and not some collective agents, are those who act, even if they perform ‘common actions’. This requires a micro-foundation for economic theories, but also for other theories of society. Other concepts of social sciences that do not include such a micro-foundation, of course, do not have to employ any (weak) rationality assumption.

In the following, first the weak rationality principle and its role in economic theorising are discussed (Section 2). This section also discusses why it makes sense to use a micro-foundation and, therefore, to employ the rationality assumption in economic models. Then, we discuss whether the anomalies of individual behaviour as highlighted in modern behavioural economics do impair the applicability of the weak rationality principle (Section 3). It will be shown that this is not the case. Finally, we conclude with some remarks on handling the problems of ‘free will’ as well as ‘weakness of the will’ in the economic approach (Section 4).

2. The Rationality Principle

In economic analyses, the individual’s decision situation is essentially described by two elements: preferences and restrictions. Both elements are strictly differentiated in economic analyses.\(^9\) In a given situation, the restrictions limit the individual’s leeway for action; to these restrictions belong, besides others, the income of the individual, the market prices of goods, the legal frame of his actions but also the (expected) reactions of other individuals. Within this leeway, various

---

8 See for this also Brennan (2007, p. 121), who “argued for a conception of the ‘rational actor approach’ as providing not a theory of action so much as a grammar of argument about it”.

9 The economic approach differs in this respect from other approaches in the social sciences that do not make this distinction at all or at least not so strictly, for example, traditional sociology.
alternatives for acting are available, from which the individual can choose. It is unnecessary for the individual to know all the alternatives. Generally, he only knows part of his choices and this knowledge is often quite limited, so that he is only aware of some of their consequences. Before taking a decision, he must, therefore, evaluate these alternatives; he has to build up (conditional) expectations or forecasts. Nearly always one of the alternatives is to postpone the decision and to search for additional information in order to increase the knowledge about possible actions and their consequences. The preferences are derived from the intentions of the individual, they reflect the individual’s ideas of value as they have been developed during the process of socialisation and they are principally independent of the actual possibilities of action. According to these preferences, the individual assesses the various alternatives at his disposal, he weighs up the pros and cons, the costs and benefits of the alternatives, against each other and finally chooses that (those) alternative(s) that come(s) closest to his preferences or that promise(s) to bring about the maximum net benefit. Thus, in this model, human behaviour is interpreted as a rational choice from the available alternatives by the individual or – to speak in the language of economics – as ‘utility maximisation under constraints with uncertainty’. It is essentially a consequentialist approach: individuals weigh the alternatives at hand according to their expected consequences.

Two issues are important when considering an individual’s decision within the framework of the economic model of behaviour: the independence of the decision and the rationality of the decision. Independence of a decision means that the individuals act according to their own preferences (and not according to the preferences of others). Of course, they can take into account the interests of others in their preferences; in extreme cases they can be envious or malevolent, but also altruistic and benevolent. The exact content of the utility function is open.

The second point is the rationality of the decision. In this context, rationality does not mean that the individual chooses the optimum way of acting at every

---

10 Esser (1996) denoted this the “definition of the situation” that precedes every action.
11 Rawls, who called this concept “the standard one familiar in social theory”, remarked that “in the usual way, a rational person is thought to have a coherent set of preferences between the options open to him. He ranks these options according to how well they further his purposes; he follows the plan which will satisfy more of his desires rather than less, and which has the greater chance of being successfully executed” (1971, p. 143).
12 See for this also Sen and Williams (1982). A detailed presentation of the economic model of behaviour is given by Kirchgässner (2008).
13 In the terminology of Sen (1985, p. 347; 2007, p. 17) “self-goal choice” is assumed but – contrary to his belief – this does not rule out any kind of behaviour or motivation.
moment, that he goes through the world like a walking computer that always finds out the best of all the available alternatives in a flash. This distorted picture of the ‘homo oeconomicus’, which up to now is still found in many (text)books of microeconomics and which has rightly been criticised again and again, is not in line with the modern interpretations of the economic model of behaviour.\(^{14}\) Rationality in this model simply means that the individual, following his intentions, is principally in a position to assess and evaluate his action range and then to act accordingly.\(^{15}\) It has to be taken into account, however, that the individual has to make his decision without being fully informed and that the search for additional information is costly. He also often has to decide under time pressure. The individual will be especially willing to accept costs for additional information once he realises a relevant change of his action leeway and, therefore, has to assess and evaluate his alternatives once again. A rational individual reacts to such a change ‘systematically’, i.e. neither by chance nor randomly, but also not strongly traditionally insofar as he sticks strictly to the given rules, independent of the concrete situation.\(^{16}\)

From this it follows that the behaviour of the individual can systematically be influenced by providing incentives, which in most cases result from changes in the individual’s action leeway (his restrictions). This makes predictions of behavioural changes as a reaction to changes in his action leeway, and, therefore, economic policy, possible. Moreover, in this concept, the philosophically meaningful and often-discussed distinction between human behaviour and human action disappears: the behaviour of individuals is explained by assuming that they act rationally.\(^{17}\)

Weber adopted a similar if not the same position when he wrote in 1922 about social behaviour on the first page of his *Economics and Society*: “It will be called human ‘behaviour’ only insofar as the person or persons involved engage in some

---

14 For criticism of this concept of rationality see also Arrow (1986).
15 Watkins gave a similar definition of the ‘principle of rationality’, which he, however, called “just rough and provisional”: “An individual is placed in a certain objective problem-situation. He has certain aims (wants, preferences) or perhaps a single aim, and he makes a factual appraisal (which may be a misappraisal) of his problem-situation. The rationality principle says that he will act in a way that is ‘appropriate’ to his aim(s) and situational appraisal” (1970, p. 172). He explicitly ascribed the term ‘appropriate’ to Popper (1967).
16 For the discussion of such kinds of ‘irrational’ behaviour see Becker (1962) as well as, referring to him, Elster (1979, p. 137 ff.).
17 See also Kirchgässner (1985) for this. This position is, of course, not uncontested. A different view is especially taken by those authors who combine the term ‘action’ with a moral demand, for example, Patzak (1984).
subjectively meaningful action. Such behaviour may be mental or external; it may consist in action or omission to act. The term ‘social behaviour’ will be reserved for activities whose intent is related by the individuals involved to the conduct of others and is oriented accordingly” (1922, p. 1).

In other words, within the framework of the economic model of behaviour, individuals are supposed to adapt to changed environmental conditions according to their objectives, or preferences, in a systematic and therefore predictable manner. Such changes can result both from the actions of other individuals, for example, by political measures, as well as through changes in so-called ‘natural’ conditions. This was formulated as a principle by Kliemt in the following way: “Every intentional human behaviour is to be explained as individual adaptive behaviour guided by preferences” (1984, p. 17).

According to the logic of science, this ‘weak principle of rationality’ might, as a basis for the economic model of behaviour, be of similar importance for the social sciences as the ‘principle of causality’ for the natural sciences. In the same way as in natural sciences talking about natural laws does not become possible before accepting the principle of causality, in the social sciences the understanding of human actions is impossible if the distinction between preferences and restrictions, or purposes and means, embedded in the economic model of behaviour is not accepted and if it is not presupposed that individuals use the means at their disposal in a subjectively rational way to reach their objectives. Of course, an important difference also exists between the two principles: whereas, as mentioned above, the principle of rationality can also be and is often comprehended in a normative sense, trivially this does not apply to the principle of causality. So far, the analogy between the two principles is limited.

It is interesting to note that not only the ‘new economic history’, as represented, for example, by North (1981), but also the traditional ‘understanding’ branch of history applies exactly this ‘economic’ model of behaviour and, therefore, also the underlying rationality principle, although at first sight historical analysis and theoretical economics seem to be methodologically a great distance apart. That there is a large discrepancy might seem to be obvious if we think of the battle of methods (‘Methodenstreit’), started by Carl Menger in 1883 between his, Austrian, theoretical school and Gustav Schmoller’s historical school of political

18 See for this also Popper (1967), Tietzel (1981, p. 131 ff.), Abel (1983, p. 133 ff.) and, for a somewhat different position, Latsis (1983). Of course, the principle of causality can also be understood differently. (As to the importance of the principle of causality see, for example, Stegmüller (1960) as well as, in particular, Bunge (1959)).
economy.\textsuperscript{19} However, from a methodological perspective, those two approaches are much closer than one might think. In this context, for example, Watkins wrote about the principle of rationality: “But the principle can also be cast in the form of a methodological rule that enjoins historians and other investigators of human behaviour, not necessarily to accept the principle \textit{qua} factual postulate as true, but to proceed on the supposition that it is true. In this last form … it says, first of all, that to provide a conjectural explanation for a past action is to postulate a decision-scheme which has a practical conclusion of which that action could be the natural outcome” (1970, p. 209).

Regarding it this way, the weak rationality principle is not an empirical statement; it can be neither verified nor falsified. Whenever an action of an individual is observed, it might be rational in the sense described above, even if we (at the moment) do not understand it. Thus, it cannot be falsified. On the other hand, even if we did have a ‘rational’ explanation for every observed action, we could never be sure that such an explanation is really feasible for all human actions. Thus, this principle cannot be verified either. Statements that can be neither verified nor falsified have no empirical content and are, therefore, not scientific ones in a strict sense. They are metaphysical statements. This also holds for the weak rationality principle. Its purpose is not to tell us something about the reality; it is a heuristic principle that gives us methodological guidance for the way we are conducting research in the social sciences. It tells us that whenever we want to explain human behaviour, we should try to explain it as the rational actions of individuals or as the result of rational decisions, respectively.\textsuperscript{20}

This is somewhat contrary to Popper’s view of the rationality principle. On the one hand, there is at best a minor disagreement about the content of the principle and its importance for the social sciences. He classified the economic approach as “a purely objective method in the social sciences which may well be called the method of \textit{objective} understanding, or situational logic” (1962, p. 199). In his \textit{Objective Knowledge} he called this procedure “situational analysis” (1972, p. 178). He defined the rationality principle as “the principle of acting appropriately to the situation” (p. 359). On the other hand, there is some disagreement about the status of this principle. Though he acknowledged that it is “clearly an

\begin{itemize}
\item[\textsuperscript{19}] See for this, for example, Schumpeter (1954, p. 814 f.).
\item[\textsuperscript{20}] See also Vanberg (2004, p. 3): “Interpreted as a heuristic principle, the rationality principle tells us how we should go about explaining purposeful human action. It suggests that we ought to explain such action in terms of the actor’s purposes and beliefs, and that we should do so under the presumption that the actor’s purposes and beliefs are consistent at the moment of choice.”
\end{itemize}
almost empty principle” (1967, p. 359), he believed that it has some empirical content and, therefore, can (in principle) be tested. Mentioning prima facie evidence, he claimed that “the rationality principle is false” (1967, p. 361). Nevertheless, he also acknowledged its heuristic value.21

If this behavioural model, as it is supposed here, is seen as a prerequisite for understanding human action, the difference between ‘explanation’ and ‘understanding’ disappears: I can only understand human action if I can explain it by means of such a model of rational behaviour. Max Weber, to whom is usually attributed the ‘understanding’ branch of the social sciences, put this into similar words. He looked at sociology as “that science which aims at the interpretative understanding of social behaviour in order to gain an explanation of its causes, its course, and its effects” (1922, p. 1).22 This also corresponds to our ordinary language usage of ‘understanding’ of human behaviour. Here, we also think in categories of motives (preferences), means (restrictions) and limited information.23

An individual might act rationally in this sense even if he does – according to our everyday perceptions – rather crazy things. Someone, for example, who is schizophrenic and believes that he is another person and/or in a totally different situation might be ‘rational’ in this sense, given his (totally wrong) perception of the reality. Moreover, we can only understand him if we – underlying his perception – ask why he behaved in this and that way. As soon as we ask “why” somebody behaves in a certain way, we usually assume that he believed there were ‘reasons’ for his behaviour and, correspondingly, acted according to the weak rationality principle.

There is only one ‘strong’ assumption in this concept: consistency at the moment of choice. Preferences are assumed to be complete, but only insofar as the individual is assumed to be able to evaluate principally any alternative that he takes into account as a possibility, and the ordering of these possibilities is assumed to be transitive. Without this assumption, we cannot ‘understand’ what an individual does. However, even this assumption is not testable if we do not assume that the preferences are more or less constant over time. Actions at different points in time that seem to be inconsistent might be consistent if the individual learns, and/or has only limited information processing capacity or changes his evaluations for whatever reason. Moreover, learning, and/or forgetting, might

---

21 For a discussion and a critique of Popper’s conception of the social sciences see Vanberg (1975, pp. 109 ff.), Schmid (1979, 1979a) as well as Hands (1985).
22 Regarding Max Weber’s position see, for example, Angehrn (1983).
23 For a discussion of the term ‘understanding’ in social sciences see, for example, Stegmüller (1969, p. 360 ff.), Bühler (1987) as well as the contributions by Schurz (1988).
change the individual’s behaviour over time in a way that seems to be inconsistent. Thus, consistency over time is a necessary assumption when revealed preference analysis is to be applied, but it is not a necessary component of the rationality assumption.24

Applying the economic model of behaviour is, of course, not the only way by far in which social sciences can proceed. Methodological individualism and the rationality assumption are not necessary elements of every social science. Correspondingly, a micro-foundation is not a necessary ingredient either.25 Macro-theories can be developed that discuss, for example, the properties of social systems and the relations between those properties that do not need a micro-foundation and, therefore, also do not need to apply the weak rationality principle. This also holds for economics, in particular because economics is hardly interested in the behaviour of single individuals, but in the behaviour of so-called ‘aggregates’, such as consumers, entrepreneurs or voters. It is not the behaviour of a certain single individual that is interesting, but the ‘typical’ behaviour: regularities in the behaviour of all or at least the majority of the individuals in the respective group.26 Here, the micro-theory offers (only) the basis in order to be able to explain the macro-phenomena.

This is not a contradiction, as it might seem at first glance. If by change of a certain macro-variable the conditions for the actions of all the individuals in a certain group are influenced in a similar way, it is to be expected that their reaction will not in every single case, but on average, show that regularity that can be explained by the individual decision calculus. Thus, a rise in petrol prices will, for example, not induce every car driver – ceteris paribus – to save petrol. For the economic way of reasoning it is, however, only relevant that on average consumers react with savings so that the rise in prices leads to a reduction in the total demanded quantity. This behaviour, which actually could be observed after several large increases in petrol prices in recent decades, can – by using some additional ‘weak’ assumptions – be derived for the ‘typical’ consumer from the individual optimality calculus of the theory of consumer behaviour.

24 See, for example, Sudgen (1985).
25 For a discussion of the two sociologies, the one with and the other without such a micro-foundation, see Vanberg (1975).
26 Correspondingly, Hicks wrote when dealing with the law of demand: “In all our discussions so far, we have been concerned with the behaviour of a single individual. But economics is not, in the end, much interested in the behaviour of single individuals. Its concern is with the behaviour of groups. A study of individual demand is only a means to the study of market demand” (1939, p. 34). – See for this also v. Hayek (1952, p. 48 ff.) as well as Popper (1967, p. 3).
Whether a micro-foundation is necessary for economic theories was, for example, discussed in the 1970s.\textsuperscript{27} Macro-relations based on arguments of plausibility were accepted as long as they seemed to be empirically valid; using econometric methods, the latter had to be ‘proven’ by statistical significance. Economic policy was performed by relying on the existence and stability of such relations.

The most famous example of such a relation is probably the well-known modified Phillips curve, which contains a long-term trade-off between inflation and unemployment. It was first ‘discovered’ by Phillips (1958) as a relation between unemployment and real-wage development. Later on, it was expanded into a relation between inflation and unemployment. In 1960 it was called the “menu of choice” of economic policy by Samuelson and Solow (1960, p. 192). Such Phillips curves, named after their ‘discoverer’, were econometrically estimated for quite a number of countries and, in the 1970s, contained in all the large macroeconometric models. On the basis of this empirical evidence it was believed that the unemployment rate could be permanently reduced through a once and for all increase in the inflation rate.\textsuperscript{28}

Such macroeconomic relations – respectively the macroeconometric models consisting of them – can in many cases be helpful instruments for forecasts. This can change, however, as Lucas (1976) pointed out in his famous critique, if one tries to simulate the effects of different economic policies with such models in order to put into practice those economic policy measures that should lead to the ‘best’ result. Then it might happen that a macroeconomic relation, which ought to be exploited for economic policy purposes, disappears. If, for example, a politician wants to make use of the (statistically validated) long-term relation between inflation and unemployment by increasing inflation through a policy of easy money in order to reduce unemployment, this might perhaps be successful in the short run. In the medium or long run, however, inflation will increase while unemployment will again reach its former level. As the 1970s taught us, in the end, it might even be somewhat higher than before.

The political, or so to say ‘experimental’, demonstration of the Phillips curve in the 1970s and 1980s failed: prices continued to rise along with unemployment. The reason for this failure was the fact that this policy relied on money illusion of the economic agents. However, such a policy can only be successful in the long run if economic agents can be fooled systematically and permanently. This does not seem to be very plausible. It is also hardly compatible with any concept

\textsuperscript{27} See for this, for example, Ramser (1987, p. 8 ff.), as well as Machlup (1963) and Schlicht (1977).

\textsuperscript{28} For this and the respective criticism see Santamero and Seater (1978) as well as the discussion between King and Watson (1994) and Evans (1994).
of rationality. Consequently, the necessity of a microeconomic basis, and therefore of the application of the weak rationality principle, is accepted today quite generally in economics.

3. The Rationality Assumption and the Results of Behavioural Economics

As mentioned above, the rationality principle can be neither verified nor falsified: it has a metaphysical character but can be – and often is – a useful heuristic device. Nevertheless, its empirical content is zero. A priori, this might be no major problem if, for example, a historian tries to explain a historic episode, but even then he has to make additional assumptions about the motivations of the acting persons and about the information available to them. If these assumptions are wrong, his explanation might fail.

There is, however, a much larger problem if we want to derive general hypotheses about human behaviour and, in particular, as is usual in Economics, about the social outcomes of individual behaviour. In this case, like the historian, we also have to make additional assumptions about the motivations of the acting persons as well as about their informational status. The stricter these assumptions are, the larger is the content of our theory, but the larger is also the probability that our theory will be rejected, or at least that some hypotheses derived from this theory will be rejected, by the resistance of reality. Whenever this is the case, it is not the weak rationality assumption that is rejected; it is at least one of the additional assumptions that is responsible for this failure.

When performing such tests, for example with experiments, it is often stated that people do not behave rationally and/or that the economic model of behaviour, the ‘homo oeconomicus’, is rejected. Some people even claim that “The homo oeconomicus is dead”. However, this is a categorical mistake. What is rejected in these experiments is mostly the assumption of pure self-interest, that is, the motivational assumption usually employed in economic analyses; it is not the rationality assumption. Despite the fact that this is often done, even by such famous economists as Sen, one should not mix up these two. It is obvious, that,

30 See, for example, Hausman and McPherson (1996, p. 2), who explicitly mentioned that in positive economics the assumption of self-interest is added to the theory of rationality. On the
in addition to self-interest, people have other motives as well. Whether the parsimonious assumption of self-interest is appropriate to analyse a specific situation depends on the concrete circumstances and is not a question of whether pure self-interest – in the narrow sense – is the only motivation people have. It is even less a question of rationality.

This is obvious if we consider the famous 1999 paper by Fehr and Schmidt. To derive a theory that is consistent with their experimental results, they adjusted the utility function of individuals by including inequality aversion and then applied the full maximisation procedure. Thus, in the framework of the traditional approach, understanding rational behaviour as utility maximisation under constraints, their procedure is nothing other than applying exactly this approach with a slight change in the utility function. From a methodological point of view this is only a slight change, even if it has considerable consequences for the explanatory power of the model.

There are at least three phenomena that are empirically well-established, but not consistent with the assumption of narrow self-interest as defined above: altruism, reciprocity and commitment. If, according to Sen (1977, p. 95), ‘one way of defining commitment is in terms of a person choosing an act that he believes will yield a lower level of personal welfare to him than an alternative that is also available to him’, in all three cases individuals impose costs upon themselves that do not have a direct positive affect on their individual welfare. In the case of altruism it has a direct positive impact on other individuals. In the case of reciprocity this might be positive or negative, depending on the previous action of other individuals; the really interesting case is the one of negative reciprocity in which the individual incurs costs in order to punish another individual.31 Following the above definition in the case of commitment this is open: a person might be committed to a behaviour that benefits somebody else, a behaviour that hurts other people, but also to a behaviour that does not affect other people at all. Accordingly, altruism and reciprocity might be seen as special cases of commitment. The main difference is the sign of the corresponding element in the individual’s utility function.32

---

31 Positive reciprocity, such as in the case of tit for tat, is in the (long-run) self-interest of the individual and, therefore, not at odds with the usual assumptions employed in economic models.
32 An analogous argument with respect to commitment can be made for value rationality in the sense of Max Weber.
It has been shown how altruism, reciprocity or moral behaviour can be incorporated into economic models of utility maximisation subject to constraints.\textsuperscript{33} There is also no problem with formalising commitment along these lines. The only problem is how to specify the utility function. This does not touch the (weak) rationality assumption at all.\textsuperscript{34} There is, for example, no conflict between morality and rationality. Moreover, the ‘rational fool’ of Sen (1977) can be considered as being a fool, not because of his irrationality but because of the special structure of his utility function (with a rather high discount rate).

One might question whether it is appropriate to integrate these kinds of behaviour into the (standard) economic model, in order to make “more room for other regarding preferences in the formulation of rational choice” (Sen, 1994, p. 389). The fact that moral phenomena can be accommodated within utility theory does not yet imply that it is appropriate to analyse the phenomena at hand in this way.\textsuperscript{35} However, this is a question of appropriateness and not of possibility. The use of models based on this ‘economic’ framework allows us to deduce testable hypotheses about which conditions are favourable for other-regarding behaviour.\textsuperscript{36} The theoretical and empirical literature about voter participation, which, since Riker and Ordeshook (1968), has included moral behaviour in a standard economic model, can serve as a good example.\textsuperscript{37} Moreover, it remains open what an alternative representation in a formal model should look like. Alternatively, should one totally dismiss formal models in this context? Finally, even if (standard) utility theory is not applied, it remains that acting individuals have objectives and a perception of the alternatives that are available to them, and that we have to apply the weak rationality principle in order to understand their behaviour.

As mentioned above, in other experiments, strong models of rationality have been rejected, as was demonstrated first at the famous Paris conference in May 1952 when Savage tried to defend his independence axiom. This axiom

\textsuperscript{33} For altruism see, for example, Andreoni (1988, 1989, 1990), for reciprocity Fehr and Gächter (1998, 2000) and for moral behaviour Kirchgässner (2002, 2010).

\textsuperscript{34} See for this also Brennan (2007, p. 115), who stated that, thinking “of the ‘rational actor approach’ as an approach rather than a theory; and, second, that if one thinks of rationality in these terms, then Sen falls firmly within the rational actor school”.

\textsuperscript{35} Hausman und McPherson (1996, p. 53) argue “that some moral phenomena cannot be accommodated within utility theory”.

\textsuperscript{36} See, for example, G. Kirchgässner (1992).

\textsuperscript{37} The fact that Green and Shapiro (1994) used voter participation as one of their examples of the empirical failure of the rational choice approach in politics does not contradict this. Assuming self-interest, they only considered the instrumental value of participation and are thus far correct with their critique. However, this is just an example of the problems arising when rationality and self-interest assumptions are not distinguished.
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is implicitly included in the von Neumann–Morgenstern concept of expected utility maximisation. Allais was able to demonstrate that even Savage himself violated his own axiom.\textsuperscript{38} In this and similar cases, the concrete model of rationality that has been presupposed is rejected. Nonetheless, this is definitely not a rejection of the weak rationality principle as well; it is perhaps the strongest version of the rationality principle that is rejected.

In these classical experiments, people are usually fully informed. In other experiments and, in particular, in real decision situations, people are rarely fully informed; usually they have only very limited information, be it about the alternatives available to them or about the possible consequences. Here, the concept of bounded or procedural rationality, as first developed by Simon (1955), enters.\textsuperscript{39} In such situations, the behaviour might differ substantially from what would be expected under ‘full’ or ‘substantive’ rationality. Even then, though, it is not only the weak rationality that is applied. It is the economic model with its basic assumptions: that people have intentions and a – more or less correct or incorrect – picture of the reality, and, based on this, their acting possibilities, and, whenever they are following a satisficing strategy, that they also follow the weak rationality principle by choosing their most favourable alternative, given their information and their expectations.

The situation might seem to be quite different if we observe framing effects, as in the famous experiments by Tversky and Kahneman (1981, 1987).\textsuperscript{40} Here, the consistency requirement discussed above might be violated. However, this does not need to be the case. If two different frames suggest two different realities, reasonable people might show two different reactions. Thus, it is a problem of information and information processing, but not of rationality, and we are, therefore, back in a situation of bounded rationality. There is no need to speak of irrationality. This is obvious if we take into account that this inconsistence vanishes as soon as individuals become aware of the substantive equivalence of the two frames.

A stronger argument against the concept of weak rationality might be derived from preference reversal experiments. In these experiments, the transitivity condition mentioned above seems to have been violated.\textsuperscript{41} However, what has really

\textsuperscript{38} See Allais (1953) and, for the discussion at this conference, Fishburn (1987).
\textsuperscript{39} See for this also Simon (1978, 1979), Selten (1990), Conlisk (1996) as well as Rubinstein (1998).
\textsuperscript{40} See for this also Stocké (2002).
\textsuperscript{41} See for this Lichtenstein and Slovic (1971), Pommerehne, Schneider and Zweifel (1982), Guala (2000) as well as the review of Tversky und Thaler (1990). That preferences might show “consistent und predictable intransitivities” has already been shown by Tversky (1969, p.31).
been violated here is the assumption of consistence over time. It might again be a problem of different frames. If, as Tversky (1969) stated, such behaviour is consistent with regret theory, it is obvious that it is also again a problem of the traditional concept of rationality and not one of the weak rationality principle: his arguments are based on a general model of choice.

It might be objected that in reality, the behaviour of individuals is characterised less by rational or bounded rational decisions, but more by their adherence to legal or social norms. This role model of human behaviour has, for example, been presented by Dahrendorf (1958) in his picture of the ‘homo sociologicus’. This sociological model can be seen in the tradition of a non-individualistic sociology or social sciences going back to Durkheim’s Rules of Sociological Method published in 1895. Because people only rarely take very deliberate decisions but often make decisions intuitively, this model is often contrasted with the economic model of behaviour under the pretension of being a ‘more realistic one’.

However, as long as one is not strictly following such rules, i.e. independent of the concrete situation, rule-following behaviour is totally compatible with the weak rationality principle. In Dahrendorf’s (1958) model, individuals react to sanctions, that is, to incentives, in the same way as in the economic approach. Moreover, Vanberg (1975) correctly classified Dahrendorf’s approach as an individualistic social theory, as one that is based on the general economic model of behaviour. Finally, König (1961, pp. 36 ff.) pointed out the fact that it might be possible to reinterpret the most famous work of Durkheim, his Suicide of 1897, in an individualistic manner. Durkheim’s main intention was to show that social facts are not directly deduced from individuals’ intentions, but are often unintended consequences caused by social conditions. In this, he is quite in line with Adam Smith and the economic tradition. Thus, notwithstanding the fact that there are sociological theories of society that it might be very difficult or even impossible to reconstruct in an individualistic manner, the sociological role theory does not contradict the weak rationality principle.

The final question to be discussed here is whether the new emerging field of ‘Neuroeconomics’ causes doubts about the validity of the weak rationality principle. On the one hand, this can obviously not be the case as this principle is not a statement with empirical content. On the other hand, some results of this new field might even support rather strong versions of the economic model. By scanning the brain of subjects, de Querain et al. (2004), for example, showed that punishment actions, which incur costs for those who are punishing, activate

---

42 On recent developments in Neuroeconomics see, for example, Fehr and Rangel (2011) as well as the contributions in the Journal of Economic Methodology 17/2, June 2010.
the same areas of the brain that are activated by actions that generate (in the traditional sense) satisfaction like the consumption of goods. This allows us to introduce psychological effects into economic models in a non-tautological, empirically testable way. Thus, the results of some neuroeconomic investigations might even rehabilitate the traditional model of the homo oeconomicus in some respects. People seem to try to obtain as much satisfaction as possible and such satisfaction may also result from actions that contradict the narrow version of self-interest: they are costly but do not allow for additional consumption possibilities. However, this is no contradiction at all to the weak rationality principle.

Finally, what has been a heuristic principle so far might perhaps become a testable hypothesis with the use of neuroeconomic methods. Accordingly, Neuroeconomics might lead to a microfoundation of the micro-foundation of Economics (and other theories of society).\footnote{According to Fehr and Rangel (2011, p. 4), referring to Wilson (1999), “the ultimate goal [of neuroeconomics] is to produce detailed computational and neurobiological accounts of the decisionmaking process that can serve as a common foundation for understanding human behavior across the natural and social sciences”. Thus, a micro-foundation of not only microeconomics, but of all sciences that investigate human decision behaviour, is sought.} Whether this will really be the case and which consequences this will have for the explanation of macro phenomena and, in particular, for the use of economic knowledge in economic policy remains unresolved.

4. Summary and Concluding Remarks

The weak rationality principle is a heuristic principle that guides any ‘understanding’ social science in the Weberian sense. It has no empirical content and can, therefore, not be rejected for empirical reasons, either in experiments or in field studies. It could, however, be rejected for practical reasons if, for example, following another heuristic principle would lead to ‘better’ insights into social relations and/or to more fruitful theories of the society. Whether this is the case or not is not the topic of this paper, even if it is difficult to imagine an alternative that would generally outperform the general rational choice model. This does not imply that other models cannot have advantages in explaining some phenomena.

Empirical tests are principally (and often rather easily) possible if assumptions are added that specify the preferences and/or the available information in more detail, that is, if additional hypotheses are added to the weak rationality principle. This holds, for example, for the various tests of the rational expectations
hypothesis. Then, however, ‘combined hypotheses’ are tested, and it is hardly possible to decide whether (in case of a failure) the assumption of rationality and therewith the basic behavioural model or (one of) the additional special assumption(s) has to be rejected.

One advantage of applying the (weak) rationality principle is that it makes two seemingly contradictory views compatible: the assumption of free will and the predictability of human behaviour. To predict the behaviour of an individual it does not matter whether he follows a deterministic law or rationally decides to behave in a certain way. Ex post we can, of course, try to understand any behaviour. This, however, does not necessarily help to predict future behaviour. In order to achieve the latter, we have to construct models that represent the typical situation of the individual, the ‘situational logic’ in Popper’s terms (1972, p. 102). Because individual decisions also depend on many factors that cannot be explicitly included in our micro-models, the rationality principle is ex ante more useful for predicting aggregate compared with individual behaviour, provided that the individual ‘deviations’ of the solution proposed by the model cancel each other out.

Finally, the weak rationality principle is also compatible with the idea of hierarchical preference orderings. Problems like the ‘weakness of the will’ and the observation that individuals deliberately restrict their future action leeway in order to reach certain goals cannot be handled within the traditional economic framework. To do so, it has to be assumed that individuals have two kinds of preferences, which are ordered. On the lower level are the preferences given in daily life and according to which the individual has to make decisions in concrete situations. The preferences on the upper level describe how the individual would like to see himself acting. Both preference orderings can be consistent, but contradictions can exist between the two orderings. As long as no concrete actions are necessary, the individual might ‘plan’ according to his upper preferences, and he can try to influence those restrictions that later will be relevant in concrete situations, to make sure that despite following the lower preferences his actual behaviour will – as far as possible – be consistent with his upper preference ordering.

44 See, for example, Kirchgässner (1993).
45 See for this Lagueux (2004, p. 32).
46 See for this also Zintl (1989).
47 A whole collection of examples of self-restraint is given by Schelling (1984). Many of these examples are from everyday life.
49 Such contradictions are especially obvious whenever addicts try to fight their addiction.
At first, the idea of two different and partly contradictory preference orderings might seem to be strange; it is unfamiliar at least for the economist who is used to assuming unambiguous and fixed preferences of individuals. This does not hold for the philosophical tradition. In this tradition, the idea can be traced back at least to Aristotle and his *Nicomachean Ethics*, in which he spoke of two different parts of the soul whereby “the part of the soul that has a rational principle stands to the irrational part”, and he sees the relation between these two parts as “between ruler and ruled”.50 Frankfurt (1971) also argued that the existence of superior preferences and the possibility of using them for judging the subordinated ones is a precondition for seeing human beings as ‘persons’ with a free will because for this it is necessary for them to be conscious of their will and to be able to reflect on it. Exactly this happens when individuals are trying to bind themselves. This idea and even the terminology of Aristotle were taken up, for example, by Thaler and Shefrin (1981) in their Economic Model of Self-Control when they spoke of a planner and a doer who might have different preference orderings.

Thus, as its application in economics has shown, the weak rationality principle constitutes very powerful methodological guidance that can also be applied outside the economic area. Which additional assumptions have to be or should be made depends on the area of application. Whether it is fruitful in these applications mainly depends on the fruitfulness of the competing approaches available: those that are not within the framework of an ‘understanding’ social science. So far, I do not see important and powerful alternatives.
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SUMMARY

The weak rationality principle is not an empirical statement but a heuristic rule for how to proceed in social sciences. It is a necessary ingredient of any ‘understanding’ social science in the Weberian sense. In this paper, first this principle and its role in economic theorizing are discussed. It is also explained why it makes sense to use a micro-foundation and, therefore, to employ the rationality assumption in economic models. Then, we discuss whether the anomalies of individual behaviour as highlighted in modern behavioural economics impair the applicability of the weak rationality principle. This is not the case. We conclude with some remarks on handling the problems of ‘free will’ as well as ‘weakness of the will’ within the economic approach.