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Abstract

This paper presents a practical implementation of an analytical customer relationship (CRM) model, which aims to increase the customer satisfaction, thereby reducing the rate of attrition. The analytical CRM model not only manages and synchronizes customer relationship management processes, but also creates added value regarding to customers by applying mathematical, predictive methods. This presented model was implemented at a Hungarian gas service provider, and estimates the probability of churn for each customer based on the characteristics of former and present customers. The methodological approach is based on econometrical background; the analytical tool is a binomial logistic regression model. As a result this study presents that using logistic regression models as predictive analytic tool we can fulfil multiple CRM goals. Using the theoretical framework of Swift (2001) we can state that the model consists of more CRM dimensions simultaneously. These are the predicted churn probability as a customer retention dimension, and the information about the efficiency of different CRM elements, and CRM channels, as a customer attraction dimension.
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Introduction

In this paper a customer relationship model is shown, which does not only implement innovative elements into a Hungarian natural gas supplier’s customer relationship management (CRM), but also reorganizes the customer service’s procedure. The aim of the model presented in the paper is to integrate and fulfil multiple CRM function with strategic importance: predict the churn probability of the current customers and based on it performs actions which increase customer satisfaction, and furthermore helps customer acquisition. The basic research question is how to develop an existing CRM process to achieve these multiple CRM goals, and which is the adequate analytical tool.

An efficient CRM system contains two parts: the operational CRM and the analytical CRM (Massey et al., 2001). The operational CRM collects customer data through a range of channels such as call centre, mail, sales forces, web page, and the database is the foundation of all customer related processes. The application of predictive analytics in the CRM helps to understand customer behaviours, acquire and retain customers, and also maximize customer value (Mirzaei et al., 2014). Various technologies supports the analytical CRM systems among which “data warehouses”, “CRM portals”, “predictive and analytical engines”, as a result customers are more detailed and effectively segmented, and managers are able to offer products and services based on customer profiles (Xu et al., 2005). Predictive analytics have been extensively used in telecommunication (e.g. churn prediction, maximizing customer value) and banking industries (e.g. credit scoring). In recently
years these techniques are rapidly generalized to other firms as well who are involved in B2C transactions with a large number of customers (e.g. public utilities service providers). The notion of big data and the potential of producing actionable information from the existing databases are the main drivers of predictive analytics application (Halper, 2011). But from the corporate implementation point of view, CRM should not be misunderstood to simply mean a software solution implementation project. Building relationships with customers is a fundamental business of every enterprise, and it requires a holistic strategy and process to make it successful (Parvatiyar et al., 2001).

The spreading practical applications was followed by the academical sphere, Swift (2000) gave one of the most significant theoretical framework to this area. According to Swift (2000) and Parvatiyar and Sheth (2001) CRM consists of four dimensions which share the common goal of increasing customer value to organization. Customer identification is the initial step in CRM life cycle and involves targeting the potential customers. The second stage is the customer attraction which involves direct marketing tools to the targeted customers. Customer retention is the most prevalent concern in CRM which comprises of customer satisfaction, loyalty and churn management. The elements of this dimension include personalization programs, loyalty programs, complaints management, churn analysis (Ngai et al., 2009). Customer development contains elements of up and cross selling and market basket analysis. The books by Srivastava et al. (2002), Miguéis et al. (2012) and Hosmer et al. (2000) were also used during the process of researching and writing this paper.

In the result section we demonstrate that these different steps of the CRM lifecycle could be managed simultaneously by an integrated analytical CRM model. In the next methodology section of the paper, the analytical tool is described.

**Methodology**

In this section we present the econometrical base of the analytical tool. In the business intelligence one of the most popular model version, from the Categorical and Limited Dependent Variables (CLDV) models, is the binominal logistic regressive or known as the logit model. Using research methodological terms, the logistic is such a regression model, in which the dependent variable is a dichotomous, categorical variable, and the independent variables can be any type: interval, ordinal, nominal. This “technical advantages” has large significance in empirical researches and in variety of applications.

The logistic regression can be considered as the generalization of the lineal regression by extending its limits. The probability of customer attrition can be described with the following logistic regressive equation:

\[
P(Y = 1) = \frac{e^{b_0 + b_1 x_1 + \cdots + b_k x_k}}{1 + e^{b_0 + b_1 x_1 + \cdots + b_k x_k}},
\]

Where, the vectors of the independent variables \(x\) are the properties of the product and customers, and \(b_i\) is the corresponding parameter.

To estimate the parameters \(b_i\) of the logistic regression equation, the maximum likelihood (MILE) estimation method is used most commonly. Compared to the ordinary least squares (OLS) method used for the linear regression analysis, where the goal is to minimalise the summed square distances between the observed and estimated value, the parameter estimation of the logistic regression maximises a probability function which is the likelihood function. The likelihood function is the
probability which estimates a dependent variables value based on the values of the independent variables. The likelihood function of the discrete dependent variable, it can vary between 0 and 1.

Keeping the aims of the analysis in mind, several advantageous features can be listed of the logistic regression based model:

1. It is a parametric method, thus compared to the neural network the effects of the different independent variables can be estimated using the parameters of the logistic regression equation. This way the effects of several factors of the always changing market environment - built in the model – can be investigated using “what happens, if...?” simulations. The predicting capability of this parametric method is slightly weaker than the neutral network’s, but does not only produce the final output, the churn probability, but it also gives important information about which factor with what weight is responsible for the attrition.

2. The required statistical preconditions are less strict, than other parametric methods, such as the linear regression model, the linear probability model or the discriminant analysis.

3. Compared to the decision tree or neural network the result is a continuous probability value, from which a dichotomous classification (e.g. loyal customer, leaving) can be made. This continuous probability variable can be used in numerous ways, the customers can be classified into more than two groups, or the rate of errors resulting from misclassified customers can also be optimised with respect to their expenses, it can be the base of a customer rating indicator.

4. The fourth advantage is not methodical, but it is very important in practical applications. Due to the relatively easy specification, easy understanding and fast learning properties, it is relatively cheap.

The goodness of fit of the model, the accuracy of the parameter estimation and the prediction of the model has high importance; an incorrectly specified model makes false predictions which can result in serious expenses. Therefore the model specification indicators should be chosen carefully. The \( R^2 \), which shows the explanatory power of the linear regression model, cannot be calculated, as the logistic regression model’s dependent variable’s deviation depends from the variable’s distribution also. Greene (2003) says that the essential difference is that, at the ordinary least squares method the criteria of the \( b \) parameter estimation is the maximisation of \( R^2 \), whereas during the estimation of the maximum likelihood, not all fitting criteria’s maximisation is aimed. Despite this or because of this several indicators were created which are related to the model fitting goodness. From these indicators the ones relevant for the practice are selected. These indicators can be classified into two groups: indicators based on the likelihood function’s value and the indicators that are based on the models prediction accuracy.

Results

The model aiming customer relationship innovation is based on the revealed results of an empirical market research ordered by the gas service provider company and exploring all aspects of the customer relationships through quantitative methods, focus groups and mystery shopping. The results are grouped separately for potential and current customers according to the model specification requirements. From these results in the following, those customer relationship characters are determined, which help to reach the CRM model’s aims and can be appropriately quantified for the model specification aims.

The overview of the suggested solution’s model is shown on the following figure.
The customer relationship process starts by arranging the information, obtained from the personal, telephone, online and using mail service customer contacts, into the uniform database. This database, which absolutely follows the customer relationship activity and provides the broadest information about the customers, is the base of the CRM model. The model that fulfils the previously described properties and aims is created from the specifications made regularly (monthly, quarter yearly) or ad-hoc (marketing campaign). The CRM model is practically two models, because the two aims, customer acquisition and the probability that the current customers stay or leave, use the same method but require different model specifications. The model outputs are looped back to the clients, this way the customer relationship management can be dynamically adjusted according to the requirements.

1. **Current customers**
From the previous market research results we determined the functions need to be fulfilled by the CRM model:

- From the integrated customer relationship database the model makes predictions for every customer about the probability of attrition and determines the factors influencing this probability for the whole database. The explanatory variables of the model are data referring to customers (age, gender, address – geographical situation), data referring to the service (size of the bill, length of the service being used, reporting faults due to low heat value) and the monitoring frequency by the staff of the service provider. Exogenous data referring to prices, marketing activity of competitors are also implemented into the model.

- Even the best CRM model cannot work efficiently, if the staff has no interest in the application. The customer service staff needs to be motivated, and they need to...
fellt the control. From this point of view the CRM model is a control tool, it also represents the technology generating the awareness of control.

- Recommend the most suitable offer for the customer. Based on the model’s analytical properties and integration, the most efficient promotions can be determined. Using segmenting tools further distinction can be made between the promotions. The model quantifies and arranges the following promotions in order according to its customer keeping effect: “Bill-angel”, Remote-bill, telephone/online customer service and Premio card. This list of course may be changed by introducing new products.

- In case of braking contract (churn) the CRM database should know the reason. During the mystery shopping “none of the administrators tried to find out the reason for leaving, breaking up with the supplier.” Determining the reason for attrition is a key element for the model, it increases the accuracy of the predictions, but it is a question whether this information request is technically feasible or not.

2. Customer acquisition

For customer acquisition a new model is required, which is separately specified, despite that it is similar in many points to the previous model. In this case the output of the model is, whether a potential customer will become a real customer or not. The potential customers are tried to be convinced for changing supplier using the following promotions:

- “complementary, comfort” services
- guaranteed gift
- Premio card or a SP voucher
- gift voucher

As the competitors only provide partial information about administration for the supplier-switch, it is assumed to be a strong reason for those who decided to switch supplier. In case of the telephone customer service this only occurred for 71% of the cases. “The administrators at the service provider could be more helpful in this area”.

If the customer explains the reason for changing supplier, it can be an important explanatory variable of the model. This type of information needs to be recorded both at personal and at telephone customer service. “The administrators are practically not interested, why the new arriving customers want to switch supplier.”

Discussion

As a result this study presents that using logistic regression models as predictive analytic tool we can fulfill multiple CRM goals, the model consists more CRM dimensions (Swift 2001) simultaneously. These are the predicted churn probability as a customer retention dimension, and the information about the efficiency of different CRM elements, and CRM channels, as a customer attraction dimension.

Regarding to the research goals we determine that the analytical CRM model should have the following characteristics:

Analytical and predictive: the analytical CRM does not only control and synchronizes the customer relationship procedures, but also adds customer related values with the use of mathematical methods. Some of these are also suitable for predictive functions, thus the model can predict the behaviour of the customer and the probability of dropout, based on historical data.

Dynamic: the model changes according to the recently collected customer information. This dynamic property means continuity at the data recording level, but at the CRM model level it means that model specification should be performed at
predefined intervals or ad-hoc. The model is not only dynamic from methodological point of view, but in its functionality also, the output as a feedback could continuously improve the customer service activity. For instance the churn probability as a model output is an input of information for that CRM sub process which aims to increase customer satisfaction and loyalty.

Integrated: the model integrates all information coming from the customer relationship channels (form personal, telephone, online, mail sources), and from the customer relationship activities (inspection, error corrections, etc.).

Modular: it is customisable according to customer segments. After the CRM data base, data structure and model specifications problems are solved and done, an analogue CRM model can be created cost efficiently along the customer segments. This type of “macro-segmentation” results from the model functionality, as there are separate models determining the most attracting promotions for the potential customers, the factors increasing satisfactions and decreasing attrition among the current customers. Furthermore there is possibility to apply techniques, which result a range of more accurate “micro-segmentations” within the potential and current customers.

Conclusion
The paper discuss the logical structure and the methodological base of an analytical CRM model planted in practice, but it has the limitation that could not specify in detail the model specifications because of privacy reasons.

Answering the main research question we could affirm that analytical CRM models can fulfil more marketing functions. One of them is the customer loyalty measure, which directly determines the customer relationship, and furthermore the efficiency of the different promotions, CRM elements and CRM channels, is shown by the analysis of the estimated explanatory variable’s parameters. According to this, the customer relationship management can be optimized and reviewed periodically.

Further research areas could focus on the use of different analytical tools for different functions in the same CRM system, for instance neural network for churn probability prediction, logistic regression for the estimation of different CRM channels and tools, decision tree for segmentation.
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