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1. Introduction

In context with the Eastern enlargement of the European Union (EU), this
research deals with the effects of pre-enlargement integration policies on industry
agglomeration and regional development in Hungary. Without the fall of the
Berlin Wall and the people-induced processes which led to it, no Eastern
enlargement of the EU and no German unification would have been possible.
Hungary played a major role in this unprecedented political and economic process
in Europe, undergoing subsequently the successful transition to a market economy
and a pluralistic democracy governed by the rule of law. The profound processes
part of the transition to a market economy affected the industrial set-up and
regional economic structure to an unprecedented extent until about 1995, entailing
a decline in industry output and employment by one third. In the almost two
decades analysed by this research, Hungary’s share of exports to the EU market
rose from one third to over 80%. The institution of the European agreement which
governed the lion share of the period played an important role in this devel-
opment. During the 5 years since the Eastern enlargement of the EU in 2004, trade
volumes have tripled in the enlarged EU from 175 billion Euro to 500 billion, and
Central and East European countries (CEECs) now trade 5 times as much with
each other than prior to their EU accession.

Hungary was chosen for this research for several reasons. Firstly, Hungary used to
be the show case among CEECs when this research project was started. Having
embarked on economic reforms towards a market economy much earlier than
other CEECs, already during the mid-1980s, the country was economically well
off. The highest stock of foreign direct investment (FDI) in any of the CEECs
endorsed the attractiveness as a location for investors, due to favourable con-
ditions regarding productivity, training of the workforce, the legislative frame-
work, as well as the geographic location of the country functioning as a hub for
reaching neighbouring markets in the area. By spring 2009, the economy had
fallen behind among CEECs because Hungarians had lived beyond their means
for years, the general government - as manifested in mounting public debt - as
well as the people.' The current world economic crisis hit Hungary harder than
most of its neighbours.? Austerity and fiscal policy measures taken by the new

1 Many people in Hungary have financed their housing mainly in debts denominated in
foreign currencies; the serving of this debt consumes a rising share of their disposable
income now due to the devaluation of the Hungarian forint in which their income is
denominated.

2 The decline in Hungary’s GDP forecast for 2009 is -6.3%, according to the European
Commission (2009a).

21



Hungarian government in office since April 2009° are to contribute to the
economic recovery. Secondly, as this research is interested in economic effects of
the EU’s pre- and post-accession integration policies, Hungary seemed partic-
ularly suitable as a small open economy.” The early political orientation towards
the West entailed that Hungary was among the first beneficiaries of the PHARE
aid programme and the first to negotiate a Europe agreement with the EU, whilst
the application for full membership followed in 1994. The manufacturing industry
- the sector based on which agglomeration is analysed and which was at the core
of trade liberalisation by the Europe agreement - is more important in Hungary in
terms of employment, exports and output than for example in Poland where the
agricultural employment was over 26% prior to EU accession. Hungarian govern-
ment policies such as the free-trade zones and industrial parks policy contributed
to the spur in exports towards the EU’s market. And thirdly, the regional structure
of Hungary and the availability of data also played a role in the choice.
A sufficient number of regions at the Nuts-3 level and the good availability of
reliable data from the national statistical office from 1992 onwards and in English
were additional arguments.5

The theories of the new economic geography (NEG) make certain predictions
about the formation and development of agglomeration as well as about regional
specialization during integration processes. Integration processes are mainly
modelled by a reduction in transport costs, which the European context can be
taken to comprise costs for transportation, for non-tariff barriers (NTBs) and for
administrative formalities due to the passing of national borders.® Empirical proof
for one of the key propositions of NEG, namely that trade induces agglomeration,
is scarce so far and has been called for.” Overall, the results of this research on
manufacturing agglomeration and regional specialization in Hungary contribute to
bringing such an empirical confirmation.

3 Recent austerity measures include the elimination of the 13th monthly pension and the
13th monthly salary for public civil servants paid out last for 2009.

4 Hungary’s exports to the world set in relation to GDP were 80% in 2007, according to the
Economic forecast of spring 2009, European Commission (2009a), p. 85.

5 The availability and reliability of data for Poland is much worse until the time of finishing

this research. No data were published by Eurostat for Poland’s regional disparities at
Nuts-3 level, measured in terms of GDP per capita relative to the EU average, at the time
of writing (7th of May 2009).

6 In the EU, where customs duties and quotas have been eliminated decades ago - the
customs union had been completed among the initial 6 EU member states in 1968 - and
between Hungary and the EU by the Europe agreement since the early 1990s, NTBs have
played the dominant role ever since. NTBs can take multiple forms such as different
national rules, norms and product standards as well as regulations for market access
including professional degrees and accreditations.

7 For example by Head & Mayer (2004) in their article: “The Empirics of Agglomeration
and Trade”.
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This research analyses three dimensions of industry agglomeration: (i) the degree
of concentration per manufacturing sector and the development over time - strong
or relatively weak concentration, and was there a pattern in the development?
(ii) Where in space did agglomerations form? And (iii) which influences played a
role - industry-specific factors or integration factors or regional characteristics?
Similarly, the multiple dimensions of regional specialization are examined: the
degree and development of specialization for the Hungarian regions during the
phases of economic integration - was there a common pattern for groups of
regions? And which influences played a role, region-specific factors or integration
variables?

A particular feature of this research is that it combines concrete empirical research
with policy relevance in light of practical work-experience of the author gained in
European policy making.® Further, Hungary as a transformation economy and the
profound economic processes entailed are examined in context with European
integration over the time span of almost two decades, much longer than previous
studies on transition countries. With respect to the empirical analysis of industry
agglomeration, the present research uses regional-level data to analyse agglom-
eration for Hungary, whereas most previous research was based on country-level
data for a group of countries (EU or CEECs). With reference to the tools, a special
contribution of this research is that it applies six different concentration indices to
the same set of manufacturing employment data, thereby allowing for a com-
parative analysis. Regression analysis on the influences working onto industry
concentration and in particular on regional specialization has rarely been
performed before nor been based on data from Central and Eastern Europe.

The empirical results regarding the effects of pre- and post accession policies on
Hungarian manufacturing industries and regional development have certain policy
implications. Conclusions will be drawn for the role which agglomerations
- industrial agglomerations, networks of towns and cities - can play in fostering
economic growth at the country-level. The option of strategic specialization for a
region will be discussed as a possible road towards fostering regional economic
development. In the face of the new challenges after Eastern enlargement in
Hungary, and probably to a similar extent in the other CEEC, proposals for the
next reform of European regional policy will be discussed, taking into account the
current debate at the academic and political level. Finally, the pre-accession policy
perspective will be opened towards current enlargement candidates of the EU such
as Croatia in the nearer future and Ukraine further away on the horizon.

8 Cordula Wandel worked in the Cabinet of Commissioner Dr. Monika Wulf-Mathies in
Brussels from 1997 until 1999, in DG Consumer Policy until 2000, and perviously in the
DG Economic and Financial Affairs of the European Commission from 1993 until 1995.
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The remainder of this research is structured as follows: Chapter 2 will introduce
the theoretical framework of models chosen for this research and give an
overview of previous empirical research regarding agglomeration and regional
specialization, leading to the formulation of the hypothesis for this research. In an
empirical descriptive analysis, chapter 3 will look at the main elements playing a
role in Hungary’s trade structure with the EU, manufacturing industries, and
foreign direct investment, at the one hand, and the regional set-up and main
characteristics of the regions including economic development and inter-regional
net migration, on the other hand. This is done with a view to identifying
indications for the ensuing econometric analysis. The development of agglom-
eration in Hungary’s manufacturing industries will be analysed in chapter 4, using
as a tool six different concentration measures, thereby allowing for the
comparative analysis of these indices. The development of regional specialization
will be analysed in chapter S. The pattern during different phases of the inte-
gration process will also be examined for various groups of regions. Chapter 6
presents the results of an econometric analysis based on panel regressions
regarding influences playing a role for an industry’s concentration - integration
factors and/or industry-specific characteristics - as well as separately regarding
factors playing a role for a region’s specialization. Chapter 7 will summarize the
main empirical findings of this research. Policy implications regarding the future
shape of European regional policy will be inferred from the different degree of
adjustments and challenges among Hungary’s regions in the light of the current
academic and political debate. The role which agglomerations can play in national
growth strategies and the option of using specialization as a tool in regional
development will be discussed. This research concludes by giving a perspective
on policies for future EU accession countries with a view to the economic
geography of an ever wider Europe.
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2. Literature Overview

In this chapter, the topic of this research “Agglomerations and regional devel-
opment in Hungary” shall be positioned in a theoretical and literature context. The
appropriate analytical framework will be selected and suitable models will be
identified in section 2.1. The new research contribution of this research will be
shown against the background of previous empirical studies reviewed in section
2.2. The aim is to infer hypotheses for this research, more concretely on how
integration with the EU has influenced industry structure and regional devel-
opment in Hungary during the period 1992 to 2008 and whether there were direct
effects measurable in Hungary’s agglomeration and regional specialization
pattern. The hypotheses will be formulated in section 2.3. These will include
questions like the following: How has agglomeration of manufacturing industries
developed over the period? Which effects could be observed with respect to
specialization for the regions in Hungary? And thirdly, where in space have
manufacturing concentration processes and certain specialization pattern taken
place?

Further, the Europe agreement - which was the main pre-accession policy of the
EU and was in force for 12 years of the period encompassed by this research -
shall be presented in its main elements in section 2.3, as the regulatory framework
is deemed to have shaped economic relations between the EU and Hungary to a
large extent. The hypotheses posed by this dissertation shall be formulated in
detail towards the end of this chapter in section 2.4. Finally, the data available as a
basis for this research shall be presented in section 2.5.

2.1 Theoretical background

In the choice of a stream of theory, it has been taken into consideration what this
research is interested in, namely to explain to which extent regional industry
structures in Hungary and the degree of agglomeration is influenced by economic
integration with the EU. While liberalisation of trade and falling transport costs
are certainly important factors playing a role in economic integration, free capital
flows (FDI) and technological progress - expressed in advances such as higher
productivity due to newer production facilities and fresh know-how in production
processes’ - also play a role. As the Europe agreement had a concrete influence on

9 A number of empirical studies prove the benefits of FDI brought about directly or by
spill-over effects on the efficiency of production and improvements in competitiveness.
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trade volumes and on investors’ location decisions with respect to FDI, theories
on trade and location have been looked at as a basis.

This theoretical section is structured as follows: section 2.1.1 explains in an over-
view the choice of theory, while section 2.1.2 contains various models of the
NEG. In that part, section 2.1.2.1 presents the basic Krugman (1991a) model,
section 2.1.2.2 modifications to the Krugman model, including the one by Livas-
Elizondo & Krugman (1996), section 2.1.2.3 the model by Ludema & Wooton
(1997), and section 2.1.2.4 the models by Krugman & Venables (1996) and by
Puga (1999).

2.1.1 Selection of a stream of theory

The subject of this section is to explain the choice of a stream of theory used as a
theoretical framework for this research. To this end, the main theories taken into
consideration have been summarized in form of a table. Table 1gives an overview
of theories involving trade and making a statement on the location of industry,
generally speaking, or more concretely on industry agglomeration or regional
specialization in the context of trade and economic integration.

The three steams of theory which have been examined are: Neo-classical theory,
the New Trade Theory, and the NEG.

The distinguishing features of the three schools of theory are as follows:
@) Neo-classical Theory

The neo-classical theory is based on Ricardo, Heckscher and Ohlin. It is
characterised by homogeneous products and constant returns to scale. Location is
determined exogenously, given spatial distributions of natural endowments,
technologies and factors. Economic activity is spread or concentrated over space
according to the spread or concentration of these underlying features. For basic
literature, please see the overview in Table 1.

The dominating location pattern is inter-industry specialization: sectors settle in
locations with a matching comparative advantage. In this framework, with the
assumption of zero trade costs, the spatial distribution of demand affects the
pattern of trade, but not the location of production. At prohibitively high trade
costs, perfect dispersion of industries producing non-traded goods follows the
geographical distribution of demand.

Thus, the neo-classical theory is not judged a suitable framework for this research
due to the lack of statements on the regional distribution of industries within a
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Table 1: Overview of trade theories making statements on industry
agglomeration or on specialization

Neo-classical New Trade New Economic
Theory Theory Geography
Basic Ricardo, Heckscher, | Krugman (1980), Krugman (1991a, 91b, 1992,
Literature Ohlin® (1933), Helpman & Krugman 93, 94), Venables (1996),
Balassa (1964, 1985), | (1985), Grubel & Lloyd | Krugman & Venables (1996),
Samuelson (1948, (1975), Briilhart & Puga (1999), Head & Mayer
1964) Torstensson (1998) (2004), Fujita &Thisse (2002)
Market Perfect competition Monopolistic Monopolistic competition on
structure on all markets competition industrial markets
Other Constant economies | New: intra- and inter- New: existence of transport
assumptions to scale, homogenous | industry trade (globali- | costs (transport, transaction
products, full rents to | sation, integration and trade costs, including
factor owners, areas); aggregate scale | NTBs); internal economies of
growth through effects due to local scale; product differentiation;
capital accumulation, | spillovers; size of home | backward-forward linkages
inter-industry trade market (exogenous)
Determinants | Natural resource Degree of plant-level The level of transport costs;
of location endowments, or increasing returns; Pecuniary externalities
factor endowments substitutability of (labour markets, input-output
and intensities; differentiated goods linkages, migration-induced
technological demand linkages); strength of
differences centripetal and centrifugal
forces; technological exter-
nalities (in some models)
Welfare Net welfare gain; all | Net welfare gains; large | Net welfare gains;
effects of trade countries gain; countries benefit more “u-curve™ of real wage
liberalisation owners of scarce than .small ones; relation of two regions during
factors lose possibly all factor falling transport costs;
owners gain periphery versus core can lose
at intermediate or advanced
stages of integration
Whether No: lack of state- No (only in part, not Yes: Formalisation of mecha-
suitable for ments on the regional | ideal): lack of explicit nisms by which even a priori

this research

distribution of
industries within a
country; “Balassa-
Samuelson effect” is
of certain interest for
CEEC-EU context

statements on regional
location of agglom-
eration and on the
degree of specialization
over time

very similar regions can end
up with very different produc-
tion structures; agglomeration
and specialization explicitly
dealt with; with factor
mobility regional industry
structures emerge endoge-
nously (static total industry)

Source: Own summary. Notes: a) For a discussion of Ohlin in the light of NEG, see
Krugman'’s essay “Was it all in Ohlin?”" (Krugman 1999).
b) For an explanation of the u-curve, see the text at the end of section 2.1.2.1.
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country. The so-called “Balassa-Samuelson effect” is nevertheless interesting for
explaining certain broad developments in the CEEC-EU context (see in chapter 3,
section 3.2.1).

(ii)  New Trade Theory:

The models of the New Trade Theory take as exogenous only market size, while
the other elements are no longer taken as exogenous. Market size is determined
primarily by the size of the labour force in a country, and labour is immobile
internationally. For industrial products, these models introduce imperfect compe-
tition, differentiated products and increasing returns to scale. The typical outcome
is inter-industry specialization of countries, with sectors clustering near large
product markets, as well as intra-industry specialization across firms producing a
different variety of good each. As long as some firms are left in the smaller
market, intra-industry trade will prevail. As trade costs fall towards zero, all
increasing returns activity will tend to concentrate near the core market, and intra-
industry trade between the core and the periphery vanishes.

New Trade Theory is not fully suitable as a framework for this research, as it lacks
explicit statements on regional location of agglomeration and on the degree of
specialization over time.

As the existence of increasing returns to scale plays a role in New Trade Theory as
well as in the models of the NEG, an overview on these scale economies shall be
given here, which is based on the survey by Pratten (1988) conducted in context
with the Single Market programme. The author categorised different types of
economies of scale. Pratten defined economies of scale as “reductions in average
unit costs attributable to increases in the scale of output”. Based on estimations of
the importance of scale economies in the EU by means of engineering estimates,
he concluded that the apparently lower degree to which manufacturing firms in
Europe seem to exploit economies of scale in comparison to their Japanese or US
counterparts, when judging from their size, should be a cause for concern. The
dimensions of economies and diseconomies of scale are summarized in Table 2.

(iti)  New Economic Geography:

In the models of the New Economic Geography (NEG), the location of industry
becomes entirely endogenous. As production factors and firms are mobile, even
market size is explained within the model. In a set-up with two or three regions
over which labour and output of industry is uniformly distributed at the start,
externalities, input-output linkages and other factors produce self-reinforcing
agglomeration processes. The economy will tend towards new locational equi-
libria in the medium-term.
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In NEG models there are many possible and locally stable equilibria, i.e. of the
distributions of industry and workers over a given regional space which remain
constant as such over a certain period. Which pattern is attained depends on the
initial distribution of workers and industry, on various industry characteristics,
and on the assumptions regarding the mobility of workers. The strength of
centripetal and centrifugal forces - forces attracting workers and firms towards the
centre, or in the latter case, inciting them to relocate in the periphery - will shape
the form of the equilibrium attained.

Table 2: Overview of economies and diseconomies of scale

Economies of scale exist in
1) Production:

the total output of particular products over time,

the duration of production runs,

the rate of production of particular products per unit of time (incl. the size of batches),
the extent of standardization of components and products,

the capacity of units of production lines or of individual plants,

the overall size of plants at one site, and

the extent of vertical integration;

2) Selling and distribution costs:

o sales to each customer,
o the geographic concentration of customers, and
e the size of consignments to customers;

3) Overall dimensions of scale:

o the size of firms,
o the scale of an industry, and
e the scale of a national economy.

Diseconomies of scale include
1) A fixed supply of a production factor, or increasing cost of a factor as demand rises:

the labour supply in an area,

the space available at one site for a factory,

the supply of water which can be taken from a river for cooling a plant, and
the size of a ship which can dock at a port;

2) The efficiency in the use of factors of production may decline with increases in scale
due to:

e technical forces,
e management,

Source: Own summary based on Pratten (1988).
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The level of trade costs or transport costs over time - in the course of integration
processes - plays a decisive role. NEG models make certain predictions about the
location of industry and the degree of regional specialization during economic
integration processes. While trade costs were falling between countries due to the
measures implied by a customs union and technological progress in the transport
industry, they are also falling between regions within a country, not only due to
the latter, but also due to infrastructure improvements such as those implied for
beneficiaries of the European regional policy and the respective pre-accession
instruments'®.

During European economic integration in particular, trade costs between member
states in the form of tariffs and quotas had been eliminated by 1968 when the
customs union formed among the six founding member states had been completed
und subsequently widened to the member states acceding to the EU in various EU
enlargements. Since then, trade costs in the form of non-tariff barriers (NTBs),
border controls and customs formalities, as well as transport costs played the
dominant role. NTBs comprise these national rules and regulations regarding
safety and health standards, packaging and labelling requirements, national certi-
fications, norms and standards, to name just a view. Where later in this research
the word of declining “transport costs” is used to describe the process of econ-
omic integration, this is meant to comprise all of these aspects, i.e. it is used
synonymous to the notion of “trade costs”.

NTBs have played a prominent role as trade impediments during European
integration between member states since 1968. In its jurisdiction, the European
Court of Justice and the European Commission have tried to combat them based
on rulings such as the famous “Cassis de Dijon” case.'' Furthermore, in an effort
to enhance competition and further trade liberalisation with respect to these NTBs,
the European Single Act of 1986 has explicitly attacked NTBs and national
product market regulations as well as the mutual recognition of professional and
university diploma with the Single Market programme.

NEG is chosen here as the suitable stream of theory. With factor mobility,
regional industry structures are emerging endogenously, given a static total of
industry. NEG contains the formalisation of mechanisms by which even a priori
very similar regions can end up with very different production structures.

10 In the case of Hungary and the other CEECs, this was called ISPA.

11 Official Journal of the European Communities, Series L 120/78 (Rewe/ Bundesmonopol-
verwaltung fiir Branntwein), Jurisdiction No. 1979. Subsquently, the European Commis-
sion sent the new interpretation of the articles 30-36 of the Treaty on the European
Economic Community, which was based on this ruling, to all member states, and
established a supervision by the Commission in this area.
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Regional effects of economic integration can be deducted from the models, and
the location of industry in space can be predicted over time. The processes of the
formation of industry agglomerations and of the specialization of regions are
explicitly dealt with in NEG.

2.1.2 NEG models

This section will now look at important models of NEG, and in particular at those
models thought of potential relevance for explaining the actual development of
industry agglomeration and regional specialization in Hungary in the context of
European integration since 1992.

Economic integration processes are constructed in NEG models via transport costs
falling over time. Transportation of goods is subject to “iceberg” transport costs as
first modelled by Samuelson: rather than modelling a separate transportation
sector, it is supposed that a fraction of a good shipped simply melts away or
evaporates in transit (Fujita et al. 1999). For 1 unit from region 1 to reach its
destination in region 2, n = 1+ T units must be shipped, where n > 1. T is meant to
include trade barriers (tariffs, quotas and NTBs) as well as ordinary transportation
costs. This is then manifested in higher prices for industrial goods imported from
another region (or country) as compared to the locally produced industrial goods.

The basic Krugman (1991a) model is described in its main elements in section
2.1.2.1, as are some variants of that model, such as those extending to more than
two regions (section 2.1.2.2), and in particular the model by Livas-Elizondo &
Krugman (1996) which models the effects of trade liberalisation on the internal
economic geography of a country. The model by Ludema & Wooton (1997) - see
section 2.1.2.3 - which allows for partial agglomeration and partial inter-regional
migration of workers - is described in more detail than the Krugman model, as
that model is of particular interest for the empirical research on industry
agglomeration in Hungary under the Europe agreement. Finally, the model by
Puga (1999) is described in section 2.1.2.4 as it makes explicit statements on
agglomeration and specialization during integration processes, as is the model by
Krugman & Venables (1996) for that same reason.

2.1.2.1  The basic Krugman model
The model by Krugman (1991a) which was the starting point of the new wave of

models and theoretical approaches called “New Economic Geography” set out in
an effort to explain the relatively persisting shape of manufacturing in the U.S.A..
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Krugman'? considered the formation of the US manufacturing belt during the
industrial revolution and the continued relevance of that concentration of manu-
facturing industry, with the location of one third of the U.S. population today still
in the original 13 states, as well as with the formation of a new industrial centre to
the West in the Silicon Valley. He sees a long shadow cast by history coupled
with what he calls “accident” over the location of production. The view by
McCarty (1940) that “outside the manufacturing belt, cities exist to serve the
farms; inside, farms exist to serve the cities”"® must have enticed Krugman to the
stylized facts which his NEG model is based on.

In his model, Krugman (1991a and 1991b) considers an economy with two
sectors, manufacturing and agriculture. The agricultural sector produces a single
homogeneous good under perfect competition; the total quantity is C4, whilst the
manufacturing sector is characterized by monopolistic competition. A large
number of potential firms can each produce one differentiated product; products
are symmetric in the sense that consumers do not prefer one product to another;
consumers have, however, preference for variety. The behavioural assumptions
are as follows: consumers maximize their utility functions U (Ca, Cy) given their
budget constraints.'* There is free entry for firms; and firms maximize profits.

Further, it is assumed that the only production factor in the economy is labour,
more concretely two types of labour: workers who produce the manufactured
goods, and farmers who produce the agricultural good. The agricultural sector
works with constant returns to scale, while each variety of manufacturing goods is
produced with increasing returns to scale.

Geography enters in Krugman’s basic mode] in the way that the economy consists
of two distinct regions, East and West. The transportation of manufactured goods
between regions is costly; exogenously given transport costs in the iceberg form
are incurred, i.e. he assumes that a certain fraction of the goods does not reach its
destination.> Transport costs for agricultural goods are assumed to be non-
existent. And the initial distribution of manufacturing firms is taken as given by
some historic factors which are, however, difficult to grasp or explain logically.

12 Paul Krugman was granted the Nobel Prize in Economics for his work in 2008, including
for the articles which started the stream of theory now referred to as “New Economic
Geography”.

13 See Krugman (1991), p. 13.

14 Consumers’ utility function is described more in detail in context of the Ludema
& Wooton model in section 2.1.1.3.

15 Iceberg transport costs are explained more in detail in context of the Ludema & Wooton

model in section 2.1.1.3.
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With regards to the mobility of labour, Krugman (1991a) assumes that agricul-
tural labour continues to be immobile, while manufacturing labour always moves
to the region which offers the higher present real wage. More concretely, the
population of manufacturing workers moves to the high wage location at a speed
that is proportional to the present wage differential. In equilibrium, both regions
must either offer the same manufacturing wage (symmetric situation), or the
(complete) manufacturing population must be concentrated in the region offering
the higher real wage. The latter is the case of (complete) industry agglomeration
in one region. In Krugman’s model, agglomeration becomes irreversible. For
such a constellation to be robust, no firm must have an incentive to build a plant
in the periphery. For an illustration, please see Figure 1.

Figure 1: Centripetal and centrifugal forces acting on the firm in the
centre-periphery equilibrium with agglomeration according
to the Krugman (1991a) model

Higher output |price/ Periphery

higher wage | costs

Centre

Larger market
majority of \

Firm

costumers

Agricultural |population can
be served| better from

periphery

Source: Own graphical illustration based on Krugman (1991a).

Figure 1 shows the centripetal and centrifugal forces working on the firm in the
Krugman model for the equilibrium with agglomeration. The first centripetal
force is that one acting on firms in the centre, i.e. in the agglomeration. A firm
wanting to move to the periphery would need to induce manufacturing workers to
move to the periphery. As they will have to import most consumption goods from
the centre, the costs of living are higher in the periphery. As a result, the firm
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would need to pay higher wages in the periphery, which drives up the output
price.

The second centripetal force is the fact that the majority of the firm’s customers
live in the centre. Serving them from the periphery would involve transportation
costs making the product more expensive, thus another reason to stay in the
centre.

The third is a centrifugal force, namely the agricultural population in the peri-
phery could be served cheaper if the firm produces in the periphery. Basically, an
agglomeration equilibrium in the Krugman (1991a) model - with complete
agglomeration of manufacturing industry in one of the two regions - results when
the last, centrifugal, effect is small relative to the first two, centripetal effects.

The Ludema & Wooton model, which is described in section 2.1.2.3, will add
further assumptions to the location of firms and workers between centre and
periphery during regional integration.

2.1.2.2  Modifications to the Krugman model

While the basic model by Krugman (1991a and 1991b) captures important aspects
of regional patterns of location of industry and agriculture, it relies on a number of
assumptions which have a high level of abstraction. More complex model variants
change the results of this model only slightly, as the interactions between
agglomerating forces and centrifugal forces remain valid, according to Fujita et
al. (1999). The relation between transportation costs, scale economies and
agglomeration patterns, and the role of history for the formation of agglomeration
in a region will not be altered in their basic statements by model modifications. If
some of these assumptions are relaxed, however, the modified model scenario
may lead to additional insights on the spatial pattern. This section shall give an
overview of some of these further developments.

The assumptions in the basic Krugman model which were relaxed in subsequent
literature are:

(1) There are no negative externalities between firms, such as due to pollution or
congestion;

Schmutzler (1999) pointed to a paper by Brakman et al. (1994) which modified
the Krugman model by introducing negative technological externalities in a multi-
region version, adding the assumption that the fixed and marginal costs associated
with production of an industrial good depend positively on the number of firms in
the location, thus capturing a congestion effect. Those negative congestion
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externalities make production in the dominant manufacturing region excessively
costly. This leads to an equilibrium where agglomeration is usually not complete,
and where some firms will find it profitable to move to the less congested

periphery.

(2) No market for housing and land; both regions offering identical wages;

Further, a modified version of a 3-region set-up is the more recent paper by
Briilhart et al. (2004) produced in the perspective of further enlargement of the
EU to the East. They use that model to stipulate that an Eastern enlargement of the
EU by Croatia or other countries in the Balkans would benefit Greece
economically. Livas-Elizondo & Krugman (1996) introduced urban land rents and
commuting costs, which add a centrifugal force. This model is very interesting for
this research, as it explicitly models the effect of trade liberalisation on the
internal geography of a nation. It will be described more in detail under point (4).
When farming and housing are space-consuming activities, agglomerations have
to offer higher wages to compensate for commuting costs and land rents. This
additional centrifugal effect will reduce both the likelihood of an agglomeration
and its size.

(3) There are only two regions;

In the basic Krugman model, there are only two locations, East and West. As
Schmutzler (1999) points out, however, the main insights generated in the two
region framework about history, the relation between transportation costs, scale
economies and agglomeration patterns are robust to the relaxation of this
assumption. With many potential locations, however, agglomeration and decen-
tralization are not the only possible equilibria. In particular, multiple agglom-
erations in different regions are conceivable as equilibria.

Krugman himself modified his basic model (in 1992, 1993, and 1994) to intro-
duce more regions, namely 12 equidistant regions. Given various initial distribu-
tions of manufacturing in these regions and an appropriate generalisation of the
process of adjustment to regional wage differentials, a great number of equi-
librium constellations exist. The typical equilibrium in such a set-up involves
agglomeration in more than one region, mostly either in two locations or some-
times in three. This is an interesting outcome which could be useful for explaining
the shape of industry agglomerations in Hungary and its 20 regions during the
research period. To give a slight hint already at this point of what is analysed in
more detail in chapters 3, 4, 5, Hungary has developed two agglom-eration centres
during the later 1990s and early 2000s, namely in the centre of Hungary around
Budapest, and in the West near the border with the EU-15.
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(4) Trade liberalisation between countries is not modelled, in particular the effects
on the internal geography of a country;

A very interesting variant of the Krugman model is the multi-region model by
Livas-Elizondo & Krugman (1996) aimed at modelling the effects of trade liberal-
ization on the internal geography of a nation. They take a three-region model,
where two regions can be regarded as different regions within the boundaries of
one country integrating with each other, while the third region may be a different
country, or the rest of the world. The assumption of relatively low transportation
costs between the first two regions within the same country can then be
interpreted as the absence of trade barriers. Labour is perfectly mobile between
domestic regions, but not between domestic regions and the rest of the world.
Transportation of goods is subject to “iceberg” transport costs, however of
different size, one for transports within the country, the other - higher one - for
imports. This second one includes trade barriers (tariffs, quotas and NTBs) as well
as ordinary transportation costs. The fraction of manufacturing goods provided by
the rest of the world is exogenous in the model. Regions are modelled to capture
the centrifugal forces including due to land rents and commuting costs in
agglomerations.

In such a framework, one can investigate how trade barriers affect the manu-
facturing pattern (within countries). Livas-Elizondo & Krugman (1996) aim at
explaining the emergence of many of the world’s largest cities (metropolis) in
Third World countries. As a possible explanation for this, they state that there is a
negative relation between geographical concentration within a country and the
degree of trade liberalization of this country. Namely, at very high international
transportation costs, there will be no international trade. If an agglomeration exists
within the two-region country, then it will be the only supplier of manufacturing
goods for consumption in the country, and the local demand for the cheaper goods
will be higher.

A significant reduction of trade barriers reduces the importance of these centri-
petal forces: as the economy becomes more dependent on international markets,
local demand is less important. In the region with the agglomeration, land rents
and commuting costs are high. Firms will be attracted to the other region because
they can pay lower wages there. Numerical simulations of the authors showed that
for very low international transportation costs, only the decentralized equilibrium
will be sustainable, while for intermediate ranges, there are multiple stable
equilibria: agglomerations in both regions and the decentralized equilibrium,
where manufacturing is spread evenly across regions. Schmutzler (1999) points
out that this outcome is not inconsistent with the basic Krugman model, as the
reduction of transportation costs between two regions could lead to complete
agglomeration in one region, whereas in this three region model, they are
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considering transportation costs between the two regions and the rest of the world;
so as the set-up is different, the resulting effect can well be different.

In the latter case, namely very low international transportation costs, Livas-
Elizondo & Krugman (1996) show that trade liberalisation tends to break up
geographical concentration within an economy, i.e. enabling agglomerations in
both regions, or the decentralized equilibrium. This implies that with falling trade
costs, regional specialization will first rise, then fall again as geographical
concentration of industry is breaking up.

This could be an interesting idea for the context of industry agglomeration in
Hungary during the trade liberalisation period of the Europe agreement. As a
caveat, it shall be mentioned here that it is difficult to have data for the falling
level of international transport costs. While some figures for international
transport costs per se are shown in section 2.2.3 of this chapter, the EU keeps data
on the level of tariffs and quotas between the EU and Hungary after the start of
the Europe agreement confidential.'®

2.1.2.3  The model by Ludema & Wooton

The model by Ludema & Wooton (1997) differs from the basic model by
Krugman (1991a), who assumes complete mobility of manufacturing workers, in
that it takes additionally account of partial immobility of workers. Due to this
assumption, the model is able to explain regional structures in which industry is
spread unequally in space, yet not fully concentrated in only one region. These
somewhat more realistic scenarios regarding agglomeration may be of interest for
the interpretation of the empirical results on agglomeration of the manufacturing
industry in the 20 regions in Hungary (see chapters 4 and 5). A large part of NEG-
models based on the basic model by Krugman does not allow for such a spread of
industry, but only for complete agglomeration of industry in one region or an
equal spread over both regions, which diminishes the political relevance of those
models. The model by Ludema & Wooton (1997) has been discussed by various
authors before, such as Schmutzler (1999), and by Lammers & Stiller (2000) in
the context of suitable regional policy goals for the EU.

In the following, the Ludema & Wooton model shall be described more in detail
with a view to an interpretation of the empirical results obtained for industry

16 Those were not even made available to Commission internal authors, such as John
Sheehy from DG Economics and Financial Affairs writing in 1993 and 1994. I have
found data on the level of tariffs and quotas between the EU and Hungary only for the
years 1989, 1990 and 1991, in: European Commission (1994).
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agglomeration and regional development in Hungary under the Europe agreement
in this research. The model starts out with the following assumptions:

There are two homogenous regions, North and South.
There are two production sectors:
- the agricultural sector production homogenous agricultural goods, at
constant economies of scale, and
- the industrial sector producing differentiated industrial products, with
increasing economies of scale.

e All individuals have preferences for product diversity, according to their
utility function:

M U=ClxCi*
where C, is the consumption of the agricultural goods, Cy the consumption of an
aggregate of industrial goods, and p the share of spending on industrial goods.
With ¢; as consumption of the product variant i, the aggregate of industrial goods
Cwmis defined as:
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where k is the number of potentially producible industrial goods and G is

the elasticity of substitution between industrial goods, which are close but not
perfect substitutes.

The next set of assumptions concerns the production factors:

full employment of the production factors prevails at all times;
agricultural workers are producing the agricultural goods, and industrial
workers producing the industrial goods;

e agricultural workers cannot become industrial workers and not vice versa
either;

e the number of industrial workers and agricultural workers is given
exogenously;

e agricultural workers are completely immobile and equally distributed over
both regions;

e industrial workers, however, are mobile to a differentiated extent due to
regional preferences: It is assumed that workers prefer either of the regions
as a personal preference, independently of the income level, as their place
of work and living. Ludema & Wooton take account of the different
individual extent of those regional preferences by introducing a “discount
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factor” applied to the income of the other region, which enters into the
decision making of the industrial workers."’

The assumptions made regarding transport costs are:

e the transport of agricultural goods between the two regions is assumed to
be free of cost. Therefore, the price of the agricultural goods and the
income of agricultural workers are equal in both regions.

e the transport of industrial goods between the two regions, however, is
subject to transport costs in the “iceberg form” described by Samuelson:
rather than modelling a separate transportation sector, it is supposed that a
fraction of a good shipped simply melts away or evaporates in transit
(Fujita et al. 1999). In order for consumers in the target region to receive 1
unit of industrial goods, T >1 units have to be shipped. This is manifested
in higher prices for the imported industrial goods as compared to the
locally produced industrial goods.

Assumptions regarding industrial firms and the regional distribution of industrial
goods:

all industrial goods are produced with increasing returns to scale;
in equilibrium, production costs equal sales revenue due to the assumption
of free market entry (i.e. zero profits);

e each firm produces one product variant, each firm a different one. The
number of product varieties is therefore equal to the number of firms;
each product variant is either produced in region North or in region South;
the number of firms in a region is proportional to the number of workers in
a region:

e consumers always want to buy all product variants, such that they must be
transported between the regions.

Thus in the Ludema & Wooton model, there are 3 exogenous influences on the
equal distribution of industrial goods producers (industrial workers and firms):

1. the size of transport costs - T,

2. the part of expenditure spent on industrial goods in the utility
function - p, and

3. the elasticity of substitution between industrial goods - G.

17 The higher the regional attachment of the industrial worker, the higher the discount factor,
and thus the lower is the interregional mobility of industrial workers (Ludema & Wooton
1997).

39



Endogenous to the model is the determination of the distribution of workers and
firms between the two regions North and South, as are the regional wages
(nominal and real wages). Those in turn are determined by the decisions of firms
and industrial workers, which depend on the strength of agglomerating and
centrifugal forces:

A centripetal force is the aim of firms to locate near the largest market, i.e.
in the region with more workers (as agricultural workers are equally
distributed). For industrial workers, it is advantageous to live also in that
region, as their real income is higher there due to the larger choice of
product variants available locally. These two forces both reinforce a
process of geographic agglomeration.

The centrifugal force is the following: in the region with less industrial
workers, called the “periphery”, the demand for industrial goods by the
immobile agricultural workers and the (small) number of industrial
workers is an interesting location for firms seeking less intensity in
competition, as less firms are located in this region. Thus for firms, there is
a trade-off between being close to the larger market in the agglomeration
and benefiting of less intense competition in the periphery (also according
to Krugman 1991b).

The regional real wages, resulting from a combination of regional price index and
nominal wages, differ in a situation of unequal regional division of industrial
workers and firms for 3 reasons:

due to the home-market effect: nominal wages are ceferis paribus the
higher, the larger the local market;

due to the price index effect: the price index is lower in the region with the
larger market, this is due to the transport costs for imported goods as the
greater number of (cheaper) local product variants is available there;

due to the competition effect: in the smaller market, the intensity of
competition is weaker and the profit maximizing price under certain
conditions higher; the firms in the region with less industry will then pay
higher nominal wages due to the zero profit assumption for firms.

The home-market effect and the price index effect tend to work as centripetal
forces reinforcing agglomeration, while the lower competition in the smaller
market tends to work as a centrifugal force. Which effect of these three is
dominant in the Ludema & Wooton model, depends on the level of transport costs
(thus the price difference between imported and locally produced industrial
goods) and on the strength of regional preferences of workers.
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Ludema & Wooton (1997) distinguished the following transport costs:

e Relatively high T: the real wage is higher in the region with fewer
industrial firms;

e Medium T: the real wage is higher or lower in the region with fewer
industrial firms;

o Relatively low T: the real wage is higher in the region with more industrial
firms (in the agglomeration);

e Very low T: the real wage is higher in the region with more indus-
trial firms (in the agglomeration).

Long-term equilibrium is characterized by the non-existence of incentives to
migrate. As industrial workers do have a regional preference, real wage differen-
tials may exist even in equilibrium in the Ludema & Wooton model. The inter-
regional difference in real wages, which will trigger the decision to migrate of the
industrial worker, depends on the strength of the individual’s regional preference.

Table 3: Possible equilibria depending on the level of mobility of industrial
workers and on the level of transport costs

Low mobility of High mobility of industrial
industrial workers (= workers (= low regional
strong regional preference) | preference)
Relatively high Case 1 Case 4
or medium Symmetric equilibrium; Symmetric equilibrium;
transport costs | no regional income no regional income
differentials differentials
Relatively low Case 2 Case 5
transport costs Symmetric equilibrium; Asymmetrical equilibrium;
no regional income regional income differences
differentials prevail;
“u-shaped” relationship
between transport costs and
the relation of real wages
Very low Case 3 Case 6
transport costs Symmetric equilibrium; Symmetric equilibrium,;
no regional income no regional income
differentials differentials

Source: Summary based on Ludema & Wooton (1997) and Lammers & Stiller (2000).
Depending on the level of transport costs and the preference to migrate, different

equilibria can form in the Ludema & Wooton model. A symmetric equilibrium is
defined as an equal distribution of industry over both regions. In five cases, a
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symmetric equilibrium will come about in which no regional income differentials
prevail. This is namely the case for relatively high or medium level transport
costs, and for very low transport costs, both no matter the strength of regional
preference of industrial workers; it is also the case for relatively low transport
costs combined with low mobility of industrial workers.

Table 3 gives an overview of these 6 cases, where a small change in transport
costs in the course of proceeding integration may have a decisive influence on the
regional equilibrium and the distribution of economic activity (industrial firms
and industrial workers). Falling transport costs from medium to relatively low
levels will initially strengthen agglomerating forces, and when falling even
further, will weaken them, reversing into a centrifugal force (due to external
diseconomies'®).

The interesting case of this model is case 5, the asymmetric equilibrium which
will come about when relatively low transport costs are combined with a high
mobility of industrial workers. In this asymmetric equilibrium, both regions have
some industry, however to a different extent. In the larger region, higher real
wages prevail; some workers, however, will never migrate to the larger region due
to their regional preference for the other region. Thus, a complete agglomeration
of industry in one region, leaving the other region void of industry - as in the
Krugman (1991a) model where the agglomeration is even irreversible - will never
come about in the Ludema & Wooton model.

Reading Table 3 column-wise from top to bottom and staying in the right column,
thus with a high mobility of industrial workers, economic integration associated
with falling transport costs will start by an equal spread of industry over both
regions, then at relatively low transport costs, pass through an equilibrium with
agglomeration of most industry in one of the regions (case 5); at this stage,
regional specialization will be highest. And finally, with still falling transport
costs to very low levels, set about a re-location of firms and industrial workers
from the centre back into the periphery. In this latter process, real wages in the
periphery will rise and attract industrial workers and firms until a symmetric
equilibrium with equal distribution of industry and no differences in real wages
has come about. This will entail a falling degree of regional specialization.

This process just discussed in the proceeding paragraph is of interest in analysing
the empirical findings for industrial agglomeration and regional development (per
capita income) in Hungary during the period of this research. Namely, it will be
interesting to view industry agglomeration, the inter-regional migration of

18 For concrete examples of external diseconomies, see my overview of Pratten (1988) on
the subject of scale economies, in section 2.2.1.
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workers, the development of industrial wages and the degree of regional special-
ization in the light of predictions on equilibria cases 4, 5 and 6 of the Ludema &
Wooton model. This would take as a premise that the inter-regional mobility in
Hungary was that of industrial workers and could be categorized as “relatively
high” (for empirical data on the inter-regional mobility in Hungary, see chapter 3
section 3.5).

2.1.2.4  The models by Krugman & Venables and by Puga

For the sake of completeness of this overview of relevant NEG models, the article
by Venables (1996) shall be mentioned first. Venables introduced backward-
forward linkages in an international trade context into the set-up of an NEG model
in order to deal with the effects of decreasing trade costs on economic geography.
Notably, he considered two monopolistically competitive industries (instead of
one as in the Krugman model) which are in an upstream-downstream relationship.
He assumed that labour is immobile. Nevertheless, concentration of the sales of
manufacturing industry in one of the two initially identical regions may result:
upstream firms benefit from being in locations with many downstream firms since
they can serve customers more cheaply; and downstream firms benefit from being
in a location with many upstream firms because this decreases their input costs.
The region with the concentration of manufacturing industry sales becomes
specialised in that respect.

In that setting by Venables, the effects of integration on the likelihood of agglom-
eration are non-monotone. As trade costs decrease from very high to medium
level, clustering forces come to dominate, and industrial agglomeration is likely to
form, giving rise to regional wage differentials. At very low trade costs, however,
such wage differentials are not sustainable: industry relocates in response to wage
differences, so that a dispersed pattern of production re-emerges as the equi-
librium.

In a more recent paper, Overman et al. (2008) build on the assumption of
backward-forward linkages and combine the framework of the NEG models with
some aspects of the urban systems literature. They aim to explain why the impact
of a positive shock is in some sense shared between regions when they are in a
complementary relationship with each other, but when they are in a competitive
relationship instead, the positive shock to one region has a negative impact
elsewhere. Their explanations depend on what they call three relationships: the
earnings-employment relationship which captures the supply side of the economy
(increasing or decreasing returns to expanding employment in a region); the “cost-
of-living” relationship capturing the effects of the employment level on prices of
goods and assets; and third the “migration” relationship linking population
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movements between regions. They produce a specific diagrammatic framework to
explain the different potential outcomes for those regional set-ups based on the
strength of forces in the three relationships, which is, however, not directly
applicable in the context of this research.

Krugman & Venables (1996) ask the question whether increasing integration will
make countries more or less similar in their industry structure, i.e. on the degree
of specialization. This model is interesting, as this research will deal with the
question of specialization of regions in Hungary in chapter 5. Their model is a
variant of the Venables (1996) model, in that two monopolistically competitive
industries are no longer in a clear upstream-downstream relationship, but instead,
the product of each industry can be used either for consumption or as an input.
Each industry uses inputs from the other sector as well from its own. Crucially,
such intra-industry linkages are assumed to be more important than inter-industry
linkages. Labour is assumed to be internationally immobile, but can move
between different sectors as a response to the sector offering the higher present
real wage.

The outcome with respect to agglomeration is the following: at high levels of
transport costs, there is never agglomeration. There is a range of transport costs
- medium level - for which agglomeration may, but need not occur. And at
sufficiently low transport costs, only agglomerated equilibria are stable. There-
fore, economic integration in this model first makes agglomeration possible, and
then, if transport costs become low enough, makes it necessary. This outcome is
subject to the condition that input-output links and the consequent cost and
demand linkages are stronger within each of the industries than between them.
If that condition is reversed, however, each location will always have some of
each industry, as firms then derive more benefit from proximity to firms in the
other industry than their own.

With respect to (country) specialization, Krugman & Venables (1996) predict that
in the process of proceeding economic integration and declining transport costs,
each country will develop agglomerated industrial districts. Specialization will
take place in the way that each country will lose its presence in one of the
industries. This will initially cause adjustment problems, as workers of that
industry will suffer a loss of real wages. In the end result of this process, however,
real incomes will rise, and in addition to the usual benefits from integration, cost
savings will be realized from the benefits of agglomeration.

In a different model by Puga (1999), the effects of regional integration and

regional differences in production structures and income levels are analysed with
respect to agglomeration and regional specialization. This model is of particular
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interest for this research, as it describes the process of industry concentration
during integration when depicted graphically as an Q-shaped relationship. To give
a hint at this point, this is very close to the actual findings of manufacturing
industry concentration in Hungary during European integration, as will be
analysed in detail in chapter 4.

Figure 2: The ,,u-curve“ for industry shares in two regions’ economic inte-
gration processes

Reation of case 6
reatwages 1

( region 1 )
region 2 ) |
case 5
cased

falling transport costs (over time)

Source: Graphical illustration based on the Ludema & Wooton (1997) model and on Lammers &
Stiller (2000).

Before going into detail, the notion of the so-called “u-curve” of NEG models
shall be explained here. The “u-curve”'® has been formalised in a three-country
setting with regional integration by Puga & Venables (1997).”° The graphic
illustration of the relationship between the level of transport costs during

19 A different “u-curve“ exists in models of business administration. That u-curve by
Michael Porter (1990) describes the relationship between a firm’s profitability and
market share: high profitability for the specialised firms with small market shares and also
for the generalists with large market shares, low profitability for those “stuck in the
middle”.

20 Their model allows for input-output linkages and for factor price changes in response to
complete specialization in the production of the increasing-returns to scale industry.
Countries are identical in endowments and size, but at a critical threshold of regional
integration, agglomeration forces endogenously trigger a discrete formation of a core-
periphery division among participating regions of the country (as production factors are
internationally immobile). Further integration leads to a gradual re-dispersion of the
increasing returns-to-scale activity within the integrating area.
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integration and the relation of real wages in the two integrating regions takes the
shape of a “u” and is therefore called the “u-curve”. This is shown in Figure 2.

In addition, Puga & Venables (1997) showed that locational changes of industry
along a “u-curve” can have considerable welfare implications, since welfare gains
accrue disproportionally to the core or centre, while the periphery can suffer
absolute declines in welfare in an intermediate interval of trade costs. The
“u-curve” hypothesis has been used in the Ludema & Wooton (1997) model and
by Puga (1999). The latter considers it of empirical relevance based on the
findings by Hanson (1998) in the context of US-Mexican integration in the
NAFTA setting, and by Briilhart & Torstensson (1998) in the EU context (for
details of that empirical work, see section 2.2.3).

Now turning towards the details of the model by Puga (1999), he assumed that the
world is populated by L workers, consists of two regions, region 1 and region 2,2
which are endowed with K; and K units of arable land. Each region can produce
both agricultural and industrial output. Land is used only by the agricultural
sector. The industrial sector produces differentiated products under increasing
returns to scale. Labour is used by both sectors and is assumed to be perfectly
mobile between sectors within each region, and immobile between regions.
Agglomeration without labour migration across regions takes each region’s labour
endowment as fixed. The requirement that in equilibrium real wages must be
equalised across regions is dropped.

For agglomeration without inter-regional migration, as a first stage with high trade
costs, when firms concentrate in a region, they must draw workers solely from the
agricultural sector in the same region, and this drives up local wages. Higher wage
costs tend to discourage firms from clustering together. Yet the agglomeration of
industry can still be an equilibrium if firms more than make up for higher wages
by being close to other firms, thus avoiding trade costs on purchases of inter-
mediates and sales to other firms. Secondly, at intermediate trade costs, agglom-
eration forms, which is a partial agglomeration in Puga’s model. One region
attracts more industry due to demand and cost linkages than the other. Regional
specialization is rising to its highest level then.

At trade costs still falling to very low levels, starting from the equilibrium with
(partial) agglomeration, industry will spread out across regions again. Concen-
tration will decrease, and so will regional specialization. This is because then the
cost saving of firms from being able to buy intermediates locally instead of having

21 In an appendix, Puga (1999) also derives some of the main results for any number of
regions; however, that generalisation adds little to the two region case as long as trade
costs change symmetrically.

46



to import them falls with trade costs, but the wage gap between regions remains.
At some point, a firm finds it worthwhile to re-locate to the de-industrialised
region, and combine imported intermediates with cheaper local labour. In this
case, relocation to the de-industrialised region will continue until symmetry
between regions is re-established. This is associated with the lowest regional
specialization levels.

Depicted graphically, the above process results in what Puga calls “an Q-shaped
relationship” between the concentration of industry and falling trade costs. This is
illustrated in Figure 3.

Figure 3: Industry shares in the two regions during a gradual process of
integration without inter-regional migration: (2-shaped relation-
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Source: Own graphical illustration, based on Puga (1999).

The graph in Figure 3 shows the Q-shaped relationship for industry concentration
or agglomeration to happen in one region and falling trade costs as described by
the Puga (1999) model??. At high trade costs, firms want to be where final
demand is, so they split between the regions (symmetric equilibrium). As trade
costs fall below some critical level at which the symmetric equilibriumbecomes
unstable, the share of industry in one of the two regions rises gradually until it
absorbs all firms (complete agglomeration). Thus at intermediate levels of trade
costs, firms cluster in one region to exploit cost and demand linkages. Without

22 Puga (1999) describes this Q-shaped relationship for a gradual process of integration. He
adds, however, that whether there is discontinuous or gradual change in trade costs, the
relationship between regional integration and agglomeration is the same.
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inter-regional labour mobility, however, agglomeration opens up wage differen-
ces. Further integration and even lower levels of trade costs lead to a gradual fall
in this region’s share of industry, until symmetry between regions is re-estab-
lished. This is so as at low levels of trade costs, firms want to be where immobile
factors are cheaper, so they spread across regions again.

With respect to regional specialization, Puga (1999) states that regional special-
ization is increasing to its highest point at medium levels of trade costs. This is the
situation where agglomeration of industry has formed in only one of the two
regions. With trade costs further falling to low levels, specialization of the regions
is decreasing again.

With the actual empirical findings for agglomeration and concentration in
Hungary in mind (see chapters 4 and 5), I would like to make the following
summary statement regarding the appropriateness of two of these theoretical
models: If the actual level of inter-regional migration23 in Hungary can be judged
“high”, then the use of the Ludema & Wooton model - the right column of Table 3
- seems appropriate as the theoretical interpretation. If, however, the inter-regional
migration levels in Hungary would be judged to be “low”, then rather the use of
the Puga (1999) model with the Q-shaped development of industry concentration
in the course of European integration seems appropriate (low inter-regional
migration is then approached by the assumption of no migration).

This concludes the overview of a suitable theoretical framework for my research.
The next section 2.2 will deal with previous empirical work in related areas and of
potential interest for the subject of this research.

2.2 Previous empirical studies

In this second part of chapter 2, an overview shall be given with respect to
previous empirical studies in fields of interest for the topic of this research, which
is on industry agglomeration and regional development in Hungary under the
Europe agreement.

The word “agglomeration” will be understood in this context in the narrow sense
meaning industry agglomeration, not in the sense denoting mere urban areas of
high population density. The focus shall further be on empirical work on Europe,
although some studies on the US and Japan are also mentioned. Most studies on

23 The inter-regional migration in Hungary is analysed in detail in Chapter 3, sections 3.5.1,
3.5.2,and 3.5.3.
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related topics existed for the EU-15 or selected member states, yet very rarely on
the EU-25 or even EU-27* due to the short time span passed since the Eastern
enlargement. Relevant studies on the CEECs where they include Hungary will
also be reviewed. Previous empirical work on certain economic or regional
aspects in Hungary with relevance for this research will also be described.
Where studies touch on various topics, they are described in all relevant aspects
under the heading which covers most of the contents. Empirical studies on
regional development, including the most recent cohesion report and reviews by
the European Commission, will be dealt with in chapter 7, as they are the basis for
any economic policy discussion involving the regions.

The remainder of this overview of previous empirical studies is organised as
follows: section 2.2.1 reviews empirical research on industry agglomeration and
concentration. Section 2.2.2 looks at empirical work on industry specialization of
countries or - where rarely available - of regions. Section 2.2.3 summarizes where
previous empirical papers found results regarding the effects of trade on industry
location and also quotes estimates on the magnitude of trade costs in the
manufacturing sector. Section 2.2.4 will look at relevant studies of the influences
of FDI and of local labour markets on industry location. The final section of this
part - section 2.2.5 - will discuss studies on various CEECs and on Hungary
regarding industrial developments during the transition period and in the years
around the Eastern enlargement of the EU.

2.21 Industry agglomeration and concentration

Industry agglomeration and concentration are both expressions for the same
phenomenon. They describe how concentrated or dispersed an industry is over the
space looked at, for example a country or the EU. Industry agglomeration further
describes areas of high density of industries, often coupled with a high share of
industry employment in local employment. These areas are characterized by
various spill-over effects, economies of scale play a role, and sometimes dis-
economies are also starting to skew the balance of benefits and disadvantages of
such agglomeration centres.

In a report on the location of European industry commissioned by European Com-
mission, Midelfart-Knarvik et al. (2000) analysed production data for 13 EU
countries and 36 industries from 1970 to 1997 using OECD data. They found that
the industrial production structures of countries grew in their difference from each
other over that period. Using Gini coefficients as concentration measure, they
observed a slight decrease in average industry concentration from 1970 to 1985,

24 The Eastern enlargement of the EU has come to a halt in 2007 with the accession of
Bulgaria and Romania as 26th and 27th member state on st of January 2007.
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followed by a slight increase to the early 1990s and a reverse thereafter. Among
industries initially concentrated and dispersing over time were beverages and
tobacco, machinery & equipment. Dispersed industries concentrating over the
period were textiles, wearing apparel, leather and fur products, furniture, and
transport equipment.

As a complement to traditional concentration indices, the authors proposed an
index of spatial separation giving a production-weighted sum of all bilateral
distances between countries. They found this to first rise for manufacturing as a
whole, then falling from 1991 onwards. Interestingly, the high-technology
industries were the least separated throughout the entire period. This included
drugs and medicines, office and computing, radio, television and communication,
electrical apparatus, and professional instruments.

The authors also looked at country specialization using the Krugman special-
ization index for the period 1970 to 1997. They found that average specialization
was lowest for the period 1980 to 1983 and then rose up to 1997. Grouping
countries by their date of EU accession, they found that the 1973 and 1981
entrants exhibit an increase from the early 1980s, whilst the 1986 entrants show
increasing Krugman specialization from around 1992 onwards.?

In an analysis of manufacturing industries with respect to the Single Market,
Briilhart (2001a) looked at 32 manufacturing sectors of an OECD data base for 13
EU-15 countries over the period 1972 to 1996, using locational Gini indices based
on employment data.”® He found that concentration increased continuously over
the period in employment terms, while remaining roughly unchanged in export
terms. On average, increases in concentration were stronger in the period up to the
launch of the Single Market programme than afterwards. The sectors most
sensitive to the Single Market, however, showed an acceleration in concentration
after 1986. He also found evidence that low-tech industries were the most strongly
concentrated. This is the contrary of the results by Midelfart-Knarvik et al. (2000)
based on their spatial separation index. Finally, Briilhart concluded that centre-
periphery gradients across countries were losing importance for industrial location
in the EU-15 over that period.

Briilhart & Traeger (2003) described the distribution of 7 broad economic sectors
across 17 West European countries and regions over the period 1975 to 2000.

25 EU-accessions: 1973 UK, Ireland, Denmark; 1981 Greece; 1986 Spain, Portugal. The
study from 2000 does not examine the effects on the 1995 entrants Austria, Sweden, and
Finland.

26 Briilhart (2001a) also analysed country level specialization using the same data base, see
summary in section 2.2.2.
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Based on a Cambridge Econometric data base of employment at a country and
Nuts-3 regional level, they applied entropy indices as measure of concentration
and associated bootstrap tests for de-composing geographic concentration into
within-country and between-country components. With regards to manufacturing
industry, they found that manufacturing has become gradually more concentrated.
Further, the accession of a country to the EU during the period was associated
with an increasing tendency for manufacturing activity to locate in countries’
peripheral regions.”’” It will be interesting to see which tendency prevailed in
Hungary during the period analysed in this research which spans until 5 years
after EU accession.

Ellison & Glaeser (1997) introduced a new kind of concentration index to
measure industry concentration at the plant level, while controlling for the size of
geographic areas for which data are available. Their index is intended to also
capture the co-agglomeration of related industries, i.e. the additional agglom-
eration caused by localized industry-specific spill-overs and natural advantages. In
their further research, Ellison & Glaeser (1999) applied their index to US 2-digit
industry data in order to answer the question whether natural advantage can
explain agglomeration.?® Their empirical results explain about 20% of the ob-
served geographic concentration by a small set of such advantages.

Giacinto & Pagnini (2008) analysed agglomeration within and between regions in
Italy using Italian census data for 103 manufacturing and service industries for the
year 1996. Their idea was to find out whether agglomeration forces stop at
regional administrative boundaries or not. The authors chose a firm-level
concentration index and use Monte Carlo simulation techniques. They concluded
from their analysis that between-regions spill-overs existed in Italy. They found,
however, that Ellison-Glaeser type indices, which require firm-level data, are not
sufficient to measure the intensity of spatial clustering forces when such between
regions-linkages exist.

In an analysis of structural developments in the manufacturing sector of ten
CEECs, Hildebrandt & Worz (2004) examined industrial concentration for the
years 1993 to 2000. This was done with country-level data on output and

27 The within-country concentration of agriculture and construction were not affected by
accession to the EU. Market services relocated increasingly towards central regions in
context with EU accession.

28 In their formula defining the probability of a “crucial spill-over” between each pair of
plants, Ellison & Glaeser (1999) interestingly also built in the Herfindahl index in the
nominator and denominator, but applied to the plants’ shares of industry employment. In
my research (see Chapter 4, Section 4.5), the Herfindahl index is applied to an industry
sector per region and the share in manufacturing employment. Plant level data were not
available for Hungary, making it impossible for me to use an Ellison-Glaeser index.
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employment for 13 industries using a database of their research institute, the wiiw.
In terms of the one indicator chosen, the authors observed an increase in
concentration of industrial activity both in output and employment terms, to
higher levels and by a higher percentage than in the EU during the “pre-Single
market period”.

Using panel estimation techniques, the authors further found output concentration
to be strongly influenced by differences in technology, differences in FDI levels,
and the location of domestic demand, while concentration of the labour force was
strongly related to productivity differentials only. In their model, the variables
designed to capture explicitly NEG explanations - scale economies, trade costs,
and input-output linkages - remained insignificant. The variable for export orien-
tation to the EU was significant or highly significant for 3 of 6 industries with
high increases in concentration between 1993 and 2000, while the variable for
imports from the EU was relevant for only two industries. This hints towards
inter-industry trade with inputs sourced from different countries than those where
output is sold to. For those three industries - wood, pulp and paper, and
electronics-, the authors conclude that export re-orientation of the CEECs towards
the EU-15 had an impact on increasing concentration and industrial re-structuring
in CEECs. For Hungary, however, the concentration trend in the electronics
industry was, according to the authors, certainly policy driven to a great extent.
Hildebrandt & Worz called for further research of concentration and special-
ization patterns in CEECs and for the EU-25 as a whole, as the concentration
levels in the EU-15 were falling during the period 1993 to 2000 due to the Single
Market programme, while those in the 10 CEECs were rising during the pre-
accession period. This research is one contribution in that field.

In an article on the Single market and geographic concentration in Europe,
Aiginger & Pfaffermayr (2004) analysed the development of industry concen-
tration for 99 Eurostat 3-digit industries for the years 1985, 1992 and 1998. Their
analysis of three concentration measures is based on value added data for the
country-level of 14 EU member states. They found a highly significant difference
in concentration trends in the pre- and post-Single market period. While
concentration was rising before 1986, a decline was observed after the start of the
Single Market programme. Interestingly, the authors acknowledged that while this
is an important political and economic result, countries are not the ideal unit for
studying regional concentration of industries. This seems to confirm the need to
perform such an analysis based on regional level data - as is realised for Hungary
in this research.
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Stirbick (2001) looked at possible agglomeration tendencies of capital in seven
EU-15 countries.”” She was interested in relative concentration of capital in
industry from 1985 to 1994. She applied standardised Gini coefficients and
Lorenz-Miinzner coefficients to data on direct investment and gross fixed capital
formation for 11 industries at the Nuts-2 regional level (instead of employment,
production or value added data which are used by most other studies on
agglomeration). Concentration was found to have increased in Belgium by 18%,
Denmark (by 21%) and Ireland, while the UK had decreasing concentration (by
8%). On the national level, absolute concentration was calculated also for
employment data; this resulted in a level of concentration lower than for capital.
Stirbock concluded that employment is more uniformly allocated than capital,
possibly due to the lower mobility of employment. This is an interesting
statement, which allows the inference that the empirical results on industry
concentration and regional specialization in Hungary of chapters 4 and 5 of this
research - which are obtained based on employment data - can be judged as “more
conservative” than they would have been with capital data.

Briilhart et al. (2008) looked at the influence of tax differentials on agglom-
eration. Drawing on a firm-level dataset for Switzerland and employing fixed-
effects estimation techniques, they found that firm births on average react
negatively to corporate tax burdens, but that the deterrent effect of taxes was
weaker in sectors that were more spatially concentrated. Those findings — accord-
ing to the authors - support the validity of recent theoretical results, suggesting
that agglomeration economies can reduce the importance of tax differentials for
firms’ location choices and thereby lessen the intensity of corporate tax compe-
tition, even if technological and administrative barriers to capital mobility are low.

Finally, in a study on concentration in the services sector, Stierle-von Schiitz &
Stierle (2004) looked at concentration in the services sector for 14 EU member
states and the 10 CEEC candidate countries from 1995 to 2000. They calculated
three of the measures used by Hallet (2000)*° for 11 NACE services sectors with
Eurostat data of gross value added per region. They found that concentration of
financial intermediation slightly increased for the 25 countries over the period,
with a high in 1997, while that of public administration hardly changed at all.
They also found that hotels and restaurants were more likely to be found in
peripheral regions, while financial intermediation and real estate businesses
tended to concentrate in the centre. Overall, they admit that the period analysed
- 1995 to 2000 - was comparatively short for finding general results.

29 These seven countries were: B, DK, F, Irl, I, Lux, and the UK.
30 For a summary and details of Hallet (2000), please see in section 2.2.2.
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2.2.2 Industrial specialization of countries or regions

Related to the topic of agglomeration of industries is the notion of specialization
of countries or regions. Specialization looks at a geographic area and determines -
by means of a selected measure - whether that area is specialised in certain
industries, or whether it is well diversified, or whether the industrial structure is
just equal to the average of a greater space. This section summarizes relevant
findings on this topic in fields related to the subject of this research.

In a working paper on the competitiveness of European industry done for DG
Enterprise of the European Commission (European Commission 1999), a group of
authors analysed industrial specialization of 14 EU countries with regard to
exports and production at the country level. They found that export specialization
- as measured by the Balassa index for revealed comparative advantage - declined
for 3-digit NACE industries during 1988 to 1998, and that specialization in
production®! increased weakly from 1985 to 1998.

Amiti (1999) analysed country specialization for 65 manufacturing industries in
5 EU-15 countries for selected years from 1976 to 1989 using - despite certain
disadvantages®” - the Gini index. She found increasing specialization from 1980 to
1989 both in the richer “core” EU countries France and Germany as well as in the
poorer “peripheral” EU countries Spain and Portugal.

In an analysis of specialization trends in 32 manufacturing industries across
13 EU-15 countries, Briilhart (2001b) analysed country-level specialization using
OECD employment data with locational Gini indices for 1972 to 1996. He found
an increase of specialization and of the dissimilarity of industrial structures in the
sample countries. Specialization was found to be most pronounced in resource-
and labour-intensive sectors. Increasing clustering was found in technology-inten-
sive industries since the mid-1980s. Specialization of exports, whilst decreasing
on average, was stronger than specialization of employment.

Hallet (2000) used Eurostat data of gross value added for 17 Nace manufacturing
branches for 119 regions in order to examine regional specialization and concen-
tration in the EU from 1980 to 1995. On avera%e, he found a very moderate
decline in regional specialization over the period.” 34 regions had become more

31 The authors measure specialization at the country level based on output for which they
take value added at factor costs calculated with the Herfindahl index.

32 See discussion in Chapter 5, Section 5.1 for details.

33 Regional specialization by Hallet (2000) is measured as the coefficient of variation of

sectoral GVA composition in a region in % of the coefficient of variation of sectoral
composition of total GVA of EU-15.
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specialised, while 85 regions had become less specialised. In 1995, Southern peri-
pheral regions tended to be higher specialised due to their smaller economic base.
Several core regions along the “blue banana” also tended to be highly specialised.

In looking at concentration in the EU-15, Hallet (2000) used four measures, a
concentration measure based on a coefficient of variation, a clustering measure
based on a gravity model summing up distance-weighted production of all pairs of
regions, a centrality measure expressing whether production is located in the
centre or the periphery of the EU, and an income measure capturing the GDP per
capita of the regions. For the year 1995, he found that only transport equipment,
paper and printing products were spatially highly concentrated. By means of the
clustering measure for data of 1995, he found that for metal products, transport
equipment, and chemical products the values indicated that production took place
in regions close to each other. Tested for the centrality measure in 1995, most
branches followed the centre-periphery pattern of GDP, except for banking and
insurance services on the high end and textiles on the low side. The income
measure showed in 1995 that the more traditional labour-intensive branches
- food, beverages and tobacco, mineral products, and textiles and clothing - tended
to be located in peripheral regions with lower income.

In a paper on industrial activity in accession countries, Traistaru et al. (2002)
analyzed relative employment specialization in selected accession countries for
the period 1990 to 1999. Using data collected in a private data base and relative
concentration at Nuts-2 or Nuts-3 level, they stated that Hungary had no region
with high specialization and 5 regions with low specialization. Overall, they
suggested that industries in accession countries tend to locate where production
factors are abundant, e.g. labour intensive industries in regions where labour is
abundant, and research-oriented industries in regions with higher shares of
researchers in employment. And larger regions tended to have larger shares of
manufacturing activity than smaller regions.

Finally, in their empirical research on the existence and importance of economic
geography effects, Davis & Weinstein (1999) investigated production structure for
a sample of regions in Japan in the year 1985. They included factors such as
absolute market size, backward-forward linkages and “real-world” geography in
their model. They found that for 8 of 19 manufacturing sectors, among them
transport equipment, electrical machinery, and chemicals, these factors did play a
role in determining the structure of production.
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2.2.3 The effects of trade and the magnitude of trade costs

As the Europe agreement with Hungary as a legal framework for economic inte-
gration consisted to an important extent of trade provisions, and this research is
interested in seeing whether there was an influence of bilateral trade and
integration on agglomerations and regional development in Hungary, this section
will review previous research on trade in its effects on industry location. As trade
costs play an important role in the models of NEG dealing with economic inte-
gration, studies with empirical estimates on the magnitude of trade costs will also
be included.

A report commissioned by the European Commission (1994) analysed the econ-
omic interpenetration in foreign trade between the EU-12 and Eastern Europe. For
the period 1988 to 1993, the authors found that Hungary’s export strength to the
EU tended to be in labour-intensive products requiring medium-skill level labour
input. The progress of more R&D as well as skill-intensive industries in the early
1990s showed that the dominance of rather simple labour intensive exports may
have been characterizing the pre-transition and early transition phase only. The
authors also calculated an index measuring the change of trade pattern with the
EU. With respect to exports and imports, that index was lowest for Hungary
among the 5 CEECs which were part of that study during the five-year period
1988 to 1993. This means that Hungary’s trade pattern with the EU countries had
changed much less than that of the other CEECs during that re-orientation phase.
This could be explained by the fact that in 1988, Hungary was the most market-
oriented CEEC by some distance, having already started down the path of reform
some time before.**

The authors of European Commission (1994) also looked at trade barriers at the
NACE 3-digit industry facing Hungarian exports into the European Community
level during 1988 to 1992. Almost all sectors were subject to a most-favoured
nation rate of duty not equal to zero, of on average 7.1%, ranging from about 1%
up to 18% in 1988. About a quarter of all import sectors was subject to quota
regimes, encompassing in some cases almost 100% of the EU imports of the
product from Hungary, equal to 26.8% on average over all sectors. Further, about
one fifth of imports from Hungary were subject to other non-tariff barriers; this
encompassed on average 14.2% of the EU imports from Hungary in 1988.% The
30 most protected EU sectors were also listed in that publication. These sectors
were encompassing a cumulated export share of 51.4%, among them many food

34 More details on economic reforms in Hungary will be given in chapter 3, section 3.1,
section 3.2.3, and section 3.8.
35 This figure is certainly at the low side, the actual figure must be much higher in my view,

given the multiple potential obstacles on the NTB side.
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and textiles products, steel tubes and radio and television equipment. Those
findings were broadly confirmed in the “Trade Policy Review” of Hungary by the
World Trade Organization (1998).

In studies by Landesmann & Stehrer (2002 and 2008) on several CEECs, the
authors analysed the evolution of competitiveness, industry and trade specializa-
tion. While one set of countries remained locked into a rather traditional pattern of
trade and industry specialization (in low-skill, labour-intensive branches), others
- among them Hungary - showed a much more dynamic pattern of integration into
the European division of labour. Different countries in the region had succeeded
to different degrees in the qualitative nature of their structural transformation and
in developing their position in cross-European trade structures. This differen-
tiation was likely to have, according to the authors, a bearing on how they would
cope with the additional adjustments required by the accession process itself and
on what footing they would be able to participate in the integrated structures of
the enlarged European economy. This also has implications for the instruments
required to deal with the problems of cohesion once they are members of the EU
(on this latter aspect, see the policy conclusions of this research in chapter 7,
section 7.2).

Briilhart & Torstensson (1998) analysed the role of intra-industry trade during
European integration on the location of European industry. They used Eurostat
data on the country level for 12 EU-15 countries. They were interested in the role
of scale economies and the level of intra-industry trade during increasing
European integration. The authors also included in their analysis the role of NTBs
for the sample of 98 industries for 6 selected years between 1961 and 1990. They
found that intra-industry trade (IIT) was highest for industries with low scale
economies and low NTBs, lower for high scale economies and high NTBs, and
lowest for high scale economies, low NTBs. Over the time span from 1961 to
1990, IIT had risen for all of these categories. From 1977 and 1990, the level of
IIT remained more or less the same. Whether NTBs were high or low only
mattered for industries with high scale economies in producing different levels of
IIT, and not noticeably for industries with low scale economies.

In a paper on trade-induced adjustments in industry, Azhar & Elliott (2003)
applied a so-called S-index®® to industry level data in the United Kingdom (UK).
Their aim was to identify increases in inter-industry trade, which mean that
import and export changes were unmatched and thus induced a re-allocation of
resources from industries contracting to those expanding. Those adjustments
follow the rule: the greater are the factor requirement differences between

36 The S-index is a modified measure for adjustment costs, belonging to the family of
marginal indices measuring intra-industry trade.
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industries and the more geographically dispersed is the production, the more
severe are the adjustment implications. If increases in trade are intra-industry in
nature, however, the smooth adjustment hypothesis should hold, i.e. the adjust-
ment costs will be less because resource transfers as a result of sectorally matched
increases in imports and exports can be contained within individual industries or
possibly firms.

Applying the S-index to 80 SIC 3-digit manufacturing industries’ trade of the UK
with the rest of the world from 1979 to 1991, Azhar & Elliott found differentiated
results. The textiles industry experienced the most severe contraction due to trade
induced adjustment pressures, as did the extraction and manufacture of minerals.
The largest adjustment costs associated with expanding sectors were found in
mechanical engineering, food processing, manufacture of motor vehicles, and the
manufacture of office machinery. The application of that S-index is judged not to
be appropriate for this research’ analysis of industry agglomeration and regional
development in Hungary, as it describes intra-industry trade at the country-level
between countries only and makes no predictions for the regional level.

The phenomenon of outward processing trade (OPT) which played a role for most
CEECs in the 1990s was analysed by Tajoli (2003). Looking at EU-CEEC trade
structures during the transition period, the author calculated shares of outward
processing trade (OPT) in total trade for the years 1989 to 2000. For Hungary, the
OPT had its main importance in the early years of that period; its influence
declined rapidly from 1997 onwards. In 1989, the share of OPT in total trade was
at 16.3%, in 1992 and 1993 both above 20%, 1994 still high at 17.5%; then the
gradual decline started with 13% in the following two years, 10% in 1997, and
down to a mere 4% by the year 2000. In comparison with other large CEECs,
Hungary had the second highest share of OPT in total trade, second only after
Romania. Poland, the Czech Republic and Slovakia experienced a similar relative
decline over time as Hungary did. Only for the Baltic countries, OPT played an
increasing role during the later 1990s, however declining from 1998 onwards as
well. The reason behind the end of this phenomenon of OPT in Europe is that
processes in the textiles industry were subject to globalisation. While labour costs
in CEECs had been gradually increasing, international trade costs were falling and
quality standards were improving slowly in China, it became economically more
attractive for the textiles sector to shift production completely to countries in the
Far East, such as India and the largest share to China.

The next set of empirical studies deals with the magnitude and importance of
trade costs. With respect to borders and international trade, the World Bank
(2008a) states that the number of international borders has increased from 100 to
more than 600 since 1900. What matters for economic growth is the “thickness”
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of economic borders, which depends on the restrictions on the flow of goods,
capital, people, and ideas. That report stated that borders between the member
states of the EU were only about one-forth as thick as those in Western Africa.
Further, while stating that prosperity demands mobile people’’, the role of falling
transport costs is recognised explicitly. Falling transport costs encourage speciali-
zation and trade between economies at similar stages of development. Intra-
industry trade is now half of global trade, up from about a quarter in the 1960s.
Because this trade is especially sensitive to transport costs, East Asia, North
America, and Western Europe account for much of it.

In an analysis of the magnitude and causes of market fragmentation in the EU-15,
Head & Mayer (2000) applied a monopolistic competition model of trade to
estimate border effects for 120 NACE 3-digit industries for the period 1975 to
1987, including also Eurostat Comext trade data and information on NTBs*®.
They found on average smaller border effects in Europe than those estimated for
the Canada-US border. For the average industry in 1985, Europeans purchased
14 times more from domestic producers than from equally distant foreign ones.
The tariff equivalent of the border was 36% for 1984-1986, as indicated by the
most conservative estimation method. Where countries had a common language,
however, the border impediment effect was only around 5%. Brenton et al. (2001)
pointed out the importance of NTBs for accession countries, in context with their
integration into the European Common market and their taking over the Acquis
Communautaire in the field.

Head & Mayer (2000) further decomposed border effects into a part due to
government actions impeding trade, i.e. NTBs, and into consumer preferences for
domestically-made products, i.e. home bias. While the impact of borders has
declined over time during the process of European integration, the reductions
began at least a decade before the launch of the Single Market programme. Their
results provide indirect evidence for a consumer bias as explanation of border
effects.

Niebuhr & Schlitte (2008) based themselves on estimates by Brocker (1998) and
other authors and used travel time equivalents instead to measure the impediment
effect of a border. This means that for them, travel time between the CEECs and
EU-15 countries includes waiting times at border crossings, which are added as a

37 The USA, the world’s largest economy, is also among the most mobile, with about 35
million people changing their places of residence every year (World Bank 2008a). This
corresponds to 12.0% of the population. The figure is not inter-state mobility, but counts
any internal mobility.

38 See also a study of the European Commission by Buigues et al. (1990) on NTBs in the
EU.
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time penalty to raw travel times. Proceeding economic integration is then
modelled by reducing the time penalties. The authors assumed that the accession
of the CEECs to the EU corresponds to a decline of this time penalty from the
start level of 60 minutes - when crossing from a CEEC to an EU-15 country - and
100 minutes in the case of crossing from one CEEC to another CEEC. By these
estimates, they generated data for the purpose of evaluating improvements in
market access due to Eastern enlargement of the EU, based on GVA and
consumption data.

In a discussion paper on the economic geography of trade, Overman et al. (2001)
looked at transport costs estimates in literature. They stated that there exists a
wide dispersion of transport costs (here in the narrow sense, i.e. not including
NTBs) across commodities and across countries. For the US in 1994, freight
expenditure was only 3.8% of the value of imports according to customs data,
while the equivalent numbers for Brazil and land-locked Paraguay were 7.3% and
13.3% respectively. These data incorporate the fact that most trade is with
countries that are close, and in goods with low transport costs. Looking at
transport costs unweighted by trade volumes gives much higher numbers.*® The
median cif/fob ratio, across all country pairs for which data was available, was
1.28 - implying 28% transport and insurance costs. Sharing a common border
substantially reduces transport costs. Finally, overland distance is around 7 times
more expensive than sea distance: being landlocked increases transport costs by
approximately 50%.*

A further empirical study on trade costs is that by Hummels (2001) who estimated
the cost of time in transit and also looked specifically at manufactured goods. He
used data on some 25 million observations of shipments into the US, some by air
and some by sea. The cost of an extra day’s travel is around 0.3% of the value
shipped. For manufacturing sectors, the number goes up to 0.5%. Remarkably,
these costs are around 30 times larger than the interest charge on the value of
goods. The share of US imports going by air freight rose from 0 to 30% between
1959 and 1998.

Estimates by Hummels also indicate that each additional day spent in transport
reduces the probability that the US will source from that country by 1 - 1.5%. For
manufactured goods, each day saved in shipping time is worth 0.8% ad-valorem.
The advent of fast transport (air shipping, containerization and faster ocean
vessels) is equivalent to reducing tariffs on manufactured goods from 32% to 9%

39 Looking across commodities, an unweighted average of freight rates is typically 2 to 3
times higher than the trade weighted average rate, according to Overman et al. (2001).

40 Whilst being landlocked is the case for Hungary, the value should probably be lower than
50%, as Hungary uses the Danube waterway advantageously for shipment of goods.
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between 1950 and 1998. That gives a reduction in average shipping times of
26 days over 50 years, equivalent to a shipping cost reduction worth 12 - 13% of
the value of goods traded. This analysis shows that even without the effects of
economic integration, trade costs have fallen over time due to technological
progress and probably also due to the simplification of customs formalities.

2.2.4 Foreign Direct Investment (FDI) and local labour markets

Foreign direct investment (FDI) can also play a role in directing industry location
and the formation of agglomerations. Local labour markets bear an influence on
the location or relocation decision of firms or industries as well. The findings of
empirical studies on Hungary relevant for this research shall be summarized in
this section.

In a paper on the labour market in Hungary during the transition period 1993 to
2000, the Hungarian author Fazekas (2003) analysed the effects of foreign direct
investment and other influences on the performance of local labour markets. He
described that during the first phases of the transition to a market economy, more
than 1.5 million jobs disappeared in Hungary; new jobs were created elsewhere,
namely in developed urban agglomerations. He saw the observed polarisation of
local labour markets in Hungary as mainly driven by employment changes as a
consequence of agglomeration forces in transition economies. Fazekas further
found that unit labour costs were lower in regions with low unemployment due to
higher productivity prevailing there. He called the internal migration flows ob-
served in the years 1996 and 2001 “quite modest”, yet acknowledged that they did
react to economic incentives to some extent. By means of regression analysis, the
author found that the industrial past of the regions, the proximity to Western
borders, and the education level of the local labour force had a positive impact on
attracting foreign direct investment to a region. Finally, an increasing density of
firms with FDI was found to have a significant positive effect on the productivity
of domestic firms. According to the author, this could be one of the explanations
of the increasing regional productivity gap between firms settled in good and bad
regions.

Csengodi et al. (2003) did research on foreign takeovers and wages in Hungary
during the period 1992 to 2001. Using private firm level data from Hungary, they
found that wage levels for FDI-target firms tended to be about 9% higher than
those of indigenous firms, and this already prior to the ownership change - which
they saw as confirmation towards the “picking the winner” hypothesis.

Békés (2005) analysed Hungarian FDI data from a firm level data base for the
period 1993 to 2002. His question was whether there existed agglomeration
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effects strong enough to explain the co-location of firms. He analysed two-digit
sectors by means of a model including input-output linkages, wage level data for
labour costs, but disregarding market structure and competition, one of the main
weaknesses of that model. He found it difficult to disentangle various agglom-
eration forces within an industry. He concluded that most of the industries do have
a strong tendency to settle where other similar firms have already settled, and that
subsidies tended to attract large firms. He suggests that improving the relation-
ships between suppliers and multinationals would probably foster more invest-
ment.

In a study on agglomeration economies and location choice for FDI, Boudier-
Bensebaa (2005) developed a panel model of the location determinants of FDI.
She estimated this based on FDI stocks for the 7 Nuts-2 regions in Hungary from
1990 to 2000. The author concluded that countries with higher labour availability,
greater industrial demand and higher manufacturing density attract more FDI.
Surprisingly, higher unit labour costs were found to attract FDI - as in the research
by Csengodi et al. (2003). The causation should rather be vice-versa in my view:
That firms with FDI tend to pay a wage premium. In addition, inter-industrial
agglomeration economies and infrastructure availability were found to be impor-
tant in that article.

2.2.5 Studies on the CEECs and on Hungary

This section looks at studies comprising several CEECs or Hungary directly
during the transition period and the pre-accession phase, where such studies
looked at regional development during integration or at some aspects of industry
location. Literature since the EU accession of Hungary is hardly available so far
due to lack of recent data.

In an analysis of regional development in Poland, Hungary and the Czech
Republic, Dreyhaupt-von Speicher (2002) investigated the influence of various
factors on regional welfare and growth. That study comprised data for 77 regions
in the 3 countries for the years 1996 and 1999. Factors included were the un-
employment rate, the activity rate, employees in industry, gross wages in industry,
gross production investment, and some welfare indicators like doctors and the
availability of certain services. Using cluster analysis, four types of regions were
identified with respect to their per-capita-GDP and welfare. For Hungary, the
relative position of Central Hungary had advanced from the third to the most
dynamic group between 1996 and 1999. No catching-up of the economically
weaker regions in Hungary was noticeable from 1996 to 1999.
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In a regression analysis of influences on regional development, Dreyhaupt-von
Speicher found a positive correlation of housing conditions and the availability of
passenger cars with regional per-capita-income. The state of the transformation
process to a market economy, infrastructure endowments, human capital dispo-
sition, and geographical factors such as the distance to the national capital or to
economic centres of the EU were also found relevant. As a policy strategy for EU
regional policy, the author recommended to grant transition countries more
national autonomy in the allocation of funds, such that they could foster growth
regions and put more means into the improvement of national labour mobility and
the housing infrastructure.

In a study on the emerging economic geography in EU accession countries,
Traistaru et al. (editors, 2003) gave an overview of the economic situation in 5
CEECs*! in the 1990s in view of their expected EU accession. The research used a
private data base comprising the years 1990 to 1999, for Slovenia only from 1994
onwards. The authors stated that border regions with the EU-15 countries
benefited most in terms of growth of per-capita-income, employment rates and
FDI, while regions bordering external countries proceeded with their decline. The
study found declining wages in more peripheral regions as compared to the capital
region for all countries. A catching-up had started only towards the end of the
decade, but could not be directly related to trade integration with the EU
according to the data base of these authors.

Regarding geographic concentration of manufacturing, the study found that this
had not changed significantly in Estonia, Hungary, Slovenia and Romania during
the 1990s. Higher regional specialization tended to be associated with inferior
economic performance, while regions with lower specialization performed better
than the national average. This finding was not confirmed, by the results drawn
from the Hungary chapter, however, where the Western regions were found to be
more specialised than the rest of the country and economically better off also.

In a publication called “Change of course”, the Hungarian Central Statistical
Office (2005) provided an overview of developments in the broad sectors of
Hungary’s economy based on the statistics of HCSO. This broad summary
allowed to analyse the effects of the transition phase on the situation of the
economy and of the population. To give an example, while GDP declined in real
terms from 1989 to 1998 when it reached again its pre-transition level, real
income per capita declined with a lag of about 3 years and only reached its 1989
level in the year 2001. Other figures from that publication will be referred to in
chapter 3 to put my own findings into context.

41 The five CEECs were Bulgaria, Estonia, Hungary (that chapter was written by Mafioli
2003), Romania, and Slovenia.
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Rechnitzer (2000) analysed Hungary’s regions during the transition period. Based
on 11 indicators, he identified similarities between Nuts-2 regions and showed
how the regional system in Hungary had changed from 1991, at the start of the
transition, to 1995, which he called near the end of it. Whilst in the first year, he
noticed seven clearly separated groups, by 1995, more homogenous blocks with
similar growth courses had formed, linked by apparent routes of development.

In his contribution to a book by Petrakos et al. (2000), Nemes-Nagy (2000)
looked at the new regional structure in Hungary after the transition to a market
economy. For the year 1996, he stated that around 40% of Hungary’s population
of about 10 million was living in different types of settlements part of “winner”
regions, 19.3% in so-called “starting-up” (the catching-up) regions, 17.8% in
stagnating regions, and 22.8% in “loser” regions. Based on micro-regions, he
further identified two areas of economic potential, one broadly around the capital,
the other near the Western border with the EU.

In a chapter contained in the book edited by Hajdu (1999) on regional processes
and spatial structures in Hungary in the 1990s, Faragé (1999) analysed regional
economic development in a historical perspective.*” He described territorial devel-
opment axes in Hungary in the 1990s. He pointed out that the development
watershed of the socialist era had been an axis reaching from the North-East of
Hungary - with heavy industry and mining - to the South-West, crossing through
Budapest.® In the later 1990s, the new development shed was between a
prospering Western part and a declining Eastern part, notably a North-South axis
starting at the Northern border of Central Hungary and passing through Budapest
to the Southern border.* According to this line, 13 regions are in the Western part
and 7 of the 20 Nuts-3 planning-statistical regions make up the Eastern part of
Hungary. Faragé further identified winner and loser regions based on 1996-data.
He called the former industrial centres as well as the Eastern-most region
Szabolcs-Szatmar-Bereg “the main losers” in the 1990s, for those regions have
not been capable of coping with the structural transformations.

42 According to Fazekas (1999), in the Roman age the river Danube separated the
civilization of the Roman Empire from the “barbaric territories”. Under Turkish rule, the
Great Plain lost a significant part of its population. Urbanisation, the development of the
bourgeois middle class was a significantly faster process in the North (mainly in the areas
that today belong to Slovakia) and in the Western part of the country, where conditions
were also more favourable for industrialisation.

43 In terms of Nuts-2 regions, the socialist era development axis would reach from Northern
Hungary to Southern Transdanubia, and passing through Central Hungary.
44 That axis starts in the North-Centre, passing along Pest and Budapest regions, Bécs-

Kiskun and in the South along Csongrad region’s border.
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Hantke (1995)* analysed trade relations of Hungary with the countries of the EU
at the start of the Europe agreement and immediately prior to it. After an overview
of the main trade provisions of the Europe agreement, the reorientation of
Hungary’s foreign trade flows which took place from 1988 to 1994 is looked into
by means of trade statistics. Trade frictions which occurred in sensitive sectors in
the first years of application of the Europe agreement were investigated from a
political economy point of view, and actual developments were evaluated in the
light of the predictions made by gravity models and discussed in view of EU trade
and pre-accession policies. The results showed that Hungary’s exports to the EU
increased by over 40% from 1988 to the end of 1992, the first year of being in
force of the Europe agreement, and the share of the EU countries in total exports
had increased from 23% in 1988 to 50% by 1992. The commodity composition
started to change by 1993, from primarily agricultural towards manufactured
products due to the scope of the trade provisions of the Europe agreement.
Furthermore, Hantke (1995) assessed Hungary as being not yet well prepared to
cope with the full impact of EU membership on its economy and predicted that
this would be the case between 2000 and 2005. This has been a realistic prediction
with hindsight, given that the actual EU accession date of Hungary was 1¥ of May
2004.

De Sousa & Disdier (2002) looked at the importance of the legal framework as a
trade barrier in 3 CEECs, using data for 17 ISIC sectors during the 4-year period
1995 to 1998. With respect to Hungary, they found that legal trade barriers did
play a significant role in reducing international trade. The trade impediments
worked both on the importers as well as on the exporters. In order of magnitude,
border effects were found to be highest for food, beverages and tobacco, for
wood, paper, printing and publishing, which they explained partly by national
preferences. Weaker border effects were found in machinery and electrical
equipment as well as textiles. These findings - though somewhat vague due to the
shortness of the observation period - correspond broadly to those of other studies
such as Head & Mayer (2000).46

Szanyi (2005) looked at the electrical and optical equipment sector in Hungary
from 1993 to 2004. Many former state-owned firms in that sector went bankrupt
during 1993 to 1995. Up to the year 2000, FDI flows were characterized almost
exclusively by inward investment flows. The largest foreign investors in the
industry were companies like Siemens, IBM, Ericson and Nokia. After 1998 to
2000, re-locations started to play a role, such as re-location cases from Hungary to
China or to Ukraine. Most relocations from Hungary were labour intensive
activities in light industries or screwdriver-type activities in electronics. Still, far

45 Hantke is the maiden name of Cordula Wandel.
46 See summary on the magnitude of trade costs in section 2.2.3, in the latter part.
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more expansions and new establishments were carried out than relocations,
measured both by the number of cases and by the potential impact on employ-
ment. Not only were existing activities expanded, but in many cases new activities
were picked up, or other types of corporate functions including R&D were moved
to Hungary.

Finally, in its first evaluation of the economic effects of Eastern enlargement, the
European Commission (2006a) compared expectations towards the enlargement
with first data after its realisation. That paper gave a policy-sided view on the
economic geography of Europe which emerged since the EU accession of
Hungary and 9 other countries. Chapter 7 will discuss more in detail potential
policy relevant inferences from the results of the current research. The enlarge-
ment on 1 May 2004 has increased the GDP by 5% of EU-25 GDP, or 9% in
terms of purchasing power, yet population increased by 20%. The economic fields
covered by that evaluation included macroeconomic growth, the labour and
financial markets, trade integration, FDI, migration, and agriculture.*’

That analysis of economic effects of Eastern enlargement (European Commission
2006a) further stated that the CEECs were net beneficiaries of the EU budget.
Migratory flows from the new member states (CEECs) into the EU-15 countries
remained small in general, even towards those member states which have allowed
unrestricted movement of workers. Previous fears of re-location were not
justified, according to the data on which the authors based their evaluation. Whilst
agricultural markets in the EU-25 were quite heterogeneous, increased trade
integration, an inflow of FDI and direct income payments by the EU had
contributed to a modernisation of agriculture by 2006. Ample room still remains
for further rationalisation and increases in productivity in the agricultural sector of
the new member states. The study concluded that the economic changes induced
by the Eastern enlargement have been absorbed quite smoothly overall, and that
there was no evidence of disruptive impacts on the product or labour markets.
While they saw optimism in order, they warmed not to underestimate the
remaining challenges such as the ageing population and related budgetary strains,
the wide gap in living standards and per-capita income, and the steps to take
towards a growth-oriented knowledge based society.

What can be concluded from this overview of previous empirical research in
section 2.2? The few existing studies on industry agglomeration or regional
specialization in Eastern Europe have three main shortcomings: (i) That the time
period was too short, mostly from 1995 until 2000, or 1992 until 1999. The

47 That paper was more policy-driven than empirically motivated, however, as a view to the
group of authors shows: the “Bureau for European Policy Advisers” and the “Directorate
General Economic and Financial Affairs”, both services of the European Commission.
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present research will more than double that time span by the data base used here,
namely from 1992 until 2008, spanning even the first five years since the EU
accession of Hungary. (i) Where the degree of concentration of industries was
analysed regarding Eastern Europe, this has been done so at the country level, or
with insufficient details about the regional level. This is the second speciality of
this work in this respect, that it will analyse manufacturing agglomeration in
Hungary based on data of the regional level. (iii) Finally, the subject of regional
specialization in CEECs has hardly been dealt with in literature. This will be done
in chapter 5 for the 20 regions of Hungary, an internationally open country, in the
context of increasing European integration.

This concludes section 2.2 of this chapter which reviewed previous empirical
research relevant for the topic dealt with in this research.

2.3 The Europe agreement with Hungary

This section deals with the institution of the Europe agreement*® which provided
the legal framework governing the economic integration of Hungary with the EU
during the pre-accession period. The aim is to set out the parameters which could
have been relevant for shaping the integration process and which will be taken up
in the regression models in chapter 6. As the Europe agreement was in force
approximately for 12 years of the time span for which data were available, namely
from March 1992* °° up to the end of April 2004, this context for industry
agglomeration and specialization of regions in Hungary cannot be ignored.

Apart from the Europe agreement, the importance of the so-called Copenhagen
conditions of 1993 being fulfilled by Hungary as a prerequisite for EU accession
shall be mentioned. The European Council formulated them as being a
functioning market economy, a state governed by the rule of law, and a pluralistic
democracy, as well as having transposed most of the Acquis Communautaire”’
into national law. Eger (2003) pointed out the role which such conditionality can
play for the ability of the government of an accession country to impose a “hard

48 Official Journal of the European Communities (1994): Europe agreement Establishing an
Association Between the European Communities and their Member States, on the one
part, and the Republic of Hungary, of the other part, No. L/25, 29 January 1994, Brussels.

49 This was the date of entering into force of the Interim Trade Agreement which enabled
the trade provisions to be applied in advance of the double ratification in all EU
institutions and all EU member states and Hungary, which took 2 years longer.

50 Official Journal of the European Communities (1992): Interim Europe agreement
between the EU and Hungary, OJ No. L 116/92, No. L 195/93, and No. 200/93,
Corrigendum to the Interim Europe agreement, OJ No. L 13/93 of 21 January 1993.

51 This refers to the legislation passed by and in force in the current EU.
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budget constraint” on the enterprise sector. The results of an empirical test of the
relation between declining employment and output for 21 transformation
countries - among them 10 accession countries including Hungary - have verified
the proposition that the perspective of full EU membership can bring about this
more efficient outcome.

This section now deals with the main contents of the Europe agreement, more
concretely with its economic and trade provisions of the institutional arrangement
in force in parallel to Hungary’s request and negotiations of full membership, the
request for which had been deposited in 1994. When in 1990 and 1991, the
European Commission negotiated a new type of association agreements with
Hungary, Poland and Czechoslovakia in parallel, they were both a response to
fundamental changes in the political situations as well as to serious economic
problems in the wake of the fall of the Berlin wall, the break-down of trade
relations within the Council for Mutual Economic Assistance (CMEA) and the
strive to make a transition to a market economy and a pluralist democracy
governed by the rule of law. The preamble reflected this large political step,
stating that the contracting parties intend to “establish close and lasting relations
of a new quality”.

The Europe agreement contained three broad types of provisions:

@) Provisions regarding the free movement of goods, thus trade
provisions;

(i)  Provisions setting up a level playing field with the EU, including
such on competition policy, state aid rules, movement of workers,
establishment of firms, and supply of services;’ 2 and

(iii)  Political provisions, providing for an institutionalised political
dialogue on economic matters, financial cooperation, and cultural
cooperation.

The trade provisions shall be described here. For the remainder of this research, it
can be assumed as given that the free transfer of capital in convertible currency
- an important condition for FDI - and other preconditions of a free market
economy such as private property, legal forms of enterprises, a taxation regime
similar to those of the EU countries, a modern banking system, and a functioning
court system governed by the rule of law were existing in Hungary during the
period of this research.

52 Such rules are included in the European Treaties to govern economic relations in the
European Single Market when the jurisdictions of several member states are concerned;
they were included in the Europe agreement in an appropriate form to guarantee a level
playing field, and probably in preparation for a future full membership of Hungary in the
EU.
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The creation of a free-trade area between the EU and Hungary within the time
span of approximately 10 years53 was the principal objective of the Europe
agreement. Trade liberalisation was done by the EU first, which eliminated tariffs
and quantitative restrictions on industrial products on the date of entry into force
of the agreement, while Hungary opened up its markets more gradually. The
trade-weighted average tariff (MFN) was to fall from 7.5% in 1992 to 1.9% in
1994, 1.2% in 1995 and 0.0% in 1997 onwards, according to the European
Commission (1994).

This trade liberalisation under the Europe agreement encompassed mainly trade in
manufactured goods. According to the European Commission (1994), 49.5% of
Hungary’s total exports entered into the EU duty-free in 1992, and some 75% of
industrial exports from Hungary would enter the EU free of tariffs and
quantitative restrictions by the end of 1994. A later publication of the EU
Commission (2006) stated that this free-trade zone covered 85% of bilateral trade.
As a matter of fact, mainly the agricultural goods and processed products thereof
remained outside the scope of the Europe agreement, or - as in the case of certain
industrial goods considered sensitive by EU member states - were allowed free
trade much later than the general provisions foresaw.

What can be taken as given, however, is that the Europe agreement did liberalise
most trade in manufactured goods. As the analysis of industry agglomeration and
specialization undertaken by this research is based on data for manufacturing
industries in Hungary, the Europe agreement and post-accession process can be
considered as relevant frameworks under which the European integration of
Hungary unfolded its economic effects.

2.4 The hypotheses

The theoretical models of the NEG - which have been chosen as the theoretical
framework for this research - make general predictions about the location of
industry and regional specialization in the course of economic integration.
Proceeding economic integration is modelled through falling trade costs. While
these are falling between countries due to the measures implied by a customs
union and technological progress in the transport industry, they are also falling
between regions within a country, not only due to the latter, but also due to
infrastructure improvements such as those implied for beneficiaries of the
European regional policy and the respective pre-accession instruments®. At

53 This period was later accelerated for most sectors, except for certain ones considered
sensitive.
54 In the case of Hungary and the other CEECs, this was called ISPA.
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initially relatively high trade costs, dispersion of industry will prevail (symmetry
in two region models), firms will locate close to consumers; at medium-level trade
costs, centripetal forces will reinforce agglomeration, centre-periphery structures
will prevail, regional specialization will be highest; at relatively low trade costs,
firms and workers will disperse again, a lower degree of regional specialization
will be entailed.

The models by Ludema & Wooton (1997) - assuming inter-regional but not full
migration of workers - and the model by Puga (1999) assuming no inter-regional
migration could be used as theoretical framework. Which of these seems appro-
priate depends on the actual levels of inter-regional migration in Hungary (high or
low).”® The models by Krugman & Venables (1996) and by Livas-Elizondo &
Krugman (1996) are also suitable for the international context involving regional
implications in a country with more than one region.

Table 4: Formulation of the hypotheses

B Integration with the EU under the Europe agreement reinforced industry
agglomeration in the manufacturing sector.

B This integration also led to an increase in regional specialization of the
20 regions at an inter-mediate stage.

@ With proceeding integration, dispersion tendencies set in and regional
specialization decreased.

B This turning point was reached prior to full EU-membership of Hungary.

B Integration with the EU determined to a certain extent where in space the
concentration of manufacturing industries took place.

Source: Own formulation.

Questions which are posed by this empirical research are: Which influences did
European integration have on regional development in Hungary? The location of
industry and changes in the degree of industry agglomerations, were they shaped
by the influence of European integration, or by domestic economic policies, or by
other factors such as local labour markets, other locational advantages, or the role
of history? Which development did agglomeration of manufacturing industries
undergo during increasing integration with the EU? Did integration and trade
reinforce industry agglomeration in the manufacturing sector? Did agglomeration

55 The inter-regional migration in Hungary is analysed in detail in chapter 3, sections 3.5.1,
3.5.2,and 3.5.3.
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decrease? Were there perhaps phases of both? How did this affect the
specialization of regions in Hungary? And where in space did the concentration of
manufacturing industries take place? Was there perhaps a direct influence of the
trade provisions of the Europe agreement on manufacturing concentration or
regional specialization in Hungary? In light of these questions, the hypotheses
shown in Table 4 are formulated.

Most previous empirical research on industry agglomeration in CEECs only
remained at the country level, such as Hildebrandt & Worz (2004), or - where it
went to the regional level - such as that by Traistaru et al. (2003) - used data
series which were too short or even contradictory. Hence, there is a need for in
depth empirical research on the industry and regional level for individual
countries in Central and Eastern Europe such as Hungary. The relatively long time
period from 1992 to 2008 will be one of the advantages of the research results of
this research.

A unique contribution of this research in measuring industry agglomeration in
Hungary is that it applies six different concentration indices to the same set of
data, thus allowing for a comparison of them. All of these indices were applied to
Hungarian employment data by manufacturing subsector by region. The relatively
long time series is the longest available and reliable at the time of writing using
the Hungarian regional sectoral employment data series of the HCSO, namely
1992 to 2008. Regional specialization is measured also by means of calculating
appropriate index figures.

The hypothesis of this research will be approached as follows by the remaining
chapters of this research: Chapter 3 will evaluate the hypothesis by means of
empirical descriptive analysis of main economic and regional indicators for
Hungary. Chapter 4 will analyse industry concentration in Hungary by means of
empirical calculations of 6 different concentration indices. Chapter 5 will present
empirical results on the development of regional specialization in Hungary over
the period. Chapter 6 will proceed with regression analysis on industry concen-
tration and regional specialization. Finally, chapter 7 concludes this research with
a view to policy recommendations regarding European regional policy and a
perspective on future developments. Before proceeding with the remainder of this
research, an overview of the data used as a basis shall be given in section 2.5.

2.5 Data used for this research

For the purpose of analysing industry agglomeration and regional development in
Hungary in the context of European integration, I have chosen to use Hungarian
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data provided by the Hungarian Central Statistical Office (HCSO). This was
decided in order to obtain data on the longest possible time period for my
research, and also the most recent ones at the end.*® This time period was 1992 to
2008 for the most important data series.’” According to the opinion of Hungarian
researchers which I interviewed on this subject, data from 1992 onwards are
largely trustworthy by international standards. Therefore, that year has been
chosen as a starting point. The main series used were the “Regional Statistical
Yearbook of Hungary”, the “Statistical Yearbook of Hungary”, and the “Year-
book of External Trade”.® The data for the years 1992 until 1998 had to be typed
into the computer manually from the printed format, as electronic versions started
to be available only from 1999 onwards. For 2006 until 2008, the data were
available from a special database of the HCSO. As the methodology had changed
slightly, the data for the latter three years were adapted for consistency.*

As this research deals with Hungary at the regional and industry level on the one
hand and the EU on the other hand, there was no need to use data from Eurostat
which would make several countries internationally comparable. More important-
ly, data on foreign trade provided by the HCSO also include exports from the so-
called ,,customs-free zones” while Eurostat data do not. ,,Customs-free zones”
were an important economic factor for Hungarian industry during the research
period, as they contributed a share of 43% of Hungarian exports in 1999.%

With regards to the industry level, the manufacturing sectors have been chosen as
the level of detail, as the Europe agreement, the institutional framework of pre-
accession integration and trade, covered mostly manufacturing products. For the
entire period 1992 to 2008, the HCSO provides data for 8 sectors (more sectors
would have been available only from 1999 on). These are shown in Table 5.

56 Harmonisation and verification of national data by Eurostat typically takes around two
years at least before Eurostat publishes them.
57 The data for 2008 for that series have been released on the HCSO website on 20th of

February 2009.

58 Where different sources are used in this research, such as FEurostat, the European
Commission, or some by the Hungarian government, this is explicitly mentioned.

59 The difference was that from the electronic platform, only data for the manufacturing

subsectors per region for enterprises with more than 4 employees and also institutions of
central and local government, social security and non-profit institutions were included.
This makes a difference mainly for the capital of Budapest. Hungary is a rather central-
ised country by its administrative tradition. To abstract from the latter three categories for
the data of Budapest, the difference of the employment for the overlapping years of the
two data series (2003, 2004, 2005) was taken as a %, and then this divergence was
averaged and used as a corrector on the raw figures for Budapest for the years 2006 to
2008.

60 For more details on these customs-free zones, see the summary of the article by Vaddsz
(2000) in section 3.2.4.
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Table 5:

The 8 manufacturing sectors used in this research

food, beverages,
and tobacco
DA*

15,16**

textiles, wearing
apparel, leather and
fur products

DB, DC

17-19

wood, paper and
printing, publishing
DD, DE

20-22

chemicals and
chemical products
DF, DG, DH
23-25

other non-metallic
mineral products

basic metals and
fabricated metal

machinery and
equipment (n.e.c.,

other manufacturing
industries, recycling

DI products electrical and optical| DN
26 DJ equipment; transport| 36-37
27-28 equipment)
DK-DM, 29-35

Notes: *DA-DN: Hungarian TEAOR-classification
** 15-37: Corresponding NACE 2-digit classification.

Sources of data: HCSO: Statistical Yearbook of Hungary, Regional Statistical Yearbook of
Hungary, Statistical Yearbook of External Trade, Statistical Yearbook of Industry and
Construction, subsequent years from 1992 to 2005 for each; database economy on HCSO
website for 2006 to 2008, Budapest.

Where data on external trade are used, these were published according to the
SITC classification. These also had to be entered manually into the computer for
the years 1992 to 1998. In order to make these categories compatible, which by
far exceeded the 8 sector classification in Table 5, and also suitable for common
empirical and regression analysis, I have converted the SITC data into the 8
manufacturing industries used in my research according to the official product
category descriptions of both classifications.

As one of the main new elements of this research is that it looks at the regional
level when analysing industry concentration and specialization, the regional level
of detail shall be explained here. It was chosen to use the 20 Nuts-3 regions in
Hungary as the relevant level. Hungary consists only of 7 Nuts-2 regions; using
those would have made the data base too small. Further, the Nuts-2 regions in
Hungary are merely “planning-statistical regions” with no political structure be-
hind, whereas the Nuts-3 regions correspond broadly to municipal district
administrations. These 20 regions will be presented in their geography and main
economic characteristics in chapter 3, section 3.3.

Furthermore, for the purpose of deepening the analysis with respect to border

regions and the importance of closeness to EU markets, the 20 Nuts-3 regions
were categorized into four groups of regions according to the actual length of their
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dominating border:®' 7 internal regions (INT), and among the 13 border regions 2
regions bordering the EU-15 (BEU), 6 regions bordering CEECs (BCE), and 5
regions bordering external countries (BEX).

For the purpose of analysing industry concentration and regional specialization,
I have used data on manufacturing employment per region in the 8 sectors. To
give an illustration, this produced a data sheet for each region, say Budapest, with
the 8 industries as rows and the 17 years 1992 to 2008 in the columns, with 20
such data sheets for the 20 Nuts-2 regions as a data base for the empirical calcu-
lations. My idea to use output/production data in addition to these employment
data proved to be unrealisable, as production data are not published at the regional
level for the 8 subsectors by the HCSO.%

At this point, it shall be pointed out that one of the specialities of my research is
that it is based on regional sectoral manufacturing employment data as a basis for
calculating industry concentration in Hungary, and not at sectoral country-wide
data for a group of countries such as EU-15 or a set of CEECs, as most previous
empirical studies in the field.

Data on the actual level of tariffs and quotas which prevailed during the period,
for which the Europe agreement between Hungary and the EU was in force, are
not publicly available. Even authors working within the European Commission,
but in DGs other than the Customs DG or DG Trade, could not get access to such
data (not even aggregates from the detailed customs code level). The data which
I have found have been summarized in section 2.3. Those, however, are not
suitable in any way for a chronological analysis over the entire period covered by
this research.

I would have liked to also include into my analysis data on NTBs, as in my view
this multitude of potential obstacles to trade in the norms, standards, packaging
and safety rules areas are at least as important in the economic reality of
internationally trading firms as tariffs and quotas. In a series of reports on the
effects of the Single market done for the European Commission (1998), the
importance of NTBs and other regulations on different manufacturing sectors such
as the pharmaceuticals industry, the motor vehicles sector, food, drink and
tobacco, and telecommunications equipment are examined in a descriptive way
and data based on firm level inquiries for selected years. Whilst some researchers

61 The km length of the 20 regional borders with neighbouring countries was provided by
the Hungarian expert for Schengen implementation in Hungary, Prof. Dr. habil Janos
Sallai, Colonel, Budapest. His information is gratefully acknowledged.

62 This was verified by using the series “Yearbook of Industry and Construction”, and by a
correspondence with a competent data official from HCSO.
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also make reference to NTBs63, there exists no set of consistent data on NTBs,
however, for each year of the time period of this research. NTBs could not be
used, therefore, as a variable in the regression analysis of chapter 6. In the
theoretical framework of NEG models, they are assumed to be included in
“transport costs” which comprise transport and other trade costs.

This concludes the overview of the relevant theoretical framework given in
chapter 2, as well as of previous empirical work in the field, of the provisions of
the Europe agreement, the formulation of the hypotheses, and of the data used for
this research. Chapter 3 will now approach the subject “industry agglomerations
and regional development in Hungary” by means of descriptive empirical analysis
of economic data for the manufacturing industries and the regions in Hungary.

63 For example European Commission (1994), Briilhart & Torstensson (1998), as sum-
marized in section 2.2.3., Buigues & Ilzkovitz (1988), and Sapir (1996).
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3. Main Characteristics of Hungary’s Regions
and Industries

This chapter approaches the hypothesis with respect to industry agglomerations
and regional development in Hungary during European integration by means of
descriptive empirical analysis. Economic developments in Hungary’s regions and
manufacturing sectors shall be taken into consideration as well as indicators of
growing regional integration with the EU such as the development of foreign trade
and foreign direct investment (FDI).

Chapter 3 is organised as follows: section 3.1 introduces Hungary and its geo-
graphic location, section 3.2 points out current macroeconomic developments and
main government policies during the research period 1992 to 2008 which could
have had an influence on the research subject. Section 3.3 introduces the
20 Hungarian Nuts-3 regions which shall be the general level of detail in this
research. Section 3.4 presents main economic indicators of Hungary’s regions,
including GDP and employment. Section 3.5 analyses internal net migration at
regional level over 1992 to 2008 and puts it into context with the development of
manufacturing wages as well as with the housing market. Section 3.6 analyses the
manufacturing industry sectors which will be the subject of further analysis of
agglomeration in chapters 4 and 6. The final sections 3.7 and 3.8 analyse the
integration indicators foreign trade with the EU as well as FDI. Section 3.9 draws
first conclusions with respect to regional development in Hungary during the pre-
and post-accession phase and summarises indications with respect to the
hypotheses regarding agglomeration and regional specialization.

3.1 Introduction to Hungary and its geographic location
Hungary had a population of 10.1 million in 2005%. The average population
density is 108.6 persons per km? in 2004, population growth was at -0.2 (average
annual percentage change from 1995 to 2004). GDP per capita in PPS was at
64.0% of the EU-27 average in 2004. Annual GDP growth was 4.9% on average
from 1995 to 2004. As to the structure of the economy, overall employment in
industry accounted for 32.5% of total employment, agriculture for 4.9% of total
employment in 2005, and the services sector for 62.7%. R&D expenditure was
0.4% as a percentage of GDP in 2004 (European Commission 2007).

64 This was the most recent census date by the time of writing, May 2009.
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Hungary is located in the Central and Eastern part of Europe and is as such
included in the abbreviation of CEECs - Central and East European economies.
The map in Figure 4 presents the geographic location of Hungary.

Figure 4: Geographic location of Hungary among neighbouring countries
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Hungary has 7 neighbouring countries. Starting in the North-West and going
counter clock-wise, these are Austria, Slovenia, Croatia, Serbia & Montenegro,
Romania, Ukraine and Slovakia. The map also shows the Danube river, a main
economic and transport axis passing from the North through the capital of
Budapest to the South where it flows - after passing further countries - into the
Black Sea. It also shows Lake Balaton, a recreation and tourism area, as well as
the second main river, Tisza.

The Hungarian territory was settled around 900 A.D. King St. Stephen (1000-
1038) converted himself to Christianity and was the first Hungarian king crowned
by the Pope. Since that time, Hungary is divided into more or less the same
regional structure prevailing up to this date (today, these are called Nuts-3
regions). Later on, Hungary became part of the Austro-Hungarian empire reigned
by the Habsburgs from 1437 until the end of World War 1. The Trianon peace
treaty of 1920 placed one third of all Hungarians outside the new borders, causing
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a legacy of Hungarian minorities abroad up to today. The one-party system of the
Stalinist type prevailed since 1949, which was challenged by the Hungarian
people’s insurrection led by Imre Nagy in 1956.

Economic reforms started in 1968, combining elements of a market economy with
the existing planned economy. This was followed up in the 1970s and 1980s
- including then reforms in the housing market leaning to private ownership - and
developed into a special form called “goulash communism”. The Hungarian
people’s voice became louder and louder in demanding a pluralist democracy in
1989 such that the break-down of the communist party became unavoidable. The
opening of the Hungarian borders to Austria in the summer became instrumental
to the fall of the Berlin Wall in November 1989 and to the reshaping of regimes
over the whole Eastern part of the continent (Hantke I 995%).

Hungary was declared a parliamentary Republic on 23rd of October 1989. At the
same time, the transition from a socialist-planned economy to a functioning
market economy got a new impetus. A successful transformation process from a
state-owned to a functioning market economy based on private enterprises, which
the CEECs were undergoing each in a different way, had to include 3 common
elements: (i) the privatisation of the state-owned enterprise sector; (ii) the
liberalisation of prices, foreign trade, and of market entry for new companies; and
(iii) the stabilisation of prices. The latter alludes to the upward correction in prices
upon their liberalisation, which in Hungary was of the order of +35%, diminishing
the large monetary savings which in former socialist countries were much larger
than the supply of goods offered. The size of the correction was much less in
Hungary than in Poland (+585%) for example, which was due to the fact that in
Hungary, prices had been liberalised stepwise since 1975 and a large part was free
by 1989 already (Eger 2000).

The political events in 1989, both in the EU and at the national level, opened the
way for Hungary’s increasing integration with the EU. The institution of the
Europe agreement entered into force in February 1992%, opening up trade for the
bulk of manufacturing goods, and Hungary applied for full membership in 1994
and became an EU member state in 2004.

65 Hantke is the maiden name of the author Cordula Wandel; Hantke (1995) pp. 48-51.

66 The trade provisions entered into force at this date, which are the essential for this study’s
economic analysis; the institutional provisions required ratification in all EU member
states and followed two years later.
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Hungary has a three year system of professional schooling and training on the job
for blue collar workers®’ and professional and university education for white
collar workers. The previous is perhaps one of the strengths of the Hungarian
manufacturing industry - which is in the centre of this study’s analysis of agglom-
eration developments - which gave Hungary a competitive advantage over most
other CEECs and which resulted in the massive FDI-inflows in the later 1990s
and early years of this decade, resulting in the largest FDI stock among CEECs.

3.2 Macroeconomic developments in Hungary

In order to be able to put the analysis of agglomeration in the manufacturing
sector in Hungary - which shall be analysed in detail in Chapter 4 - into the right
context, this section seeks to present Hungary as a country from the
macroeconomic sight. Section 3.2.1 gives an overview of selected macroeconomic
data of Hungary in recent years, while section 3.2.2 provides an international
comparison to enable an evaluation in context with other Central and East
European economies.

3.2.1 Overview of macroeconomic characteristics

An overview of selected macroeconomic data of Hungary is given in this section
for the years 2006 to 2009. The figures result from the spring economic forecast
of the European Commission (2009a), values for 2009 and 2010 are forecasts.
Real GDP growth in Hungary had declined from 3.9% in 2006 — when this was
above the EU-25 average - to very low levels by 2008, with a severe contraction
of -6.3% expected due to the world economic crisis for 2009.

Inflation in terms of the harmonised consumer price index was relatively high in
Hungary. Between 2004 and 2008, it had been around 6% on average. The
unemployment rate was 6.0% in 2008, slightly lower than the average for the EU-
27. The activity rate in Hungary is around 60.8%, rather high in the EU
comparison. This signals a high participation rate of women in the labour force.

Continuing with the main indicators of Table 6, the general government deficit
had been an extraordinary -9.2% in 2006. Government gross debt amounted to
65.8% of GDP in 2007, but rising rather fast to an alarming 80.8% forecast for
2009, due to expansionary fiscal policies and declining tax revenues during the
severe economic recession. With respect to Hungary’s relations to the rest of the

67 System of “duale Berufsausbildung” stemming from the times of the Austro-Hungarian
empire.
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world, Hungary showed a current account deficit of -8.4% in terms of GDP in
2008. Exports to the world grew by 15.9% in 2008, yet for 2009 a decline of
-11.9% is forecast compared to previous year levels. With respect to the attrac-
tiveness of Hungary for international economic investments, a look at real unit

Table 6: Overview of selected macroeconomic data for Hungary

2007 to 2010
real GDP grom.rth (annual Percentage 11 05 63 03
change at previous year prices)
::cf’l:)t(l)on (harmonised Consumer Price 7.9% 6.0% 4.4% 41%
unemployment rate (Eurostat def.) 7.4% 7.8% 9.5% 11.2%
- 5
g(-[zjn:)ral government deficit (as% of 4.9% -3.4% -3.4% 3.9
ZZ;‘*:;’ g;;‘;mme"t groxs. fetx 658% | 73.0% | 80.8% | 82.3%
0
0,
g.g;nt account balance (as a% of 6.2% 8.4% 5.0% 48
exports to world (goods and 15.9% | 46% | -11.9% 0.8
services), annual percentage change
real unit labour costs -0.8% 2.3% 0.4% 0.7%
long-term interest rate 6.7% 8.2% n.a. n.a.

* forecast
Source: European Commission (2009a): Economic forecast spring 2009, 4™ of May 2009.

labour costs shows a decline or moderate growth from 2007 to 2009. Long-term
interest rates in Hungary are higher than in the Euro area, with 8.2% p.a. in 2008.
Hungary’s real effective exchange rate, of the Hungarian Forint (HUF), has
suffered a severe depreciation in international terms by half its value up to 2008
(year 2000 value set = 100), which presents a disadvantage for Hungary’s econ-
omy, affecting firms and private persons severely.

The so-called Balassa-Samuelson effect™ taken from neo-classical theory may
explain part of what happened during European integration of Hungary and other

68 The Balassa-Samuelson effect model was developed in 1964 by both Béla Balssa and
Paul Samuelson, working independently, and submitting their work simultaneously to
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CEECs (KfW 2004). The adjustment process taking place in the CEECs during
economic catch-up and trade integration with the EU-15 brought about this effect
due to different productivity development in the sector of tradable and non-
tradable goods in the accession countries®. The European Central Bank estimates
the order of magnitude of that effect in the 1 to 2 percentage points range even for
countries undergoing very rapid traded-goods productivity growth (Deutsche
Bundesbank 2001). The effects of rising price levels coupled with a slowdown in
productivity growth and a loss of competitiveness of exports to EU markets have
indeed been observed in Hungary and other CEECs in the early years of this
millennium.”

3.2.2 GDP growth in Hungary and other CEECs

This section puts Hungary’s GDP growth performance into an international per-
spective. For Hungary, annual GDP growth rates ranged from 4.1% in 2005 in
real terms to only 0.5% in 2008, with a severe decline of -6.3% forecast for 2009,
worse than its neighbours. Table 7 shall put these developments in context with
other CEECs.

Table 7 presents real GDP growth rates for the CEECs which became member of
the EU in 2004 for the years 2005 up to 2009. As the comparison shows, Hungary
is a country only ranging in the middle to low rates field with respect to real GDP
growth during this period.

different journals. It is sometimes referred to as the Balassa-Samuelson “hypothesis™
instead of the “effect”.

69 It is assumed that the productivity level in the sector of tradable goods in the accession
countries is below the productivity level in the EU-15 countries. During the catching-up
process, productivity in the sector of tradable goods in the accession countries will rise
and approach the level in the EU-15 countries. The better profit expectations in that sector
will generate demands for higher wages. Consequently, demands for higher wages in the
sector of non-tradable goods will also arise, as those workers will orient themselves at the
development of wages in the sector of tradable goods. As productivity in the sector of
non-tradable goods does not increase in the same way as in the tradable goods sector,
however, prices will rise. At the end of this process, prices and wages will have risen in
the whole economy. At the same time, the price level in the accession countries rises
faster than in the EU-15 countries, which do not form part of the catching-up process.
Due to the price increases, the currency of the accession country will be subject to a real
appreciation, i.e. the goods of the accession countries will become more expensive
relative to those produced by the EU-15 countries. At the same time, a shift will happen
within the accession countries towards a relatively greater importance of the services
sector (non-tradable goods sector) and a relatively lesser importance of the industrial
sector (tradable goods sector). This shift in the importance of each sector even reinforces
the Balassa-Samuelson effect.

70 As reported in numerous journal and newspaper articles.
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Table 7: GDP Growth rates in large CEECs of the EU-27 for 2005 to 2009
(percentage change over previous year).

ungary 4.1 . 1.3 0.5 -6.3
Bulgaria 6.2 6.3 6.2 6.0 -1.6
Czech
Republic 6.4 6.4 6.0 3.2 2.7
Poland 3.6 6.2 6.6 4.8 -1.4
Romania 4.2 7.9 6.2 7.1 -4.0
Slovakia 6.6 8.5 10.4 6.4 -2.6

* values for 2008 provisional, for 2009: forecast.
Source of data: European Commission (2009a), Economic forecast spring 2009, 4™ of May 2009.

From 2005 to 2008, real GDP growth rates in Bulgaria, the Czech Republic and
Slovakia reached the levels in the catch-up scenarios of the early 1990s such as
that by Hamilton & Winters (1992). These scenarios for a future membership of
CEECs in the EU, born out of their political desire for stability and economic
wealth, set out as target real GDP growth rates of between 6 to 7% annually. In
this case, it would take the CEECs between 15 and 20 years to catch up with
welfare levels in the EU of those times (then of only 12 member states). In the
case of lower real average growth rates in CEECs, between 3 and 4% annually, it
would take these countries 30 to 35 years to achieve the same.”’ According to the
current economic data presented in Table 7, Hungary and to a certain extent
Poland were rather in the latter range with respect to real GDP growth rates for
the period 2005 to 2008.

A more recent study on cohesion with the EU average by Hallet (2002) was based
on country-level GDP growth for the period 1995 to 2001. This study found that
the overall speed of convergence was rather slow. A differentiation was made
between the poorer CEECs which tended to grow faster and the richer CEECs
which tended to grow slower. Among possible explanations for the speed, factors
such as the rate of productivity growth, macroeconomic stabilisation, the design
of the national transition process and the geographic location in Europe played a
role.

71 The other side of Eastern enlargement concerns the economic effects on the current EU
member states. Various studies have been made on these effects, the figures given by the
European Commission seemed rather optimistic with hindsight. Straubhaar (2004) also
warned about too optimistic expectations, while pointing out the opportunities to be
ceased.
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3.2.3 Main government policies with economic or regional
implications

In this section, main or special government policies of Hungary shall be taken into
consideration in order to identify any influences which could have worked on
agglomeration and regional specialization in the sense of the hypotheses. Hungary
was the first Central and East European economy to start economic reforms for a
transition towards a market economy. Hungary introduced a two-tier banking
system already in January 1987 and has recapitalised banks during reform of the
banking system in the 1990s, ending a period of credit-crunch and high real
interest rates for the economy. Hungary introduced a value added tax in 1989 to
replace the old system of cumulative turn-over taxes, and further simplified the
system in 1994. The personal income tax is progressive with 6 zones. The
corporate income tax system foresees various exemptions and tax benefits for
foreign investors. The law describing all forms for economic enterprises was
initiated in 1988 and sparked a wave of new enterprise start-ups from 1989
onwards (Hantke 19957°). The legislation protecting foreign investors (FDI) is at
international standards, including tax benefits, free capital transfer in foreign
currency and repatriation of profits and investments. The Hungarian policy
towards privatisation is dealt with in section 3.7 in context with foreign direct
investment.

Hungary is regarded as a functioning market economy since the 1997 Regular
Report of the European Commission. In 2001, the privatisation process was
viewed as almost completed. An extraordinary export performance in the late
1990s provided the proof for a high level of international competitiveness. In
order to widen the economy’s growth base and to address social problems, the
Szenchenyi plan focused on structural reforms for the period 2001 to 2006. The
territorial focus was to open up the economically less developed Eastern part of
the country, including motorway development, home construction, tourism, R&D
and employment policies (European Commission 2001). More precisely, the
Széchenyi plan - which was elaborated mainly during the year 2000 - started a
ten-year industrial parks programme. The number of industrial parks grew to 146
after the end of the first year in 2001, on track towards the goal of 250 industrial
parks by the end of the decade (The Hungarian Economy 1/2002). The aims of
this programme are also supported by the EU’s structural funds in the pre- and
post-accession phase.

A specific Hungarian policy which had great success is that of the customs-free
zones. Industrial customs-free zones contributed to a rising share of Hungarian

72 Hantke (1995), pp. 57-58.
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exports, from 18.1% in 1996 to 43% by the end of 1999. For manufacturing
exports, those from customs-free zones even exceeded those from the rest of the
country in that year. Hungary’s top ten exporters operated in eight industrial
customs-free zones and produced 35% of Hungary’s total exports in 1999; the
43% of total exports quoted above were produced by 101 companies operating in
customs-free zones. According to a contemporary map, the majority of these
industrial customs-free zones is located in the Western part of the country, some
in the central part surrounding the capital Budapest, and some are located in
Northern Hungary and the East near the border to Ukraine, almost none are in the
Great Plains area (Vaddsz 2000).

The policies of customs-free zones as well as the industrial parks programme
under the Széchenyi plan are both liable to have had an influence on the location
of manufacturing industry in Hungary. As such, they might have influenced the
degree of agglomeration or dispersion of individual sectors, especially those with
high economies of scale and those with a strong export orientation (see Figure 19
in section 3.6, and section 3.7). The two policies might also have contributed to
the observed development regarding regional specialization (see Chapter 5).
Finally, the importance of exports from customs-free zones played a role in the
choice of Hungarian data over other data sources as a basis of this research (see
section 2.5).

3.3 Hungary’s regional set-up

This section shall introduce the territorial set-up of Hungary. A description of the
regional set-up will be given, and particularities of the regions will be described.
These shall be examined with a view to finding any influences which could have
worked on agglomeration or regional specialization as in the hypotheses. Main
economic indicators of the regions will be presented in the following section 3.4.

Hungary used to be divided into three large regions: Transdanubia in the West, the
lands dominated by the presence of the river Danube, Central and Northern
Hungary in the middle, and the agricultural Great Plain region to the South. Since
the territorial reforms during the process of increasing integration with the EU,
Hungary is organised in 7 Nuts-2 regions and 20 Nuts-3 regions. It shall be
pointed out that these are merely planning-statistical regions, i.e. no regional
government structure is behind them (unlike the German Linder and Landkreise,
for example). Figure S shows a map of the Hungarian Nuts-2 and Nuts-3 regions.
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In this research, the focus will be on the 20 Nuts-3 regions in order to take
account of a sufficient level of detail and broadness of data base for the calcu-
lations later on in chapters 4, 5 and 6.

Figure 5S: Hungary’s 20 Nuts-3 regions and 7 Nuts-2 regions.

NUTS3-Regions

[[7] central Hungary
Western Transdanubia
m Southern Great Plain

[ Southern Transdanubia
Bl Northern Great Plain
B Northern Hungary

Bl central Transdanubia

Budapest

Source: Own map based on regiograph tool.

In the following paragraphs, selected characteristics judged of economic impor-
tance will be pointed out for each of the 20 Nuts-3 regions (the information is
drawn from Eurostat 20087 unless indicated otherwise):

Budapest is the capital of Hungary, occupying 0.6% of the country’s territory yet
holding a population of 1.7 million in 2005 or 16.8% of the country’s total. The
international airport, several railway stations and the crossing of main motorways
make it also an important hub for national and international transport. The central
government and administration as well as many company head quarters are
located here. Pest region is surrounding Budapest, forming together with the
capital CENTRAL HUNGARY. Pest has a relatively low unemployment rate due to

73 Eurostat (2008): Portrait of the Regions, drawn from the Eurostat Website on 09.09.2008.
While the text in that portrait was finalised in March 2004, most economic data such as
employment and wages dated apparently from 2001 or 2002.
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the proximity of Budapest. The region is characterised by an economy capable of
development, but with inadequate basic services (according to Eurostat 2008).
This perhaps can explain the much lower GDP at PPS than in Budapest (see also
Figure 8 in section 3.4).

Passing towards the Western part of the country, to CENTRAL TRANSDANUBIA,
Fejér was settled in Roman times and became the coronation and burial site of the
Hungarian kings in the Middle Ages. Three important factors played the most
important role in placing Fejér among the fastest economically developing
regions: its favourable geographical location, the qualified labour force, and an
infrastructure which helped to attract investments. Komarom-Esztergom was the
birthplace of King St. Stephen, the first king of the Hungarians (see section 3.1).
Almost half of Hungary’s exploitable brown coal deposits are found in this
region, yet the mining sector is in decline due to geological conditions of the
reserves. The presence of the Danube encouraged the establishment of industrial
activities requiring large quantities of water. The region’s economic structure is
decidedly industrial. Its metallurgy, food processing, machine and chemical
industries are particularly advanced. The influx of international capital has been
remarkable, with 550 companies with foreign interests operating there, including
Japanese Suzuki automobile. Veszprém’s rich mineral deposits make it
Hungary’s most important supplier of many basic raw materials, most importantly
bauxite. Unemployment was lower than nationally, and industry is diversified and
export-oriented (in 2002, 84% of sales of the machinery and equipment industry
went abroad).

Passing to WESTERN TRANSDANUBIA, the region Gyér-Moson-Sopron shows a
good economic performance thanks to its considerable foreign economic connec-
tions and a highly qualified labour force. The region’s border situation with
Austria and Slovakia is more of an advantage than a hindrance. The principal
branches are engineering, food-processing and light industries. The country’s
largest exporter, AUDI Hungaria, is also located here. Vas is a region with
economic variety and world class engineering. Wages and salaries are relatively
low compared to the national average (4,289 Euro per month in 2001 as compared
to 4,832 for Hungary as a whole). Zala borders on Croatia and Slovenia and is in
a good geographical situation, including that it holds a part of Lake Balaton, yet
with infrastructural problems, namely a dense road network but no motor ways.
R&D requires more funds in this region, as only 0.3% of the total Hungarian
personnel of the 19 regions (except for Budapest) were working there.

In SOUTHERN TRANSDANUBIA, the region Baranya is under a submediterranean

climatic influence which is unique in Hungary. The settlement structure is
characterised by small villages. The region’s capital Pécs is a university city with
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160,000 inhabitants and is set to become European Capital of Culture in 2010.
The unfavourable transportation links to Baranya region were obstacles to econ-
omic development in the past; the government has promised, however, to
complete the M6 motorway to the city by 2008 (The Hungarian Economy
1V/ 2005). Somogy is a forested region between Lake Balaton and the river Drava.
Significant oil fields have recently been discovered and there are plans to
commence production. The services sector is the biggest employer there. Job
losses during the transition to a market economy affected the region’s most impor-
tant economic branches, with the highest number of dismissals in agriculture with
the closing of the large agricultural and food processing enterprises, but
engineering was also hard hit. Tolna is characterised by a low population density,
the presence of Hungary’s only nuclear power plant, and a good agricultural base.
More than 40% of manufacturing employment is concentrated in the production
of textiles, leather and apparel products.” Tolna is lacking both foreign and
domestic capital, making economic development extremely difficult. Waste water
treatment and nuclear waste storage are environmental problems of the region.

NORTHERN HUNGARY is the mountainous Northern part of the country. Northern
Hungary was the centre of Hungary’s heavy industry under the former CMEA
system. The caves of the Aggtelek karst have been declared a World Heritage Site
by UNESCO. Since the start of restructuring in 1989, unemployment is con-
sistently high. There are about 25 industrial parks located there (BOSCH is one of
the large employers). Infrastructure is a key issue, with the M3 and M30 motor-
way connections needing further construction (The Hungarian Economy 1V/2004).
Borsod-Abaiuj-Zemplén is the second largest region by its territory. It was
mining, the concentration of iron and steel, and the machine industry that
determined the direction of economic development in the past. An economic crisis
in this region began in the 1980s and peaked in 1993. The region’s Northern strip
adjoining Slovakia is a backward agricultural region with very little industry, un-
developed infrastructure, and a small entrepreneurial sector. South Borsod - which
includes the volcanic Zemplén hills with the Tokaj wine region - is a more advan-
taged agro-industrial area. The level of FDI is less than would be expected given
the region’s area and population size. In Heves, heavy industry was established in
the 1950s and 1960s. Today, the region has a qualified workforce but not enough
jobs such that high unemployment affects the middle-aged the most. Among the
largest companies many are foreign owned. Nograd is a mountainous region with
industrial traditions, but a shortage of both domestic and foreign capital.
Metallurgy and metal processing are the most prominent branches today.

74 The 40% figure was taken from Mafioli (2003), all the rest is from Eurostat (2008) again.
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Passing to the South-Eastern part of Hungary, the NORTHERN GREAT PLAIN, and
Szabolcs-Szatmar-Bereg is situated in Hungary’s East, bordering Ukraine,
Slovakia and Romania. It is a region with economic problems, no motorway
connection, a low standard of living and high unemployment. The population is
relatively young, with 35% below the age of 25 in 2003; the activity rate was 9.4
percentage points below the national average, and youth unemployment with
15.2% is one of the highest in Hungary. Radical reforms in agriculture began in
1990 with a drop in livestock, yields and labour force. Hajdd-Bihar is
characterised by a flat landscape and a low population density. Unemployment is
high as labour supply exceeds demand particularly in agriculture and in
construction and steel production as well as in administrative-type jobs. The
average wheat yield has decreased in the past decade due to natural and social
reasons. Jasz-Nagykun-Szolnok is located in the heart of the Great Plain and has
the most continental climate in Hungary, which means the hottest summers,
coldest winters and highest temperature fluctuations, low precipitation and
common droughts. The settlement structure is typical of the Great Plain, with
settlements sprawling, far from each other, and tending to be quite populous. The
region is full of contradictions, bearing at the same time the marks of economic
crisis and of prosperity, and it is still searching for the way towards development
(Eurostat 2008).

In the SOUTHERN GREAT PLAIN, the region Békés is predominantly agricultural
with 70% of the area being arable land. The region lost its advantageous position
held previously during the Austro-Hungarian empire due to the failure to switch to
intensive agriculture caused by a lack of capital two or three decades ago.
Throughout history, the region has been destroyed and depopulated several times.
Industries present today are those which require large quantities of cheap,
unskilled labour (textiles and shoe making, building materials). The region has a
low purchasing power, wages are 78% of the national average, and 30% of the
unemployed are under the age of 25. Bacs-Kiskun is the region with the largest
territory in Hungary. The flexible structure of its economy has been able to cope
with the challenges of the transition period and has attracted considerable foreign
capital. The region has an important place in Hungary’s food industry exports.
One of the biggest problems, however, is that of the water supply on the sand
tableland where desertification threatens the region’s traditional agriculture.
Finally, the region Csongrad can most accurately be described as an industrial-
agrarian region. While the soils are predominantly agricultural, the region pro-
vides three quarters of the national crude oil and two-thirds of the national natural
gas production. Manufacturing is by far the most important industry branch of the
region. The region’s R & D outlays represented 9% of the national total and 75%
of the 19 regions (without Budapest). Although well disposed by its infrastructure
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to serve as a multi-function logistic centre, a disadvantage for Csongrad has been
the wage level which is comparatively higher than in neighbouring Romania and
Serbia.

3.4 Main economic indicators of Hungary’s regions

The intention of this section presenting the main economic indicators of
Hungary’s 20 regions is to identify influences which could have worked on the
development of industrial agglomeration or regional specialization in the course
of European integration.

Table 8 gives an overview over the area, population and population density of the
20 regions at Nuts-3 level and for Hungary as a whole. While the Great Plain
regions are large in territory, Central Hungary and especially Budapest host the
largest population. The capital region of Budapest, although the most populated
with 16.85% of Hungary’s total population in 2005, was the smallest in territory
and the most populated, with 3,233 inhabitants per km? - a figure almost 30 times
the national average. Most other regions except for Pest, Komarom-Esztergom
and Gyor-Moson-Sopron have a lower population density than the national
average. Particularly low in this respect are Southern Transdanubia and the Great
Plain regions in general, while Somogy is the region with the lowest population
density in Hungary overall.

With respect to the area of the 20 Nuts-3 regions, there have been several terri-
torial rearrangements in the period 1992 to 2005.”° The regions Pest, Vas and
Tolna were recut in 1995 by the third decimal of a km?; in 1996, Baranya and
Bécs-Kiskun were resized by 0.047 km?. In 1999, the territory of Vas and of
Hungary as a whole declined by one third decimal of a km?. In 2001, a large set of
regions was resized, perhaps due to political considerations in expectation of
benefits from the European regional policy. The regions concerned were Pest,
again, Fejér, Komarom-Esztergom, Veszprém, Gyo6r-Moson-Sopron, Jasz-
Nagykun-Solnok, Szabolcs-Szatmar-Bereg, and Bacs-Kiskun, again. In 2003, the
regions Pest and Nograd were resized by 0.002 km? And finally, Baranya was
resized in 2005 by one third decimal point of a km?. For the purpose of simplicity,
the territory recorded in 2005 will be the basis of further calculations in this
research.

75 Source: Eurostat: http://epp.eurostat.ec.europa.eu.
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Table 8: Area and population by region at Nuts-3 level

Budapest 525 0.6 1,698,106 16.9 3,233.9
Pest 6,393 6.9 1,157,564 11.5 181.1
Fejéer 4,358 47 428,332 43 98.3
Komarom-Esztergom 2,265 24 314,783 3.1 139.0
Veszprém 4,493 4.8 365,009 3.6 81.2
Gydr-Moson-Sopron 4,208 45 441,606 4.4 104.9
Vas 3,336 3.6 264,361 2.6 79.2
Zala 3,784 4.1 294,175 29 77.7
Baranya 4,429 4.8 398,355 4.0 89.9
Somogy 6,036 6.5 329,399 33 54.6
Tolna 3,703 4.0 242,946 2.4 65.6
Borsod-Abauj-Zemplén 7,247 7.8 725,779 7.2 100.1
Heves 3,637 3.9 320,886 3.2 88.2
Nograd 2,546 2.7 214,824 21 84.4
Hajdu-Bihar 6,211 6.7 547,357 5.4 88.1
Jasz-Nagykun-Szolnok 5,582 6.0 407,232 4.0 73.0
Szabolcs-Szatmar-Bereg 5,937 6.4 578,573 5.7 97.5
Bacs-Kiskun 8,445 9.1 537,862 5.3 63.7
Békés 5,630 6.1 385,847 3.8 68.5
Csongréad 4,263 4.6 423,585 4.2 99.4
Total 93,028 | 100.0 (10,076,581 100.0 108.3

Source of data: HCSO (2006): Regional Statistical Yearbook of Hungary 2005, Budapest.
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3.41 GDP

With a view to regional development in Hungary, the next series of figures and
tables will focus on income of the regions compared to the national GDP or EU
average, whichever is appropriate.

Figure 6: Share of Nuts-2 regions in national GDP, based on current prices

in Euro (2005)
Southern Great
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Source of data: Eurostat Website, regional database, 7™ of October 2008.

Figure 6 shows the contribution of the seven Nuts-2 regions to national GDP
(Nuts-3 level is not available). This provides a first indication as to the economic
strength of the regions and to centres of industrial agglomeration. The lion share,
namely 46%, is contributed to national GDP by Central Hungary, consisting of the
capital Budapest and Pest region. Western Transdanubia, Central Transdanubia
and Southern Transdanubia, the regions in the Western part near the EU-15, con-
tribute together more than a quarter of national GDP. Northern Hungary, the
former centre of heavy industry, contributed a mere 8% in 2005.

Table 9 shows real GDP growth rates for Hungary and for the 7 Nuts-2 regions
for the years 2000 to 2005 as well as the average over the period.76 The national

76 The figures are based on Eurostat’s experts, as the HCSO does not publish these. 2005
were the most recent data available at the time of writing.
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growth rates were well above the 3% soil required for net job creation according
to the EU economic experts.”” There are great variations in real growth rates at the
Nuts-2 level from year to year. Therefore, the average growth rates will be
evaluated here for that period. This can give an indication towards growth poles or
overall declining regions in Hungary.

Table 9: Real GDP growth per Nuts-2 region 2000 -2005*

Hungary 52 | 41 | 44 | 42 | 48 | 41 45
Gantval 60 | 55 | 80 | 21 | 40 | 82 5.6
Hungary

Central

Transdanubia 9.1 2.1 -1.9 | 935 7.1 3.0 4.8
Western

Transdanubia | >© | 28 | 32 | 94 | 09 | -11 2.5
Southern . 11 43 22 = e p b
Transdanubia

Northern 28 | 50 | 27 | 47 | 83 | 17 42
Hungary

Northern

Great Plain 52 | 85 | 14 | 58 | 50 | 03 4.4
Southern

Great Plain 2.6 2.5 2.3 2.4 7.7 1.0 3.1

* based on GDP at current prices, change in % of previous year

Notes: All figures are estimates by Eurostat; data at Nuts-3 level are not published;
data for 2006 and 2007 were not available.

Source of average rate:  Own calculations.

Source of data:  Furostat website, regional database, 8™ of Oct. 2008.

Central Hungary was well above the national average, an important contribution
given the economic size of the region (see Figure 6). Central Transdanubia’s real
growth was also higher than the national average over the period. Western Trans-
danubia - contrary to what would be expected - contributed below average, which
was due to two years of economic decline or stagnation, while the years 2000,
2003 and 2005 showed much higher growth rates than the national rate. The
Southern Great Plain can be called a declining region, as real growth there was
below the national rate in all but one year.

77 See for example European Commission (1995): White Paper on Competitiveness and
Growth, Brussels.
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3.4.2 Regional disparities in Hungary and other CEECs

A further analysis and evaluation of regional disparities at the level of the 20
Nuts-3 regions is presented in this section in order to obtain a true picture of
economic disparities in Hungary, including an international comparison with other
CEECs.

Figure 7: GDP per capita at Nuts-3 level at current prices (2005, in Euro)
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Source of data:  Eurostat website, regional database, 7% of Oct. 2008.

Figure 7 shows a map of the regional per capita GDP in Euro in 2005.7® While
the capital Budapest has an exceptionally high income, the richest regions are
located in the Centre and the Western part of the country. The poorest regions are
located in the Northern part and in the Great Plain to the South-East of the
country. The difference between Budapest with 18,807 Euro per capita and the
poorest region Nograd with 4,451 Euro per capita is more than 4-fold; when
comparing with the next non-capital region, Koméarom-Esztergom with 10,069
Euro per capita, this is more than the double.

78 The data for 2005 were the most recent available at the time of writing.
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The next part will focus on GDP of the regions measured in Purchasing Power
Standards (PPS) for groups of regions, according to their location in the country.

Figure 8: Comparison of GDP per capita in PPS for the 11 Western and
Central regions, 1995 and 2005, as % of national average
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Source: Own calculations.
Source of data:  Eurostat website, regional database, 7% Oct. 2008.

The graph in Figure 8 shows the relative position of 11 Western and Central
Nuts-3 regions with respect to per capita income in PPS measured relative to the
national average (=100) in the years 1995 and 2005. This graph includes the
regions with above average income, mainly Budapest with 213% in 2005,
Komarom-Esztergom with 114% in 2005 and Gyo6r-Moson-Sopron with 111% in
2005. Comparing 1995 and 2005, only four regions (even out of the 20 total
regions) improved their position with respect to the national average, namely
Budapest, Pest, Komdarom-Esztergom and Gyor-Moson-Sopron. Figure 9 shows
the development for the remaining regions located in Northern Hungary and the
Great Plain regions.
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Figure 9: Comparison of GDP per capita in PPS for 9 Northern, Eastern
and Southern regions, 1995 and 2005, as % of national average
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Source: Own calculations.
Source of data: Eurostat website, regional database, 7" Oct. 2008.

Figure 9 shows the development of per capita income in PPS relative to the
national average for the remaining 9 Nuts-3 regions in 1995 and 20057, All of
these Northern and Great Plain regions suffered deteriorations with respect to
their per-capita income relative to the national average over the period. The
poorest regions in Hungary are also among this group. The average of this group
declined from 75.1% of the national average in 1995 to 64.8% in 2005, whereas
the average of the 11 Central and Western regions in Figure 8 remained almost
constant at 98.1 and 98.7% respectively.

This gives a first indication as to the development shed in Hungary between
relatively prosperous Central and Western regions and the relatively poorer
Northern and Great Plain regions. It will be interesting to follow this up in
chapters 4 and 5 when examining whether the agglomeration of industry and
regional specialization patterns have contributed to this trend.

79 Please note the different scales in Figures 7 and 8 due to technical reasons.
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Table 10: Regional disparities at Nuts-3 level based on GDP in PPS per

inhabitant, as % of EU average, large CEECs (selected years)

1995 31.4% 15.4% 28.3% 24.4%** 12.8%

2000 37.6% 21.3% 27.8% 27.1% 28.7%

2005 40.0% 23.3% 33.8% 32.5% 31.9%
* Data for 1999 (2000 not available for Hungary).

** Data for 1996 (1995 not available for Bulgaria).
Note:  Data for Poland at Nuts-3 level were not published at the time of writing.
Source of data: Eurostat website, regional database, 8™ Oct. 2008.

Table 10 shows the development of regional disparities in Hungary and the large
CEECs over the period 1995 to 2005, as measured for GDP per inhabitant in PPS
as % of the EU average. The large CEECs consisting of many Nuts-3 regions
were selected for this comparison (no data were available for Poland). Hungary
had the greatest regional disparities among these CEECs, namely 40.0% in 2005.
Regional disparities increased in all these CEECs over the period. The largest
increase was observed in Romania with a rise of +19.1 percentage points, while
regional disparities in Hungary increased by +8.6 percentage points over the
period.

The figures in Table 10 clearly indicate that processes of divergence were going
on in all of the CEECs, to a different extent. The general widening of regional
disparities during the process of economic growth - which happened during the
transition to a market economy and the early phases of the catching-up processes -
points to new challenges for European regional and cohesion policy after Eastern
enlargement of the EU. These will be discussed more in detail in chapter 7,
section 7.2.

3.4.3 Employment and active enterprises at regional level

With respect to employment, the major difference after Hungary’s transition to a
market economy is that full employment has ceased to exist, and unemployment
has become a mass phenomenon. The economically inactive share of the society
has increased. Nearly 1.3 million people lost their employment between 1989 and
1993. Employment levels for Hungary reached its lowest point in 1996 with a
workforce of 3.9 million, a number 30% lower than that registered at the end of
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the nineteen eighties.®” In the following graphs, unemployment per region as well
as the workforce and industrial employment per region shall be analysed more in
detail.

Figure 10: Regional unemployment rates at the Nuts-3 level in %, 2005

Unemployment
in percent

Source of data: HCSO (2006), Regional Statistical Yearbook 2005, Budapest.

The map in Figure 10 shows the regional unemployment rates for Nuts-3 regions
in the year 2005.8' The highest unemployment was found in Szabolcs-Szatmar-
Bereg, the Eastern-most region bordering Ukraine, followed by the three regions
of Northern Hungary, Borsod-Abauj-Zemplén, Nograd and Heves. The Western
part of Hungary and the Centre near Budapest are characterised by low unemploy-
ment. Unemployment in the Eastern part tended to be higher than in the Western
part of the country. That points to a general decline and weaker economic base in
regions bordering to the former Eastern bloc countries (CMEA), and a better
economic base in regions bordering or situated near the large EU market.

80 HCSO (2005): “Change of course — Hungary 1990 — 2004”, Budapest, 2005, pp. 60-61.
81 The data for 2005 were also the most recent available at the Eurostat Website at the time
of writing (8.5.2009).
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Table 11 shows the distribution of the labour force over the 20 regions and
7 Nuts-2 regions. Column 3 indicates the activity rates of the population. They are
highest in Budapest and the Western regions and tend to be very low in Northern
Hungary - where high unemployment prevails - and the Great Plain area.

Table 11: Economic activity of population aged 15-74 per region at Nuts-2
level, 2004

Central Hungary 1,226.3 31.4% 59.0 4.5
Central Transdanubia 455.3 1M.7% 56.9 5.6
Western Transdanubia 424.6 10.9% 57.2 4.6
::a”:::;:ubia 350.9 9.0% 50.1 7.3
Northern Hungary 431.1 11.1% 49.3 9.7
Northern Great Plain 523.5 13.4% 48.5 7.2
Southern Great Plain 488.7 12.5% 50.5 6.3
Total 3,900.4 100% 53.8 6.1

Source of data: HCSO (2005), Regional Statistical Yearbook of Hungary 2004, Budapest.

When looking at the number of registered and unincorporated enterprises per
1000 inhabitants at the level of the 168 subregional entities, a map at the Nuts-4
subregional level would show that entrepreneurial activity is sparse in the North-
Eastern part of the country. The Western and Central part, on the contrary, has
multiple patches with higher entrepreneurial activity. These centres often span
across county borders, and also across Nuts-2 regional planning borders.
Two things shall be retained here: Firstly, this indicates clusters of economic
activity, thus in the sense of agglomeration. Secondly, these areas of intense
economic activity are not identical with the administrative entities and borders.

The final statistic in this section is the development of exports in industry for
selected regions and for Hungary as a whole over the period 1992 to 2005. The
data show the percentage of production which is exported, i.e. between 12 and
40% in 1993, and between 57% and 82% in 2005. Figure 11 shows the dynamic
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growth of the share of production exported in five Western regions of Hungary.
All of them were also regions with a large share of employment and output in
industry, except for Somogy. Thus, it can be concluded that their industry is not
only concentrated and efficient, but it is also internationally competitive, as its
strong export orientation proves.

Figure 11: Development of exports per region: export share (to world) in

industry production for five Western regions and Hungary as
a whole, 1992-2005
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Source of data: HCSO, Regional Statistical Yearbook, subsequent years, Budapest.

3.5 Influences on internal net migration per region

In the theories of the NEG, workers migrate between regions due to regional
differences in wage levels and living conditions. For this reason, section 3.5.1
examines internal net migration between the 20 Hungarian regions in the period
1992 to 2008. Section 3.5.2 looks at manufacturing wages per region and analyses
whether there is a correlation between high wages and positive internal migration,
or low wages and negative internal migration. With respect to living conditions,
section 3.5.3 examines the housing market which can act either as an incentive for

100



improving living conditions or as a restraint to attracting migrants where housing
is scarce.

3.5.1 Internal net migration per region

This section analyses internal net migration between the 20 Hungarian regions
during the period 1992 to 2008. This is done with the research question of this
study in mind, namely whether there are any indications for influences which
could be linked to processes of industry agglomeration or regional specialization
during this period. It is taken as granted that the data shown for internal net
migration in this section comprise only the voluntary changes in residence in the
sense of the definition of migration by Fischer & Straubhaar (1 994).82

Figure 12: Internal net migration in the 20 Hungarian regions, balance over
1992 to 2008, number of persons

Migration balance
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Notes: 2007 and 2008: provisional figures.

Source of figures for balance 1992 to 2008: own calculations.

Source of data: HCSO, Regional statistical yearbook, subsequent years, Budapest.

82 Migration is “voluntary” in the sense that political refugees would be excluded Fischer &

Straubhaar (1994). Political refugees fortunately do not exist at the inter-regional level
within a country in the EU.
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The map in Figure 12 shows the overall picture for the 20 Nuts-3 regions with
respect to internal net mi§ration between Nuts-3 regions, number of persons, for
the period 1992 to 2008.*° As the map shows, the regions with positive balances
are located either in the Centre of the country or in the Western part. The regions
with clear negative balances, apart from the capital, are located in Northern
Hungary, in the Eastern part of the country, and in the Great Plain area.

These migratory balances of the Hungarian Nuts-3 regions can be evaluated as
follows: centres of agglomeration, such as those in the Western part of Hungary,
show a higher economic attractiveness for industry and workers. On the other

Table 12: Nuts-3 regions with positive internal net migration balances from
1992 to 2008, number of persons

Pest 248,157 21.4% 84.0%
Fejér 12,749 3.0% 4.3%
::::::::‘m 7,000 2.2% 2.4%
g:sr'x"s""' 21,119 4.8% 7.2%
Vas 1,126 0.4% 0.5%
Heves 1,355 0.4% 0.7%
Bacs-Kiskun 1,922 0.4% 0.7%
Csongrad 1,849 0.4% 0.6%

Source: Own calculations.

Notes: 2005 was the most recent figure for population per region available at the time of writing,
HCSO Website, 8" May 2009; migration figures 2007, 2008 based on provisional data.

Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest,
and HCSO database on website.

83 The data by the HCSO for the internal net migration at Nuts-3 level are apparently a sum
of permanent internal migration and temporary internal migration, as could be deducted in
some years. No data were available, however, for the balances of just the permanent
internal net migration at Nuts-3 level for all years from 1992 to 2008, although this would
have been preferable and also in line with the above definition by Fischer & Straubhaar
(1994).
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hand, positive net migration contributes to creating a favourable environment for
the location of further industry. Whether internal net migration between Nuts-3
regions and the degree of industry concentration were correlated in Hungary in
" this period will be analysed in Chapter 6 (regression 1 about agglomeration).

The data on internal net migration show that 8 of the 20 Nuts-3 regions had a
positive balance during the period 1992 to 2008. These are shown in Table 12.
By far the highest positive internal net migration was registered in Pest, with a
total near 248,000 persons, or 84% of the total positive net migration of all
regions. Second by numbers was Gydr-Moson-Sopron, a region bordering EU-15,
with 6.74% of the total. Third place was Fejér, a region bordering Pest in the
West, with 4.5% of the total. The first 5 regions listed in the table are located in
the Western part of Hungary and show a clear positive migratory trend. The
3 other regions located in the North and the Southern Great Plain not only had a
small positive balance, but also varied between negative and positive data for net
migration from year to year. These data illustrate the agglomeration processes
going on among the population in Hungary. Industry agglomeration is analysed
more in detail in chapter 4.

Figure 13 shows the overall development of positive internal net migration. The
year with the highest balance in these 8 population attracting regions was the year
2000. In this year, 23,831 persons migrated to these 8 regions from within
Hungary. This amounts to 0.23% of the total population of Hungary in that year.
This is rather interesting. The year 2000 was the year with the largest FDI-inflow
in Hungary over the period. Further, the year 1999 was found to be a turning point
for the development of industry agglomeration (see Chapter 4) and for the degree
of regional specialization (see Chapter 5).

The total positive internal net migration of these 8 regions amounts to 295,277
when summed up over the period. This amounts to 2.93% in relation to the total
population of Hungary in 2005. These internal net migration figures seem to point
to the Ludema & Wooton (1997) model - which is based on inter-regional partial
migration of workers - as the appropriate framework for analysing agglomeration
and regional specialization in Hungary.

The results of Table 12 and Figure 13 are interesting with respect to the questions
posed by this research. Western regions have been attracting positive internal net
migration flows over the period 1992 to 2008. They have also had the highest
ratio of employees in industry over population as well as the highest industry
output per inhabitant. The activity rates of the population were among the highest
in the country (see Table 11), and the export share in industry output was higher
than for Hungary as a whole.
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Figure 13: Sum of internal net migration increases of the 8 regions with
positive migratory balances, number of persons, 1992 to 2008
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Notes: Internal net migration for 2007 and 2008 based on provisional data.

Source of data: HCSO, Regional Statistical Yearbook of Hungary, and database economy on
website of HCSO.

These facts taken together can be seen as an indication for a higher degree of
industry agglomeration in these regions. Section 3.5.2 will look at whether
somewhat higher wage levels prevailed there.

The data for the 12 regions with negative balances of internal net migration are
shown in Table 13. The highest loss of migrants was registered in Budapest,
-125,000 or less than half of the total of these 12 regions. The number was less,
however, than the inflow of positive internal net migration in the neighbouring
region Pest (which had +248,000),% such that an urban sprawl belt phenomenon,
which is typically going on around European capitals due to problems of con-
gestion and high real estate prices, was - where it may have occurred - at least
limited in extent here.

84 It is acknowledged that these data do not allow drawing direct conclusions on the
destination of the internal migrants.
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Table 13: Nuts-3 regions with a negative internal net migration balance
from 1992 to 2008, number of persons

Budapest -125,538 7.4% 43.8%
Veszprém -2.519 0.7% 0.9%
Zala -1,808 0,6% 0.6%
Baranya -2,903 0.7% 1.0%
Somogy -4.814 1.5% 1.7%
Tolna -8.685 3.6% 3.0%
Borsod-Abatij-

-53,216 7.3% 18.6%
Zemplén
Négrad -6,212 2.9% 2.2%
Hajdu-Bihar -13.284 2.4% 4.6%
Jasz-Nagykun-

-16,397 4.0% 5.7%
Szolnok
Szabolcs-

-34.677 6.0% 12.1%
Szatmar-Bereg
Békés -16,708 4.3% 5.8%

Source: Own calculations.

Notes: 2005 was the most recent figure for population per region available at the time of writing,
HCSO Website, 8.5.2009; migration figures for 2007 and 2008 based on provisional data.

Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest,
and HCSO database on website.

The second largest negative balance of internal net migration was registered in
Borsod-Abauj-Zemplén, a region of Northern Hungary, with -53,000 persons or
18.6% of the total. In third place was Szabolcs-Szatmar-Bereg, the Eastern-most
region bordering Ukraine and the region with the second lowest per capita income
in Hungary, with -35,000 or 12.1% of the total.
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3.5.2 Internal net migration and manufacturing wages

In NEG theory, internal net migration between regions is linked to the develop-
ment of real wages in the manufacturing sector. NEG theories state that workers
migrate from regions with lower real wages to regions with higher real wages,
causing an intensification of industrial agglomeration, as in Krugman (1991a) and
Ludema & Wooton (1997). In their theoretical overview of factors causing migra-
tion, Fischer & Straubhaar (1994) point out that differences in wage levels have a
strong positive influence on the migration decision taken by individuals.® In this
section, data on manufacturing wages per region shall be analysed in context with
internal net migration in Hungary.

Figure 14: Monthly gross wages in manufacturing per region as % of
national average for 2005 and 1992
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Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, Budapest.

85 Fischer & Straubhaar (1994), p. 100.
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In an analysis of real earnings during the 1990s, the HCSO (2005) stated that real
income per inhabitant reached its level before 1989 by the year 2000. In fact, real
income decline from year to year by an average of -5% between 1990 and 1996,
in the worst year, 1995, even by -12%, in comparison to 1989. Real income
started to recover from 1997 onwards. From 2000 until 2003, real earnings rose
by 7%, 14% and 9%, in 2004 they declined slightly by half a percentage point.®
The severe decline in real earnings points at the constraints in overall living
standards which the Hungarian population had to endure during the transition to a
market economy and during increasing integration with the EU aiming at full
membership from 2004 onwards. As this research analyses industry agglom-
eration and regional developments, the following analysis points out regional
differences in manufacturing wages for 2005 and 1992 in comparison.

The graph in Figure 14 shows the wage level for the manufacturing industry for
the 20 regions in 2005 and 1992.8” For the year 2005, apart from Budapest with
the highest wage level, regions with above average wages in manufacturing were
Pest, Fejér, Komarom-Esztergom, and Gyor-Moson-Sopron. These 4 regions also
had positive balances of internal net migration during the period 1992 to 2005
(see Table 12). Comparing wage levels in 2005 with those in 1992, the 5 regions
with above-average wages in 2005 had an increase over the period, while 13 other
regions suffered a decline in relative wages over the period. The most dramatic
decline in manufacturing wages was registered in Szabolcs-Szatmar-Bereg, the
Eastern-most region. This region also registered the third strongest negative
migration balance over the period (Table 13) and had the second lowest per-capita
income nationally. The data of Figure 14 seem to confirm that higher wage levels
acted as a pull-factor in Hungary, attracting migrants to these regions or agglom-
eration centres, and lower or declining wage levels were an incentive for
individuals to rather leave these regions. Figure 15 analyses the relationship of the
two in more detail.

The bar diagrams in Figure 15 and Figure 16 show the net change in gross
manufacturing wages per region and the balance of internal net migration wages
over the period 1992 to 2005.% Figure 15 shows 10 Hungarian regions for which

86 HCSO (2005): Change of course - Hungary 1990 - 2004, pp. 64-65.

87 A disadvantage is that the data of Figure 14 is that they abstract from the sectoral
composition, regional specialization and industry-specific characteristics, i.e. not taking
into account that some sectors like the manufacturing of chemicals and chemical products
tend to be rather high-wage while other sectors like textile and clothing tend to be rather
low wage.

88 More in detail, the bar diagrams of Figure 15 and Figure 16 show net migration per region
(persons) which was summed up over the period 1992 to 2005, then expressed as % of a
region’s population in 2005 (in %), on the one hand; and the change in monthly gross
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Figure 15: Cumulative changes in internal net migration and gross manu-
facturing wages for 1992 to 2005 (%), 10 regions with both values
exceeding 1 %

Pest

Fejér
Gyoér-Moson-Sopron
Tolha
Borsod-Abaulj-Zemplén
Nagrad

Hajdu-Bihar
Jasz-Nagykun-Szolnok
Szabolcs-Szatmar-Bereg

Békes

-80% -60% -40% -20% 0% 20% 40%

B Change in gross manufacturing wages 2005/1992 (percent of national average)

msum of net migration 1992 to 2005 as % of the region's population in 2005

Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, Budapest.

both values exceed 1%, while Figure 16 shows the remaining 10 regions for
which either value or both are smaller 1%. For the first group of regions in Figure
15, the two bars for the wage development and internal net migration point in the
same direction for all regions except for just two. For the second group of regions
in Figure 16, the bars for internal net migration and the development of gross
wages point in the same direction for 5 regions. Of those where this is not the
case, for one region even both values are smaller than 1%. Taken together, the
two are correlated for 13 out of 20 values.

This is striking evidence for a positive correlation between the two factors, the
manufacturing wage level and internal net migration, although this analysis does
not indicate the direction of causation, i.e. falling wage levels and living standards

wages per region, (in HUF) as % of national average, for the year 2005 and the year 1992
(in %).
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Figure 16: Cumulative changes in internal net migration and gross manu-
facturing wages for 1992 to 2005 (%); remaining 10 regions
where either value is less than 1%
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Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

are entailing negative net migration. It also confirms the theories of NEG at the
basis of this research, namely by Krugman (1991a, Ludema & Wooton (1997),
Krugman & Venables (1995) and Livas-Elizondo & Krugman (1996). This is also
more or less in line with empirical findings of Cseres-Gergely (2003) for the
1990s only based on mobility and migration on a settlements - not inter-regional -
level. He found that the flow of people followed wage and unemployment
differences during 1990 to 1999. He also pointed out that mobility in Hungary
was among the least frequent in Europe, while migration was more comparable to
that of other European countries.

3.5.3 Internal net migration and the housing market
With respect to living conditions, the section will also look at the housing market

which can act either as an incentive for improving living conditions or as a
restraint to attracting migrants where housing is scarce. Housing privatisation in

109



Hungary started already in the late 1980s, even prior to the fall of the Berlin Wall.
Hungarians were first introduced to the concept of private ownership by the
housing privatisation scheme. Under this scheme, 622,000 tenement dwellings
were sold by the year 2004. The share of tenement dwellings owned by local
governments diminished below 5% of the total dwelling stock by the end of 2004
(HCSO 2005).% The regional development of the housing market was quite dif-
ferentiated, however.

Figure 17: Internal net migration and change in dwelling stock, Nuts-3
regions, 1992 to 2005

percent
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Source: Own calculations; own illustration.
Notes: the data for dwelling stock were not available for 1992 to 2005, so the closest date which

was 1990 was chosen.
Source of data: HCSO, Regional Statistical Yearbook, Budapest.

The analysis in Figure 17 shows the development of internal net migration in the
20 Hungarian regions and of the regional housing market in context. The first bar
for each region shows the change of the dwelling stock from 1990 to 2004 in %,

89 HCSO (2005): Change of course — Hungary 1990 — 2004, pp. 6-7.
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relative to the national average. This gives an indication as to whether livin

conditions in the region developed better or worse than the national standard.”

The second bar shows the internal net migration in % of the population in 1992
for the period 1992 to 2005.°' Calculations for net migration have also been tried
in % of the population in 2005. As the differences with the shown values are only
marginal, it has been decided to stick with the start year of the period for
consistency with the dwelling stock.

The graph in Figure 17 shows that for the majority of regions (13 out of 20),
internal net migration and the net change in dwelling stock developed in the same
direction. Among these regions, for 9 regions the development of the dwelling
stock was better than the development of net internal migration. This seems to
indicate that better housing conditions acted as an incentive for or did at least not
hinder internal net migration. For 4 regions, the development of the housing stock
lagged behind internal net migration. The latter can be seen best for Pest, the
region with the strongest positive internal net migration. Pest region also fell back
by 12 positions in the national ranking of regions with respect to per capita
income during the period 1995 to 2005.

This analysis of the regional housing market in context with internal net migration
in Hungary seems to confirm the aspect of the NEG theories that workers migrate
between regions in order to improve their living conditions with respect to
housing. Stronger positive net migration than housing improvement also seem to
indicate that the situation on the housing market did not act as a constraint on
internal net migration in Hungary during the period 1990 to 2005.

3.6 The sectors of the manufacturing industry

This section analyses developments in the different manufacturing sectors in
Hungary during the period 1992 to 2008 with a view to getting useful indications
with respect to the hypotheses. As other CEECs, Hungary also suffered a severe
decline in industry output at the start of the transformation period to a market
economy. In 1992, the level of industrial output (IPAR®?) was equal to merely two

90 For example, the stock of dwellings in Pest improved by 21.21% over 1990; this was
better by 13.93% than the national improvement of 7.28%.

91 The periods differ slightly due to the limited availability of data.

92 The Hungarian IPAR (industry) comprises industry sectors C+D+E, C=Mining and
Quarrying, D=Manufacturing, E=Electricity, gas and water supply. IPAR is used in this
research where no data for manufacturing alone are available. It is a good approximation,
however, as the manufacturing sector amounts to over 80% of Industry output or value
added.
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thirds of the output of 1989. It took almost 10 years for the level of output to reach
and exceed that of 1989, which happened in 1998. In 2004, it was 65% higher
than 15 years before. Value added of industry rose more moderately, by 35% in
2004 compared to 1989.

Figure 18: Sectors’ shares in total manufacturing output, percent,
1992 to 2008, based on the value of production in million HUF
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Source: Own graphical illustration.
Source of Data: HCSO, Statistical Yearbook of Hungary, subsequent years, Budapest.

The bar diagram in Figure 18 shows the sectoral composition of manufacturing
output in percent of each year’s total output for the period 1992 to 2008. The
largest increase was achieved by the machinery and equipment sector, from
17.8% in 1992 to 51.5% in 2008. The share of food, beverages and tobacco
declined from 27.4% to 10.8% over the period. The textiles, leather and clothing
sector also realised a decline from 7.2% in 1992 to 1.7% in 2008. The shares of
the other sectors remained more or less unchanged. The above figures exhibit a
strong specialization pattern in Hungary at the aggregate level which emerged
over the period.

112



Figure 19: Export ratio (to world) as % of sales per manufacturing sector
in 2004, based on figures in million HUF.
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Source: Own graphical illustration.
Source of data: HCSO, Statistical Yearbook of Hungary, subsequent years, Budapest.

The bar diagram in Figure 19 shows the degree of export orientation of each
manufacturing sector based on the share of exports (to world) in sales for the year
2004. The export ratio for manufacturing as a whole was 63.3% in that year. This
is confirmation for Hungary as a country being a “small open economy”, i.e. a
country with a relatively small domestic market due to its population (10 million
in Hungary) and a large dependence on export markets, manifested in a large
share of sales or production being exported.”®

The machinery and equipment sector achieved the highest export ratio among the
sectors with 85.4%. Textiles and clothing was also above average with 71.3%.
The lowest export orientation prevailed in the food, beverages and tobacco sector
where only 22.3% of sales were destined for export.

93 The contrary example, i.e. not a “small open economy”, would be the U.S.A. with its
population of about 296 million, which exports only about 10% of its production
internationally.
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The extraordinarily high export ratio of the machinery and equipment sector
points to the fact that production of this sector is internationally competitive. The
rising share in manufacturing resulting from Figure 18 shows the rising impor-
tance for the manufacturing industry in Hungary. The two facts taken together
will be kept in mind for further analysis of manufacturing agglomerations in
Hungary in the sense of the hypotheses.

3.6.1 Regional set-up of manufacturing in Hungary

This section analyses the regional set-up of manufacturing in Hungary. The aim is
to find indications for larger manufacturing industry agglomerations in the
regions. Further, the location of regions with a higher proportion of industry shall
be determined which could have influenced their regional development in turn.
This touches on the second aspect of the research question of this research,
namely industry agglomerations and regional development in Hungary seen in
context with European integration.

Table 14 shows industrial production as a share of total industrial production in
Hungary in the first column, and industry output per inhabitant as a percentage of
national average in the second column.** Budapest and the Western regions Pest,
Fejér, Koméarom-Esztergom as well as Gydr-Moson-Sopron each contribute a
share of around 10% to national industry output, followed by Borsod-Abatj-
Zemplén in Northern Hungary with 6.4%. Industrial production per inhabitant was
highest in Komarom-Esztergom with almost 4-fold the national average. Four
other Western regions, namely Fejér, Gy6r-Moson-Sopron, Féjer, Zala and Vas,
were also well above the national average with between 210% to 141%
respectively. These data indicate the importance of industry for these regions. It
could also mean that industrial production in these regions is particularly efficient,
perhaps due to above average presence of foreign direct investment (see section
3.8). Finally, the high per-capita production in industry is a hint towards the
specialization of these regions in this field, a topic which shall be analysed further
in chapter 5.

94 Industry based on the Hungarian IPAR = C+D+E, where C is Mining and quarrying, D is
manufacturing, and E is electricity, gas and water supply; Data only for manufacturing
production per region are not published. For Hungary as a whole, D has the lion share in
IPAR with around 80% of output.
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Table 14: Production of industry per region in 2004, based on million HUF

Budapest 15.5% 92.2%
Pest 8.8% 78.3%
Fejér 8.9% 210.7%
Komarom-Esztergom 12.2% 388.9%
Veszprém 3.0% 81.5%
Gyér-Moson-Sopron 10.2% 233.4%
Vas 3.7% 141.6%
Zala 4.6% 155.5%
Baranya 1.7% 42.0%
Somogy 3.0% 91.5%
Tolna 1.3% 54.7%
Borsod-Abauj-Zemplén 6.4% 87.7%
Heves 2.7% 85.0%
Nograd 1.1% 51.3%
Hajdu-Bihar 3.3% 60.9%
Jasz-Nagykun-Szolnok 3.4% 84.1%
EZ?::ICS-Szatmér- 2.8% 48.9%
Bacs-Kiskun 3.1% 57.5%
Békés 1.9% 48.9%
Csongrad 2.4% 57.4%

* IPAR = C+D+E, where C is Mining and quarrying, D is manufacturing, and E is electricity, gas

and water supply.
Source of data: HCSO (2005), Regional Statistical Yearbook of Hungary 2004, Budapest.

115



Table 15: Development of manufacturing employment per Nuts-3 region,
1992 to 2008

Budapest 20.9% 19.9% -1.0
Pest 6.9% 9.8% +2.9
Fejér 4.7% 7.0% +2.6
i 3.3% 7.3% +4.0
Esztergom

Veszprém 4.0% 3.8% -0.2
Gydr-Moson-Sopron 5.3% 6.8% +1.5
Vas 3.7% 4.3% +0.6
Zala 3.6% 21% -1.5
Baranya 3.3% 2.6% -0.7
Somogy 2.3% 3.2% +0.9
Tolna 2.2% 1.7% -0.5
Borsod-Abalij- 8.1% 5.3% 28
Zemplén

Heves 2.9% 2.9% 0
Nograd 2.4% 1.6% -0.8
Hajdu-Bihar 4.8% 3.9% -0.9
Jasz-N .

asz-Nagykun 4.2% 3.9% 0.3

Szolnok

S lcs- -

zabolcs-Szatmar 4.0% 3.3% 07

Bereg

Bacs-Kiskun 5.0% 5.0% 0
Békés 4.1% 2.5% [ -1.6
Csongrad 4.4% 3.0% -1.4

Source: Own calculations.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, and HCSO database on website.
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Overall manufacturing employment in Hungary declined from 857,000 in 1992 to
648,000 in the year 2008, or by -24.2% over the period. Table 15 shows manu-
facturing employment per region as a share of national manufacturing employ-
ment for the years 1992 and 2008. The last column shows the change in 2008 over
1992. The greatest decline was suffered by Budapest, followed by Borsod-Abauj-
Zemplén, a Northern region with heavy industry. The regions of the Great Plain
area also suffered a decline in their manufacturing employment shares. A rise in
manufacturing employment share was strongest in Komarom-Esztergom, fol-
lowed by Pest, Fejér and Gydr-Moson-Sopron.

These figures provide indications as to certain developments in the manufacturing
sector in Hungary during the observation period 1992 to 2008. In particular, they
hint at agglomeration tendencies towards the Western part of the country, and a
relative decline of manufacturing in the Eastern part and the North of Hungary.
Looking at individual Nuts-3 regions, however, the relative importance of a
region as a location for industry has changed only moderately in the national
context over the period. These results will be kept in mind as a first reply contrib.-
uting to analyse the hypotheses, namely of actual manufacturing agglomerations
in Hungary in the pre- and post-accession period.

3.7 Foreign trade developments

This section analyses Hungary’s foreign trade with the EU in order to find
indications for factors which could have had a direct influence on manufacturing
industry agglomerations and regional development in Hungary in the research
period. For the purpose of this study, foreign trade data published by Eurostat are
not suitable.”® Foremost, the EU data for exports from Hungary into the EU-15 do
not include the goods from the so-called customs-free zones, which are an impor-
tant economic factor for Hungary. A majority of enterprises with FDI and export
orientation are located in such customs-free zones. The exports from these made
up over 40 % of of exports from Hungary to the EU in 1999. Therefore, these
exports should not be ignored (see section 3.2.3). For these reasons, I have de-
cided to base my analysis for this section and for the later analysis in Chapter 6 on
the Hungarian foreign trade data.

Historically, the geographic distribution of Hungary’s exports - especially those to
the EU countries - underwent significant changes (Hantke 1995 %). Main

95 On the Eurostat Website, data for the EU-15 (SITC nomenclature) with the CEEC group
as a whole are published since 1989, thus not for Hungary bilaterally with EU-15; date of
Website consultation 08.10.2008.

96 Hantke (1995), p. 69.
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influences were certainly the overall political conditions as well as the trade
regimes prevailing, notable the Council of Mutual Economic Assistance (CMEA)
and its internationally planned division of labour, as well as economic conditions
after the break-down of communism and of the former Soviet Union in 1989.

Figure 20: Share of Hungary’s exports and imports to the EU in total exports
and imports, 1993 to 2008, based on figures in Euro
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Notes: Based on data of imports and exports at current prices in Euro;
exports and imports with the EU: data declared by Hungarian importers at cif basis,
exports on fob basis; trade according to the combined customs nomenclature.

Sources of data: European Commission (1998, 2003): Monitoring reports on Hungary;
HCSO: Statistical Yearbook of External Trade (2004, 2005); more recent years: HCSO
website, database economy.

After the break-down of the CMEA, three effects prevailed: (1) a terms of trade
effect; (ii) a market loss effect; and (iii) a removal of exchange rate subsidies
effect”’. The share of exports directed to the EC was 49.7% in 1938, and 10.3% to
European CMEA countries (including the former Soviet Union). In 1978, the
respective shares were 27.8% to the EC and 45.9% to the European CMEA
countries (30.5 percentage points to the former Soviet Union). In 1988, just before

97 Trade effects according to Rodrik (1992).
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the breaking-down of the Iron Curtain, the EC had a share of 22.6% and the
CMEA of 39.3%, while in 1992, the EC had risen to a share of 49.8%, whereas
the former CMEA had declined to a mere 19.3% (Gdcs 1993). Trade liberalisation
with the EU under the Europe agreement - whose trade provisions entered into
force in February 1992 - has certainly contributed to the speed of redirection of
Hungary’s external trade flows towards the EU.

It should be kept in mind that the trade provisions of the Europe agreement
covered about 80% of Hungary’s prior trade with the EU countries, according to
the European Commission (2006a). Figure 20 shows the rapid increase in the
share of exports to the EU in total Hungarian exports from 46.5% in 1993 to over
80% in 2008. The development in imports was similar, from a share of 40.1% in
1993 to 68.0% in 2008.

Figure 21: Composition of Hungary’s manufacturing exports to the EU-27,
in % for 2008, based on data in HUF
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Source of data: HCSO, database economy on website, 27% of April 2009.
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Figure 21 shows the composition of Hungary’s exports to the EU for the year
2008 in terms of the 8 manufacturing sectors which are the focus of this study.
The overwhelming majority, 65%, was contributed by the machinery and equip-
ment sector (machinery, electrical and optical equipment, transport equipment,
machinery n.e.c.). The second largest sector in terms of export share were
chemicals and chemical products with 12%, followed by basic metals with 7%
and food, beverages and tobacco with 7%. This is quite different from the times
prior to the Europe agreement. In 1988, food and agricultural products had a share
of 28.5% in Hungary’s exports to the EU and of 23.8% still in 1990, while textiles
and clothing made up for 15.8% in 1988 and 15.5% in 1990 respectively (Hantke
1995%). Therefore, as the data show, a profound transformation of the export
oriented production structures of the Hungarian economy has taken place in these
two decades, namely from rather basic towards higher valued and more sophisti-
cated products.

Looking at this in perspective, the share of Hungarian exports of manufactured
goods, machinery and transport equipment made up 74.6% of total exports to EU
countries in 1992, rising up to 87.4% in 2008 (EU-27). The equivalent share of
manufactured goods imports from the EU remained more or less at the same level
over the period, with 87.7% both in 1992 and 2008.

Figure 22 shows the development of Hungary’s manufacturing exports per sector
to the EU (in million HUF). In order to correct for inflationary effects of the base
currency, the exports were converted to constant prices of 1992 by means of the
producer price index.”” In these terms, overall manufacturing exports to the EU
had increased 5.5-fold over the period. The machinery and equipment sector
contributed most to this development, as it had the largest share in every single
year since 1994. The contribution of the other sectors remained more or less the
same over the period. The graphic clearly illustrates the fast pace of integration of
the goods markets in Hungary into the international division of labour in Europe.

The expansion of the machinery and equipment sector could be explained by two
reasons: on the one hand, light electrical machinery and household equipment was
identified by the European Commission (1994) as an area of potential growth due
to a comparative advantage of Hungary in this field. On the other hand, this sector
was liberalised early on under the Europe agreement’s trade provision, opening up

98 Hantke (1995), p. 71.

99 The export statistic of the HCSO is published at current prices; it was corrected by a
producer price index for each sector in prices of 1992. I constructed this index based on
the HCSO producer price index per sector, which is published annually as an index with
previous year =100. To give an example, the producer price index for manufacturing as a
whole had increased from 1992=100 to a value of 352.7 in 2008.
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the access to the EU market for these products. A slightly later analysis of re-
vealed comparative advantage (RCA) by Baldone & Sdogati (1997) found that
Hungary showed a traditional RCA in relatively advanced sectors such as chemi-
cals, machinery and mechanical appliances, iron and steel products, and motor
vehicles.'®

Figure 22: Hungary’s exports to the EU 1992 - 2008 (million HUF),
8 manufacturing sectors in constant producer prices of 1992
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Source: Own calculations; own conversion from SITC to the 8 TEAOR sectors.
Source of data: HCSO, Statistical Yearbook of External Trade; subsequent years, and Statistical
Yearbook of Industry and Construction (for the producer price index), subsequent years.

These figures underline the importance of the trade liberalisation under the
Europe agreement which encompassed almost exclusively these sectors, notably
leaving out unprocessed agricultural goods of which Hungary was a potential
supplier to the EU market. This also justifies the focus of my analysis on trade of
the manufacturing goods. Further, the extent to which regional development was
influenced by the change in agglomeration of the manufacturing industry in
Hungary will be analysed in context with economic integration with the EU from
1992 to 2008.

100 Own calculations for RCA based on the formula by Balassa (1985) were not feasible with
the data base used in this study; and the procurement of data from other sources just for
this purpose was judged too expensive in comparison to the expected result, as the present
analysis already speak a clear language with respect to Hungary’s strength in international
trade.
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Table 16: Trade coverage ratios per manufacturing sector for Hungary’s
trade with the EU 1992 to 2008, selected years.

1992 | 52 17 | 11 [ o8 15 0.9 0.7 N/A
1999 | 34 12 | 08 | os 0.6 038 1.2 0.4
2004 | 12 10 | 06 | 06 05 0.6 13 0.5
2008 | 13 08 | 07 | o8 1.2 06 L5 0.6

Source: Own calculations of trade coverage ratios, and own conversion from SITC to the
8 TEAOR sectors.

Sources of data: HCSO, Statistical Yearbook of External Trade, 1992, 1999, 2004; data for 2008:
HCSO website, database economy.

Hungary’s imports from the EU in general grew less and not as consistently as
exports to the EU did. Especially imports in the machinery and equipment sector
declined between 2001 and 2004 in absolute terms and continued to increase only
thereafter. Instead of showing the detailed development for Hungary’s imports
from the EU, the concept of “trade coverage” will be used here. For a given
sector, the trade coverage index shows the ratio of Hungary’s exports to the EU
over Hungary’s imports from the EU. This gives an indication about Hungary’s
relative strength in certain exports. It is also a notion for intra-industry trade
between the two. The concept cannot give a picture, however, of whether
Hungary perhaps imported relatively more in the sector from other parts of the
world (as would be the case for textiles in recent years, for example). In fact, at
the start of the period in 1992, Hungary imported 38.6% of chemical products
from the former Soviet Union countries and another 19.7% from other CMEA
countries, while the imports of this product from the EC amounted to only 16.1%
(Hantke 1995). The data presented in Table 16 should be interpreted in this light.

Table 16 shows the development of trade coverage ratios for the 8 manufacturing
sectors.'®! In the food, beverages and tobacco sector, the initially high ratio of 5.2
still shows the previous orientation of Hungary; the ratio declined to 1.0 as a
result of the Europe agreement and the price competitiveness effects. For the more
traditional textiles sector, there was also a decline from 1.7 in 1992 to 0.9 in 2005,

101 Trade coverage ratio is the ratio of exports (X) to imports (M) of the sector, TCRi=Xi/Mi.
The concept is applied here to Hungary’s trade with the European Union only.
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as for the wood, paper and printing sector from 1.1 in 1992 to 0.6 in 2005, and for
mineral products from 1.5 to 0.6. A marked increase could be noted for the
machinery and equipment sector from 0.7 in 1992 and to 1.4 in 2008.

This analysis confirms Hungary’s comparative advantage in the machinery and
equipment sector. Moreover, it stresses the importance for Hungarian exports
overall as for the development of the manufacturing sector and the linked
employment and agglomeration effects in the national and regional context.

3.8 Foreign direct investment in Hungary

The final section of this chapter analyses foreign direct investment (FDI) in the
manufacturing industry in Hungary during the research period. This is done with
the following question in mind: Could the development of FDI have contributed
to increase agglomeration of certain sectors? Or could FDI have enhanced the
development of certain Hungarian regions over others?

The total stock of FDI in manufacturing amounted to 4,850 billion HUF in
Hungary in the year 2008. The pie diagram in Figure 23 shows how this stock of
FDI was distributed over the 8 manufacturing sectors. More than half was
invested in the machinery and equipment industry, followed by chemicals and
chemical products with 21% of the total. Third place ranged the food, beverages
and tobacco sector with a 10% share. The share of manufacturing FDI invested in
the machinery and equipment industry corresponds almost exactly to the share of
this sector in total manufacturing output in Hungary, 51% for FDI and 51.5% for
output respectively (see Figure 18).

Privatisation has influenced FDI inflows in the CEECs to a large extent.'®
Hungary pursued a policy of early privatisation via the capital market. This
attracted comparatively large FDI inflows into all sectors, which proved to be an
advantage for the competitiveness of Hungarian industry, as compared to other
countries such as Romania and Bulgaria which opted for a voucher privatisation
scheme.

During the privatisation period 1990 - 2004, the Hungarian privatisation and state
holding company received HUF 1.9 trillion (at current prices).'” The greatest

102 Kalotay & Hunya (2000) have analysed the relation between FDI inflows and privati-
sation policies in CEECs to this effect.

103 The so-called Act on Pre-Privatisation, adopted in 1990, was the start phase encompass-
sing the sale of shops of state-owned enterprises providing commercial, catering and other
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Figure 23: FDI stock in manufacturing industry in Hungary 2008, shares of
the 8 sectors (billion HUF)
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Source of data: HCSO website, database economy.

sum, one quarter of the receipts, was deposited in 1995 as the counter-value of a
determined proportion of state-owned shares of strategic companies; the second
largest sum was deposited in 1997. The sum deposited by foreigners (FDI) during
these 15 years exceeded HUF 1.2 trillion. In a table indicating the origin of FDI
for the period 1990 to 2004, the share of Germany is the largest single country
share with 23.4%, second place ranges the USA with 13.3%, followed by the EU
member states France and Austria. The total of EU member states came to a share
as large as 49%.'*

In an international comparison, the stock of inward FDI as a percentage of GDP
reached 39.9% in Hungary in 1999. This was higher than in the Czech Republic
with 33.0% and Poland with 17.2%. In the countries of the EU, Ireland stood out
with the exceptionally high rate of 50.7%. The share of FDI in gross fixed capital
formation was around 20% on average in Hungary over the period 1992 to 1999
(Csengodi et al. 2003).

consumer services. The purchase was targeted exclusively to resident private persons.
This scheme was completed in 1994. In the remaining fields of the national economy, the
transformation of state-owned enterprises into private economically operating firms
started in 1990.

104 HCSO (2005): Change of course — Hungary 1990 — 2004, pp. 6-7. In that table on the
foreign revenues in the Hungarian privatisation, the shares of individual countries add up
t0 66.6%, the remainder of 33.4% is shown to be the international placement of shares.
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Table 17: FDI stock in the Hungarian manufacturing industry (in million
Euro), selected years

1992 2,135 | 100
2000 4,046 | 189
2004 17,118 802
2008 21,117* - 989

Notes: * provisional data.

Source: Own conversion from HUF into Euro.

Sources of data: HCSO Statistical Yearbook of Hungary and Website Database Economy,
Budapest; for annual average exchange rates HUF-EUR: HCSO for 1992-1998, ECB-
Website for 1999-2008.

Table 17 shows the development of the FDI stock in the Hungarian manufac-
turing industry for selected years from 1992 to 2008 (in million Euro).'® Hungary
had been able to attract a stock of FDI of over 21 billion Euro over the period.
Compared to 1992, the stock of FDI increased more than 9-fold by the year 2008.

The bar diagram in Figure 24 shows the FDI intensities for the Hungarian
manufacturing industry as a whole and for the 8 sectors in the year 2005.'%
The manufacturing industry had an average FDI intensity of 32%. FDI intensities
of individual sectors varied. They were lowest for the textiles sector with 22% and
for other manufacturing industries and recycling with 15%, and highest for other
non-metallic mineral products with 46%. For the machinery and equipment sector,
the FDI intensity was equal to the average of the manufacturing sector.
A comparison with the FDI intensities calculated for the year 1992 resulted in the
following: The average FDI intensity was 11% for manufacturing industry in
1992, i.e. much lower than the 32% average for the year 2005.

105 The FDI data were originally published in HUF. They have been converted into Euro, as
they originated to about half from countries of the European Union. This was also done in
order to filter out the inflationary effects of the HUF. Finally, the conversion to Euro
makes sense as machines and equipment for new production sites in Hungary were
probably purchased abroad to a large extent.

106 FDI intensity was calculated as the ratio of the FDI Stock of the sector (in million HUF)
over output of the sector (in million HUF).
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Figure 24: FDI intensities in the manufacturing industry sectors in Hungary
in % for the year 2005, based on FDI and output in million HUF
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Source: Own calculations.
Source of data: HCSO, Statistical Yearbook of Hungary, Budapest.

An interesting question is whether higher FDI intensities in certain sectors
promoted stronger agglomeration of these industries than in other sectors. This
shall be analysed further with a view to the hypothesis in the regression analysis
of Chapter 6.

The final analysis of this section focuses on the spread of FDI over the country.
This is based on data for the share of FDI in enterprises with FDI per region (in
billion HUF).'"” Table 18 shows the results for two groups of regions, those in the
Western part and those in the Eastern part of Hungary (division according to
Laszlé Farago (1999). While FDI for Hungary as a whole has increased over the
period, the relative shares of the Western and Eastern part of the country have
changed only slightly. The 13 Western regions accounted for 91.3% of the total in
1992 and 87.3% of the total in 2008, while the 7 Eastern regions had only 8.7% in
1992 and 12.7% in 2008. Thus, the industrial parks policy of the Széchenyi plan
seems to have yielded certain positive effects in this respect.

The facts regarding the high FDI stock can be taken as a hint at the extent to
which the Europe agreement induced foreign direct investors from EU member
states to locate in Hungary. The still unequal distribution of FDI over the country
seems to be one of the factors which could have contributed to the strong econo-
mic development shed between a prospering Western part and a declining

107 This statistic is not available just for the manufacturing sector and per region.
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Table 18: FDI stock in Western versus Eastern regions 1992 to 2008 (based
on billion HUF), selected years

1992 91.3% 8.7%
1999 88.3% 11.7%
2004 | 91.1% 8.9%
2008 87.3% 12.7%

Source: Own calculations.
Notes: Division in Western and Eastern part according to Ldszl6 Farago (1999).
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

Eastern part. The strong overall increase of the level of FDI in the Hungarian
manufacturing industry can be taken as a strong indication for the proceeding
degree of integration of Hungary’s economy with that of the EU.

3.9 First conclusions with respect to the hypotheses

This chapter has analysed the economic situation in Hungary by means of des-
criptive empirical analysis with respect to regional development and the condition
of the manufacturing industry during the period 1992 to 2008. Integration
variables relevant for the development in the pre- and post-accession period, such
as external trade and foreign direct investment, have been analysed at the country
and regional level.'® First influences have been identified with respect to the
hypothesis regarding industry agglomeration and regional development over the
almost two decades.

About one fifth of the total population of Hungary of around 10 million is con-
centrated in the capital Budapest, while the rest is spread over the 19 remaining
Nuts-3 regions. The economic weight of Central Hungary in terms of its share in
the national GDP is even higher than the concentration of population.'” This was
a first indication towards increased agglomeration in a central location. The
spread in GDP-per-capita among the 20 Hungarian regions is great, ranging
between 50% of the national average for Nograd and 213% for Budapest in 2005.

108 Exports per region were available and have been presented in Figure 11.
109 46% share in GDP in 2005, whereas the population share was 28.3% in that year (see
Figure 6 and Table 8).
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GDP-per-capita increased for most Western regions from 1995 to 2005, while that
of the regions of Northern Hungary and the Great Plain decreased to levels well
below the national average.''’ Hungary had the highest level of regional dispar-
ities at the Nuts-3 level among the large CEECs'"' relative to the EU average;
they increased from 31.4% to 40.0% over the period 1995 to 2005. This pointed to
profound restructuring processes at the regional level.

Regional activity rates as well as unemployment rates tend to reflect regional
differences in welfare. High unemployment coupled with low activity rates
prevailed in the Eastern-most region and in Northern Hungary, lower unemploy-
ment and higher activity rates in Central Hungary and the Western regions in
2005.' More enterprises were concentrated in central locations and in the
Western part of Hungary than in the Eastern part. Regions with a higher employ-
ment in industry tended to have a larger output of industry per inhabitant. The
Western regions had a higher export share in industry production than the other
regions. These data point to a specialization of Western regions in industry and
increased agglomeration of export-oriented sectors in this part of the country.
They also confirm a certain pull-factor of the EU market, attracting the location of
industry agglomerations in the Western part of the country closest to the EU
market.

The analysis of internal net migration among the 20 regions showed that 8 mostly
Western and Central regions had a positive balance over the period 1992 to 2008
while the 12 other regions registered negative migration flows. The years of the
strongest internal migration were 1999 and 2000, which is interesting when put in
relation with industry agglomeration and regional specialization trends.'”” The
regions which attracted positive migration flows also registered higher and rising
wage levels in the manufacturing sector over the period 1992 to 2008.'** The
analysis of the regional housing market seemed to confirm the idea that people
migrated between regions not only to earn higher wages, but also to improve their
living conditions. Overall, the agglomeration pull-factor seemed to have been
exerted by the Western regions and Pest in Central Hungary.

In the analysis of the manufacturing industry, the rising importance of the machin-
ery and equipment sector in terms of output, employment and export orientation

110 See Figure 8 and Figure 9.

111 No data were available for Poland at the Nuts-3 level.

112 See Figure 10 and Table 11.

113 These years were a turning or peak point in the development of agglomeration and of
regional specialization, as the results of Chapters 4 and 5 will show.

114 See sections 3.5.1, 3.5.2 and 3.5.3.
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stood out.''® The very high export ratio of the sector of 85% indicates inter-
national competitiveness. It also points to an enhanced role that the machinery and
equipment sector may have played during increasing integration of Hungary with
the EU. This seems to confirm that the focus of this research on manufacturing is
a well-chosen basis for analysing developments in the pre- and post-accession
period. The regional data on the development of manufacturing employment and
output point to an increased concentration of this industry in certain Western
regions, relatively little importance in the Great Plain, and a declining role in the
regions of Northern Hungary. The results give another hint towards centres of
regional agglomeration of manufacturing activities in the direction of the hypo-
theses.

The analysis of Hungary’s foreign trade showed the rising importance of the EU
as an export market, with the share in total exports rising from 46% in 1993 to
80% in 2008, and a similar development on the import side. The Europe agree-
ment - whose trade liberalisation benefited about 80% of Hungary’s prior trade
with the EU countries - certainly contributed to this development. Among manu-
facturing exports to the EU, which rose 5.5-fold measured in constant prices of
1992,"'¢ the outstanding sector also was machinery and equipment, with a share of
65% in 2008. This sector also showed a high degree of intra-industry trade. The
analysis confirmed Hungary’s comparative advantage in the machinery and
equipment, electrical appliances and transport equipment sector. It further stressed
the importance to locate employment and agglomeration effects in the national
and regional context.

The final analysis of the stock of foreign direct investment (FDI) in Hungary
showed a 9-fold increase in manufacturing FDI during the period 1992 to 2008.
The sector with the largest FDI stock was the machinery and equipment sector,
followed by the chemicals and chemical products. The FDI intensity was 32% for
the manufacturing industry as a whole. The regional distribution of the FDI stock
was very uneven, with the Western part of the country holding 87.3% and the
Eastern part a mere 12.7%. This seems to point to agglomeration trends and
towards an enhanced influence of FDI on regional development in the Western
part of Hungary.

In the next chapter, the development of agglomeration in the Hungarian
manufacturing industry shall be analysed in detail with the help of empirical tools.
This shall be based on the series of HCSO data of the 8 manufacturing sectors on
the Nuts-3 regional level for the period 1992 to 2008.

115 See sections 3.6 and 3.6.1.
116 The producer price index with base year 1992. See footnote 99 for the methodology.
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4. Manufacturing Industry Concentration in
Hungary 1992 to 2008

This research analyses various questions regarding industry agglomeration. Which
development did agglomeration in the manufacturing sectors in Hungary undergo
during increasing integration with the EU, first under the Europe agreement and
then in the post-accession phase: Did integration reinforce industry agglomeration
in the manufacturing sector? Did agglomeration decrease? Were there perhaps
phases of both? Was there a turning point, and if so, when was it reached?

Chapter 4 shall approach this part of the research topic by presenting results of
empirical calculations. The data shall be treated in a way such that information
shall be provided about the actual development of agglomeration in Hungary
during the period 1992 to 2008. The results will be commented and put into
context of the predictions made by NEG theories (chapter 2.1.2), by previous
empirical studies, and, where applicable, by the descriptive empirical analysis of
chapter 3.

4.1 Measuring industry agglomeration

Before embarking into the analytic part, the issue of concentration versus speciali-
zation shall be set out here clearly.

Concentration looks at the industry, a sector of manufacturing, at the degree of
its agglomeration or dispersion in space.

Specialization looks at the region, at the structure of sectoral employment,
whether only a few sectors are dominant, or whether a region is highly diversified.

While industry concentration is analysed in this chapter, the topic of regional
specialization is reserved for the following Chapter 5.

With respect to concentration, this research looks at the research questions
whether manufacturing industry concentration in Hungary has increased or de-
clined in the course of European integration, or whether there were both trends
and at which stages of the integration process. It also verifies whether there may
have been a turning point in the development up to which there was an increase
and after which there was a decline. Such a development would correspond to the
predictions made by the selected NEG models (Puga 1999, Ludema & Wooton
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1997, Livas-Elizondo & Krugman 1996). The analysis shall also find out whether
such a peak point was already reached prior to full EU-membership of Hungary.

Here again, the speciality of my research is that it is based on regional sectoral
manufacturing employment data as a basis for calculating industry concentration
for the country of Hungary, and not at sectoral country-wide data for a group of
countries such as the EU-15 or a set of CEECs, as most previous empirical studies
in the field.

The subject of industry agglomeration can best be measured using the tool of
concentration indices. The unique contribution of this research is that it applies six
different concentration measures to the same set of data, thus allowing for a
comparison of them. The period under study is 1992 to 2008, which is the longest
available and with reliable data at the time of writing using the Hungarian
regional sectoral employment data series of the HCSO.

4.2 Overview of indices
Table 19 gives an overview of the six concentration measures used in this

research. They were all calculated based on Hungarian regional employment data
by manufacturing sectors. The detailed formula of each index will be given in the

Table 19 Concentration measures used for measuring agglomeration.
1) Krugman concentration index:
a relative measure of concentration of the industry in space;
2) CR3: an absolute measure (usually used in competition policy);

shows the concentration accounted for by the three largest regions
in each sector’s country-wide employment;

3) Herfindahl index: measures absolute concentration of the sector;
also referred to as HHI (Herfindahl-Hirschman index);
4) relative Herfindahl index (modified form): measures relative

concentration of the sector compared to the benchmark of
manufacturing employment;

5) Hoover-Balassa index: measures the relative concentration of a
specific industry in a region with respect to the average
concentration in the country, Hungary;

6) Entropy: measures the degree of dispersion of an industry in space
as an absolute number (thus the inverse concept of concentration).

Source: Own selection and formulation.
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respective subsections. Some of these indices are absolute measures of concen-
tration, some are relative measures, i.e. in relation to some other benchmark value.

All of these indices were applied to employment data by manufacturing sector and
for the 20 Hungarian regions. The idea to calculate values for these indices also
based on output, production or value added data was not feasible due to the lack
of such data at the regional level; they are not available from HCSO.

Some of the 6 indices were used in previous studies of agglomeration, some of
them rather rarely though. These 6 are not the only existing concentration indices,
however. Two other indices could not be applied here due to the unfitting set-up
of the data. These are the Ellison-Glaeser index (Ellison & Glaeser 1997 and
1999) the calculation of which would require firm-level data; such were not
publicly available for Hungary. Another index not applicable here is the so-called
spatial separation index (Midelfart-Knarvik et al. 2000); calculations for that
index would require regional output data by subsector which are not available for
Hungary either; from its conceptual definition, that index cannot be transformed
to using employment data, so that this possibility had to be ruled out. Another
recent paper by Giacinto & Pagnini (2008) proposed two modified indices
measuring industry agglomeration in Italy. These include properties of the
economic environment such as regional adjacency. As they also require plant
level data, they are not feasible for my research.

The remainder of this chapter is structured as follows: first, industry agglome-
ration is analyzed by means of the 6 different concentration indices or measures.
Each section first presents the index, then the results obtained by its calculation;
where applicable, they are put into relation with the results of other empirical
studies. A comparative section analyses all 6 concentration indices based on their
results for the data set. The final section of this Chapter draws first conclusions
with respect to industry concentration in Hungary under the Europe agreement.

4.3 The Krugman concentration index

As first index, the Krugman concentration index shall be presented here. As
Krugman is one of the founding fathers of the theories of the New Economy
Geography regarding the development of industry agglomeration in space
(Krugman 1991a), this index is presented first. The Krugman concentration index
is a relative measure of the degree of an industry’s agglomeration or dispersion in
space. In this form, it was derived from the index proposed by Krugman (1991b).
The index shall be applied here to the 8 manufacturing subsectors and 20 Nuts-3
regions in Hungary based on HCSO employment data, i.e. regional employment
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by manufacturing subsector for the 20 Hungarian regions for the years 1992 to
2008.

4.3.1 Formula of the Krugman concentration index

The formula of the index is as follows:!!”

N
K, =ZI(SU —x,j)
=

K; is the numerical value of the Krugman concentration index for industry sector i.
In the term on the right hand side, s; is the share of industry i’s employees
working in region j and x; is the share of total manufacturing employment in
region j; the Krugman index for industry i takes the absolute value of this term
and sums it over all regions j=1 to N (N=20) to give the value of the index.

A specific industry i is considered to be concentrated, if a large part of production
is carried out in a small number of regions. The higher is the value of the index,
the larger is the degree of concentration of the industry.

4.3.2 Results of the Krugman concentration index

In this section, the results of the calculations of the Krugman concentration index
for the 20 Hungarian Nuts-3 regions for the years 1993-2008 shall be presented.'’®

Figure 25 shows the values of the Krugman index for the four manufacturing
sectors food, beverages, tobacco, chemicals and chemical products, other non-
metallic mineral products, and basic metals and fabricated metal products. At the
first glace, the results show strong differences between the degree of
concentration of the industries in this sample. While the mineral products industry
had values of 0.7416 at the start of the period, the food, beverages and tobacco
industry industry showed much lower concentration levels of around 0.2940 only.

117 Formula according to Traistaru et al. (2002). They applied this index to a (private)
database collected under a Phare ACE project, on five Central and East European
countries on manufacturing industry and total employment for the years 1990-1999 (even
though the initial years 1990, 1991 and to some extent 1992 can be regarded as distorted
by the end of communist regimes data collection). In my research, it will be targeted more
precisely on manufacturing employment.

118 The data for 1992 were also calculated, but were left out here for clarity, as they seemed
to be still under some influences from the strong restructuring recession.
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Figure 25: Krugman concentration index for industry agglomeration based
on manufacturing employment data per region, 1993-2008,
4 sectors

109
0,8 1
07
0,6 1
0,5 1
04
0,3 1
0,2 1
0,1 1

0,0
1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

- food, beverages, tobaccco ~— ~— chemicals and chemical products

other non-metallic mineral products — = basic metals and fabricated metal products

Source: Own calculations; own illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

The larger concentration of the former can be attributed to the fact that natural
resources rich in minerals are located in only a small number of regions of the
country as a location factor, whereas the food, beverages and tobacco industry has
a broader resource base which is also easier transportable.

As to the development over the period, the graph shows a clear rise in overall
industry concentration levels from 1993 up to a peak in the year 1999; from then
onwards, concentration levels were falling; by the year 2004, the date of EU
membership of Hungary, they were generally below the start level. For the re-
mainder of the period up to 2008, they were rising again, for mineral products and
chemicals a decline set in towards the end of the period.

Figure 26 illustrates industry concentration for the remaining 4 manufacturing
industries for the same period, 1993-2008'"*. At the first glace, the results show
noticeable differences between the degree of concentration of the industries in the
second sample. The highest concentration at the start was found in the wood,
paper and printing, and publishing industry, 0.5290. This is due to the resources

119 See footnote 121.
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Figure 26: Krugman concentration index based on manufacturing employ-
ment data per region, 1993-2008, remaining 4 sectors
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Source: Own calculations; own illustration.

Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

other manufacturing industries, recycling

for wood and paper manufacturing and to the concentration of the publishing
activity in the Budapest agglomeration. The lowest concentration was found in the
machinery and equipment sector at the start and at the end, with a decline over the
period, namely 0.3117 in 1993 and 0.2176 in 2008.

As to the development, interestingly, these four industries all show a pronounced
hub after 2004, i.e. since the EU membership of Hungary, with the decline setting
in from 2007 onwards. The prior period, up to 2004, shows a rather shallow
development for these four industries. The only clear line is the textiles industry
with a rising concentration up to 2007.

4.3.3 Comparison of the empirical results with NEG

The model by Livas-Elizondo & Krugman (1996) for regional integration model-
led in the context of international trade described that an (irreversible) agglom-
eration would form within the country consisting of more than one region. The
model by Puga (1999) predicted an Q-shaped relationship between agglomeration
and trade costs with proceeding integration. The model by Ludema & Wooton
(1997) predicted (less than complete) agglomeration to form at some intermediate
level of trade costs, followed by dispersion as trade costs decline even further in
the course of proceeding integration.
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The empirical results based on calculations of the Krugman concentration index
for the Hungarian manufacturing industry in the period 1992 to 2008 show the
following: for a majority of manufacturing industries, concentration has generally
increased up to a point around 1999; afterwards, decreasing concentration set in to
lower levels than at the start. The highest value for concentration, i.e. the degree
of agglomeration, was reached in 1999, thus prior to EU accession of Hungary.
Since 2004 a second rise but to lesser levels than in 1999 set in, which was fol-
lowed by a new decline by 2007.

With regards to the hypothesis, the empirical results provide an overall con-
firmation in the sense that agglomeration in the manufacturing industry in
Hungary under the Europe agreements, i.e. up to 2004, first increased, before
dispersion set in to lower degrees of agglomeration than at the start of the period.
The highest concentration was indeed reached prior to EU membership of
Hungary, namely in 1999.

It would be interesting to find out whether there were other influences at work
than the mere decline in trade costs, especially which might have triggered the
turning point in 1999. Trade costs — as important as they may have been — are one
factor among various factors which influence an industry’s concentration in space.
The Hungarian privatisation regime underwent different phases throughout the
period, new sectors and enterprises were opened up to foreign investors gradually,
larger scale enterprises which were formerly state owned were put for sale in
specific years, and there was also a tendency towards more green field invest-
ments rather than the take-over of existing plants or companies in the latter part of
the period (Csengodi et al. 2003). These developments could have contributed to
the reaching of the turning point and the reversal of the concentration trend in
1999.

Moreover, there was a phase of privatisation and recapitalisation of the national
banking system as part of the transition to a market economy, a policy which was
also supported by the PHARE programme. Further, the availability of a more
stable banking system all over the country rather than only in Budapest and other
economic centres around towns could also have been a precondition enabling the
spreading out of economic activity from 1999 onwards. Furthermore, the internal
policy of the Széchenyi plan with its industrial parks scheme spread out on
purpose in the Eastern and Western part of the country and in new sites could
have contributed to the turning of the tendency of concentration (see chapter 3,
section 3.2.4).

Finally, an external factor in 1999 which took place in Hungary’s main export
market, the EU, was that 1999 was the start year of the Euro in the majority of EU
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member states, which were Hungary‘s main trading partner already at that point.
As the Euro brought with it more stability and better planning for foreign
investors, these could have been incited to locate their investments more spread
out over the country. Indeed, the following year 2000 saw the largest single FDI
inflow over the almost two decades analysed in this study. Whether FDI had a
significant influence on manufacturing industry concentration and on regional
specialization will be analysed by econometric analysis in Chapter 6. To sum up,
apart from falling trade costs and the predictions of the NEG models regarding a
turning point of industry concentration during proceeding integration, various
other factors were also potentially influencing the development of manufacturing
concentration in Hungary around the turn of the millennium.

4.3.4 Comparison of concentration ranks

In this subsection, the values of the Krugman concentration index for the 8
industries shall be ranked according to their degree of agglomeration and be com-
pared. Table 20 compares ranks for the start and end years 1993 and 2008
respectively.

Table 20: Ranks of manufacturing industry concentration in Hungary,
1993 and 2008 in comparison; Krugman concentration index
based on employment data

food, beverages, tobacco 8 6
textiles, wearing apparel, leather and fur products 6 2
wood, paper and printing, publishing 4 7
chemicals and chemical products 2 3

other non-metallic mineral products 1 1

basic metals and fabricated metal products 3 4

machinery and equipment (n.e.c., electrical and optical
equipment, transport equip.)

other manufacturing industries, recycling 5 5

Source: Own calculations; own presentation.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

138



As Table 20 with the comparison of concentration levels in 1993 and 2008
demonstrates, the highest concentration level prevailed in the mineral products
industry. This high absolute concentration level of the industry is due to the
natural resources in minerals being found in only a few regions over the country,
and due to the difficulty to transport them, creating a strong reason for firms of the
industry to locate near them. The chemicals industry was still highly agglomerated
in 2008, ranking third instead of second. This industry is one in which economies
of scale in production play an important role, according to the OECD (1994).
Industries with low concentration were machinery and equipment, as well as food,
beverages and tobacco, with ranks 8 and 6 respectively. The most marked change
in concentration ranks was undergone by the textiles industry, from rank 6 to
second rank, a sign for the ongoing consolidationof that industry.

Figure 27: Employment in the textiles sector in Hungary, number of
employees, 1993-2008
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Source: Own illustration.
Source of data: HCSO, Statistical Yearbook of Hungary, subsequent years, Budapest.

For the various manufacturing sectors, very different conditions prevailed and
played a role in shaping the developments of the industry and the degree of
concentration. In the following, a closer look at the Hungarian textiles industry
shall be taken, one of the specialities of Hungary during the CMEA division of
production, which also played a specific role during the early phases of inte-
gration with the EU under the Europe agreement. The industry was in strong
decline during the period 1992 to 2008 - as in most European countries in the
1990s and around the turn of the millennium - due to increased competition in a
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context of global trade liberalisation, producers in the Far Eastern countries,
mainly India, Bangladesh, and China took increasing shares of the market. Thus,
globalisation had its effects on the textiles industry in Hungary, too.

Figure 27 shows the development of employment in the textiles industry in
Hungary from 1993 to 2008. The number of employees in the textiles sector in
Hungary declined from 138,140 at the start of the period to 44,565 in 2008, thus
only 32% of the start level. Looking at the graph, however, it can be seen that
there was an initial slight decline until about the year 1995, then a rise to a peak in
1999, and the steep decline followed only after this 1999 peak. Thus, there must
have been some other influence apart from globalisation and sticky firm
restructuring explaining this shape.

While employment was in decline, the output of the textiles, wearing apparel,
leather and fur products sector - corrected by the producer price index for manu-
facturinglzo, remained more or less at the 1993 level until 2003, when the decline
in output to 91,500 million HUF in 2008 set in. For the output development in the
textiles industry, please see Figure 28.

Figure 28: Output in the textiles sector 1992-2008 (million HUF), corrected
by producer price index for manufacturing
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Source: Own calculations; own illustration.
Source of data: HCSO, Budapest.

120 As that index is published by HCSO with previous year =100, it was converted here to an
index holding the prices of 1992 constant and =100.
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Given that the number of employees in the sector declined to 32% of the 1992
workforce by 2008, these figures point to an increase in productivity per em-
ployee. Measured in HUF and using the output figures corrected by the producer
price index, this increase was from 990,100 HUF per employee in 1993 to
2,0522,400 HUF per employee in 2008, i.e. more than the double. 121

How can the hub in output of the sector around the years 2000 to 2003 and the
preceding increase in employees of the sector in the years 1997 to 2000 be
explained? Were there any special phenomena going on which could explain this
development? Sdogati et al. (2002)'% analysed the competitiveness of the textiles
industry in two founding EU member states, Germany and Italy, in relation to
eight CEECs, including Hungary, using customs data provided by textile and
apparel firms for the years 1988 to 1997. Those data allowed for a distinction
between final versus temporary imports and exports. That analysis revealed that
German and Italian firms responded to the global cost pressure due to the
competition from Far Eastern producers in the mid-1990s by means of outward
processing trade (OPT) to the CEECs. That strategy enabled them to benefit from
the lower labour costs in CEECs, yet selling the final product under the high-
quality, high-prestige labels “made in Italy” or “made in Germany”, as the major-
ity of value added was still generated in those countries.

This international division of labour was made possible through provisions
specially included in the Europe agreements with CEECs making the arrange-
ments ruling over OPT even more favourable. The authors concluded by esti-
mating the cost savings realized by German firms through OPT with CEECs in
the order of 50% and for Italy in the order of 40% to 50% in the period analyzed.

As relative and real production costs in Hungary and other CEECs increased over
the years though, especially in the late 1990s and early 2000s, Hungary and other
CEECs gradually lost their cost advantage. The firms in the EU-15 responded by
delocating their outward processing trade to Far Eastern production sites instead.
This could explain the observed hub in employment in the Hungarian textiles
industry in the late 1990s and the hub-shaped increase in output around the year
2000 as well as the steep drop in output from 2003 onwards, which only happened
in the textiles sector and was not observed in any of the other 7 manufacturing
sectors examined in this research.

121 Output corrected by the producer price index with base year 1992; see footnote 102 for
the methodology.

122 Chapter 5 in Sdogati et al. (2002) entitled “Moving to Central-Eastern Europe:
International Fragmentation of Production and Competitiveness of the European Textile
and Apparel Industry”.
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4.3.5 Comparison of the results with previous studies
and for other countries

Coming back to the results of my calculations of the Krugman concentration
index based on employment for the 8 Hungarian manufacturing industries, this
section shall put them into context with previous empirical research.

There is study on economic geography in five CEECs edited by Traistaru et al.
(2003) which analysed several aspects of the general economic set-up in those
countries for the years 1990 to 1999. Yet data for the first years of this period
have certainly been under a distorting influence from the communist era and from
the severe restructuring recession. For Hungary, Mafioli (2003) calculated a
concentration measure called the dissimilarity index for industry. The results
obtained there have to be treated with caution, however, as they refer to total
employment, whereas my study is to a great extent more focussed by using as a
benchmark manufacturing employment only. Additionally, the categories of the
industries have been agglomerated to fit the scheme of the overall five country
study, leaving a certain element of error. Finally, the results are shown giving
merely two digits after the decimal, which is not as accurate in the analysis of
changes of agglomeration, as often there is no visible change this way from one
year to the next. Thus, that study is only vaguely and in part comparable with the
results of my calculations.

As a trial, the numerical values presented by Mafioli (2003) - based on total em-
ployment - and the results of my calculations - based on manufacturing
employment - have been plotted in graphs together by industry.'?® The picture was
such that the lines for the concentration found by Mafioli were generally above
those obtained in my calculations; and further, they showed a different direction
of development of concentration. Most importantly, they end at the point where
my calculations become most interesting, i.e. with the year 1999, which is a great
disadvantage of that study to my mind, as that peak became a turning point prior
to the EU accession of Hungary.

In a comparative summary of five CEECs, Traistaru et al. (2003) showed average
concentration for manufacturing as a whole (not individual industries) for 1990 to
1999, based on the data and method just described for Mafioli (2003). In
comparison with other countries, Hungary had a relatively low overall concen-
tration in manufacturing, which kept rising until about 1997, then falling in 1999,
the last year of that study, below the start level. Higher average concentration was
observed in Bulgaria, Slovenia (a country with 2 million inhabitants and thus too

123 As this would methodologically not be accurate, it is not shown here.
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small to conduct such a study in my view), and the highest in Romania. To give a
range of values to put that into perspective, the average manufacturing concen-
tration for Hungary was shown in the range of 0.45 to 0.48, falling to 0.43 in
1999; the average for Romania was in the range of 0.61 to 0.66, falling to 0.64 in
1999. Those results have to be taken with caution, as was explained before.

4.4 Concentration rate CR,

After these first results on the actual development of industry agglomeration in
Hungary as measured by the values provided by the Krugman concentration
index, it is interesting to see which results the other measures will provide. In this
section, the measure CR3; shall be introduced. CR; stands for the market
concentration share made up by the 3 largest entities. CR; is a concept used
primarily in competition policy by the competition authorities to determine market
power held by firms. It is applied here to the market share of an industry country
wide contributed by regions instead of firms.

4.41 Formula of the CR; measure

The employment share of the 3 largest regions in total Hungary-wide employment
of an industry sector i is denoted as follows:

CR;, = 23: O
j=1

where the index i refers to the manufacturing industry sector (8 manufacturing
sectors), j to regions (20 Nuts-3 regions). The values of the three regions contrib.-
uting the largest share of country-wide employment of the industry are summed
up to give the value of CRj3 for industry i1

This concentration index is perhaps the most intuitive measure of industry ag-
glomeration. To interpret the values of this measure using an example from
competition policy, CR; = 0.60 would mean that the sum of the market shares of
the three largest firms is 60% of the total market. A disadvantage of the measure
is that the relative market share of the 3 largest entities is not taken into con-
sideration; i.e. a CR3; = 0.60 could have been made up either of 3 entities with a

124 Formula according to Aiginger & Pfaffermayr (2004); they apply this to 99 NACE 3-digit
industries and 14 EU-countries, for 3 years 1985, 1992, 1998, in context of analyzing
Single Market effects.
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share of 0.20 each, or of one large entity with a share of 0.50 and two small ones
with a share of 0.05.'%

4.4.2 Results of the concentration rate CR; for Hungary

The results of the calculation of CR; for industry concentration are shown in
Table 21 for the 20 regions in Hungary based on the HCSO employment data.
Firstly, the results of CRj3 calculations in Table 21 allow an identification of
industries with an overall high, medium and low concentration. A comparatively
high concentration, with a market share of over 40 to more than 50% in three
regions, is prevailing in the chemicals, basic metals and the wood, paper and
printing industries. Medium level concentration, below 40 to more than 30%,
characterises the mineral products, machinery and equipment and other manu-
facturing sectors. Low concentration levels, with less than 30% market share, are
found in the food, beverages and tobacco as well as the textiles sectors.

As for the development of industry concentration, the last column of Table 21
shows the overall trend prevailing over the entire period, 2008 compared to the
start year 1992. Concentration had risen in 4 sectors, declined in 3 sectors, and
remained more or less at the start level in one sector, that of chemical products.
Comparing this with the share in manufacturing employment of each sector,
3 sectors with a low employment share had become more concentrated and only
one with a high employment share did so, the food, beverages and tobacco
industry.'”® Among those with a falling concentration was one with a high
employment share, the machinery and equipment sector, the other had rather low
shares. The more or less constant concentration industry, chemicals, had an
intermediate employment share in overall manufacturing employment. Therefore,
no generalisation about the trend in concentration and the employment share of
the industry is possible from these data.

In the subperiods, however, the development of CR; concentration was different
from the overall result. From 1992 compared to 1999, the value of CR3 had risen
for 6 out of the 8 sectors, when a peak was reached. These industries were food,
beverages and tobacco, textiles, wood and paper, chemicals, machinery and
equipment and other manufacturing industries. From 1999 to 2004, concentration
has fallen for five of these industries (except for the food, beverages and tobacco
sector). For the two remaining sectors, concentration has either remained more or
less constant - for the mineral products sector, or it has kept falling until 2004:

125 www.mikrooekonomie.de on 20th Sept. 2007 ,,Messung der Anbieterkonzentration®.
126 The textiles industry which had a high employment at the start and a low employment
share at the end of the period, was classified here with its end of period employment.
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Table 21: CR; concentration rate per industry based on regional manufac-
turing employment data, selected years

‘Manufacturing of | - 2004

; e ; . | 2008/1992
food, beverages, tobacco 0.2747 0.3089 0.3228 0.3715 T
textiles, wearing apparel, | 999 | 03462 | 02572 | 0.3754 1

leather and fur products

wood, paper and printing,

publishing 0.4494 0.5267 0.4333 0.4809

chemicals and chemical
products

u

0.5201 0.5978 0.4685 0.5099

other non-metallic mineral

products 0.3571 0.3529 0.3314 0.4480

basic metals and
fabricated metal products

— | —

0.5057 0.4353 0.3671 0.4105

machinery and equipment

(n.e.c., electrical and

optical equipment, 0.4495 0.4573 0.3361 0.4104 ,L
transport equip.)

offier AN URAEINg 0.3989 | 04067 | 03281 | 03795 !

industries, recycling

Source: Own calculations; own presentation.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

This was the case for the metal products sector where a marked decrease took
place, implying a fall in market share for the 3 largest regions from 50.6% to
36.7%. For the remainder of the period since the EU accession of Hungary, all
industries showed an increase in CR; concentration levels, yet the end levels in
2008 were generally below the 1999 peak.

4.4.3 Regional composition of industry concentration CR;

The concentration measure CR; allows for a detailed analysis of the regional set-
up of industry agglomeration. More precisely, it is possible to see in which
regions held the largest centres of each industry in employment terms. As the
greatest shifts are expected over the longest period possible, the years 1992 and
2008 are compared in Table 22.
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The comparison in Table 22 shows that for two industries, namely the food,
beverages and tobacco, and chemicals and chemical products, the agglomeration
centres have not changed for 1992 and 2008 respectively, i.e. the main concen-
tration was still located in the same three regions. For the remaining six industries,
there was a change in the top three regarding one region - although for some of
these industries, the position of the regions with respect to the start year changed.

Table 22:

Regions making up the largest shares in Hungarian manufac-
turing employment per industry in 1992 and 2008, based on the
CR; concentration rate

food, beverages, tobacco

Budapest, Bacs, Pest

Budapest, Pest, Bacs

textiles, wearing apparel, leather
and fur products

Budapest, Gyér, Vas

Budapest, Vas, Szolnok

wood, paper and printing,
publishing

Budapest, Szabolcs,
Bacs

Budapest, Pest,
Szabolcs

chemicals and chemical products

Budapest, Borsod, Pest

Budapest, Borsod, Pest

other non-metallic mineral
products

Borsod, Budapest,
Veszprem

Budapest, Pest,
Veszprem

basic metals and fabricated metal
products

Budapest, Borsod, Fejer

Budapest, Pest, Fejer

machinery and equipment (n.e.c.,
electrical and optical equipment,
transport equip.)

Budapest, Pest, Fejer

Budapest, Pest,
Komarom

other manufacturing industries,
recycling

Budapest, Zala,
Csongrad

Budapest, Vas, Zala

Source: Own calculations; own presentation.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

Budapest region was among the three regions contributing the largest shares in
industry employment for all manufacturing sectors in the years 1992 and 2008.
For the mineral products industry, however, Budapest was not the largest con-
centration area overall. The prominent position of Budapest is not unusual when
taking into account that about one fifth of Hungary’s workforce live in Budapest,
namely 19.6% of manufacturing employment in 2008, and 20.9% for the year
1992 respectively.
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Pest region advanced from being 3 times among the largest three production sites
to being 6 times among the top 3. This shows an increasing economic importance
of this region surrounding Budapest, located in Central Hungary. As the analysis
of internal net migration in Chapter 3.5.1 showed, Pest region was also the region
with the largest positive internal net migration of the period, with +248,000
persons over the period.

4.4.4 Comparison of the results with theory

The overall evolution of manufacturing industry concentration in Hungary as
measured by the CR3 concentration index is broadly comparable to the predictions
made by NEG theory for agglomeration in the course of integration processes.
The model by Livas-Elizondo & Krugman (1996) for regional integration
modelled in the context of international trade described that an (irreversible)
agglomeration would form within the country consisting of more than one region.
More in particular, the model by Puga (1999) which predicts first a rise to a peak,
then a fall in concentration levels, called Q-shaped evolution, is confirmed by the
data from my own calculations. The model by Ludema & Wooton (1997)
predicted for some intermediate level of trade costs between regions of a country
agglomeration (less than complete) to form, followed by industry dispersion as
trade costs decline even further in the course of proceeding integration. There
were such phases in the manufacturing sectors in Hungary during the observation
period, even though the second rise of concentration after EU accession could not
fully be explained. Trade costs would be presumed to have fallen more since 2004
due to Hungary being part of the Single Market and all regulations then in force;
apparently, however, what could have happened is that international trade costs
increased due to a surge in NTBs applied to a stronger degree or newly to
products “made in Hungary” upon full EU membership.

4.4.5 Evaluation of the results by means of other empirical studies

The results of this research are not directly comparable to those of other empirical
studies, as the industry scope and country coverage as well as data sources are
different. One study working explicitly with the CR3 concentration measure is the
one by Aiginger & Pfaffermayr (2004), which analysed concentration effects in
14 EU member states for selected years from 1985 to 1998 in order to identify
concentration effects entailed by the European Single Market programme. The
authors based their calculations on Eurostat data of value added for 99
3-digit industries. First of all, they found an overall increase of CR3 concentration
of the 3 largest of these 14 old EU countries from 64.6% to 65.0% (unweighted
average) from 1985 to 1992, then a decrease by 2.1% to 63.7% in 1998. Overall,
they observed a decrease in industry concentration measured by CR; by 1.5%
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from 1998 - post Single Market - over the year 1985 - prior to the political de-
cision for the Single Market programme. Compared with their results, the changes
of industry concentration observed in Hungary by this research during the almost
two decades were much stronger. They ranged between +13% and -19% of the
initial CR; concentration levels for 2008 compared to the 1992 start level.

Calculation of such unweighted averages - equivalent to the method used in
Aiginger & Pfaffermayr (2004) - on my results based on Hungarian
manufacturing employment data for the years 1992, and 1999, as well as 2004 and
2008, gave the figures presented in Table 23.

Table 23: Unweighted averages in CR; concentration in Hungarian
manufacturing industry based on employment, selected years,
and percentage change

CR3
level

0.4069 | 0.4290 | 0.3556 | 0.4233 +11.2% -11.8% +4.0%

Source: Own calculations.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

The overall concentration level measured by CR; of the three largest regions in
terms of manufacturing employment was 40.69% in 1992, rose to 42.90% in
1999, fell to 35.56% in 2004, and finally rose to 42.33% in 2008. Comparing the
percentage change, this meant a rise of 11.2% in the first period, and a decline of -
11.8% for the entire period of the Europe agreement, 2004 compared to 1992.
Overall, concentration measured by CR3 rose by +4.0% in 2008 relative to the
1992 start level.

This shape of the development of industry agglomeration goes broadly in line
with the trend observed by Aiginger & Pfaffermayr (2004) in their EU-14 Single
Market analysis, first a rise, then a fall offsetting the initial rise and making up for
an overall fall when comparing the end to the start year of the analysis. This
leaves the question whether perhaps similar processes might have set in among
the Hungarian industry on the regional level under the Europe agreement as in the
EU-14 under the influence of the Single Market Action plan.

A comparison of the level of CR; of Aiginger & Pfaffermayr (2004) and my data

shows much lower figures for the Hungarian regions than for the country-based
EU-14 study. While these average CR; concentration levels for the manufacturing
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industries in Hungary ranged around 40%, for the country level in the
EU-14 they were shown to be around 60%. This could be due to the vast dif-
ferences in the database of the two studies and also due to the much larger size of
at least 5 of the countries of the EU-14.

4.5 The Herfindahl index

The development of agglomeration of the manufacturing industries in Hungary
shall now be measured using the Herfindahl index, sometimes called Herfindahl-
Hirschman index. In its original form, this index results in an absolute measure of
industry concentration. In another context, when applied to export data of
countries, the Herfindahl-Hirschman index can measure the degree of export
concentration of a country’s exports, as in Guerson et al. (2007) for Argentina.
Back to the context of spatial industry concentration where it is used here, the
Herfindahl index is sometimes called a comprehensive concept as it includes
information about the whole distribution, unlike the CR3; measure (see section
4.4.1). The comprehensiveness of the Herfindahl index also has a disadvantage to
it, however, as the very largest shares tend to dominate the results. A modified
form of the Herfindahl index, then resulting in a relative concentration measure,
shall therefore be presented in section 4.6 of this chapter.

4.5.1 Formula of the Herfindahl index

The formula of the Herfindahl concentration index in its absolute form can be
denoted as follows:

Herfindahl index (absolute)

Hizzv(sij)z

j=1

where the index i refers to the industry sector (8 manufacturing sectors), and j to
the regions (20 Nuts-3 regions).'?” Thus the Herfindahl index for industry sector i
takes the value of the sum of the squared regional employment shares of industry i
for all 20 regions j. The result can take values between 0 and 1. The higher the
value, the more concentrated is the industry.

127 Formula according to Aiginger & Pfaffermayr (2004).
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4.5.2 Results of the Herfindahl index

The Herfindahl index has been calculated for the 8 manufacturing sectors based
on regional employment data for selected years: 1992, 1995, 1999, 2004 and
2008. Figure 29 presents the results for the 4 sectors with the higher absolute
concentration values, while Figure 30 will present the remaining sectors.

Figure 29: Absolute Herfindahl index based on employment data, 4 manu-
facturing sectors, selected years

0.25

[ 0.20

0.10 {— — ™ ==

SIS ee=m T T
0.05 -
0.00 -
1992 1995 1999 2004 2008

wood, paper and printing, publishing

chemicals and chemical products
— — basic metals and fabricated metal products

| - - machinery and equipment (n.e.c., electrical and optical equipment, transport
L

Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

The chemicals sector shows the steepest rise in concentration levels of the four
sectors in Figure 29, from the start in 1992 at 0.1236 to a high of over 0.2057 in
1999, whereafter it falls below the start level. This is a rise by more than 66%.
The wood, paper and printing sector also shows a rise to a peak in 1999, then a
fall below start levels. This corresponds to 22% beneath the start level. The
recycling and other manufacturing industries also follow the trend with a peak in
1999, then fall below start levels. Finally, the machinery and equipment sector
initially falls from the start in 1992 until 1995, then rises to an intermediary peak
in 1999, then keeps on falling to an absolute level of 0.0714 in 2004. That
concentration for the machinery and equipment sector is over 40% lower than the
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start level. Finally, for the post-accession period, a rise in concentration levels set
in for all four industries, but to lesser levels than in 1999.

Figure 30: Absolute Herfindahl index based on employment data, remaining
4 manufacturing sectors, selected years

0.02 -

0.00
1992 1995 1999 2004 2008

food, beverages, tobacco

other manufacturing industries, recycling

— — other non-metallic mineral products

— — textiles, wearing apparel, leather and fur products

Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

Figure 30 shows the results of the Herfindahl index calculated for the remaining
sectors. These sectors tend to have lower concentration levels than those in
Figure 29. The mineral products sector shows a fall in concentration from the start
to the year 2004, the concentration level was 30% lower in 2004 than in 1992.
Two sectors show a rise to a peak in 1999, the textiles sector as well as food,
beverages and tobacco. All of these four sectors show a rise of concentration from
2004 to 2008, most pronounced for the mineral products sector.

4.5.3 Comparison of the results with theory

The development regarding agglomeration of the 8 manufacturing sectors in
Hungary during the period 1992 to 2008 as measured by the Herfindahl con-
centration index is overall in line with models from NEG. The model by Livas-
Elizondo & Krugman (1996) for regional integration modelled in the context of
international trade described that an (irreversible) agglomeration would form
within the country consisting of more than one region. More concretely, the
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predictions made for agglomeration in the course of integration processes of the
model by Puga (1999) are verified by my results. They notably predicted first a
rise in manufacturing industry concentration up to a peak, thereafter a fall in
concentration levels - called Q-shaped evolution; that shape is confirmed by the
graphs and data of my calculations. The model by Ludema & Wooton (1997)
predicted (less than complete) agglomeration to form at some intermediate level
of trade costs, followed by dispersion as trade costs decline even further in the
course of proceeding integration. For the period under the Europe agreement, this
was also the case in Hungarian manufacturing industries.

There are few empirical papers using the Herfindahl index on EU data. One paper
is that by Giannetti (2002) who, based on a modified new growth model,
conducted an analysis based on income data for 10 EU countries from 1980-86,
and from 1986-92 in which she used the Herfindahl index for country
employment concentrated in one of the three macro-sectors of the economy as a
control variable (that paper was interested in isolating the role of technological
spill-overs for regional growth). This was done to control for the exceptionally
good performance of regions which derive their wealth from being political
centres of major importance, such as Paris and Brussels, and to account for other
regions with higher levels of public sector employment, such as in Italy, and
finally, to account for regions endowed with natural resources (such as Nordrhein-
Westfalen in Germany) where performance is likely to depend on national
endowments rather than on a mechanism of technological transmission.

4.6 The relative Herfindahl index

The next index to be presented in this effort to measure the development of
manufacturing industries’ agglomeration in Hungary in the course of European
integration is the relative Herfindahl index, a modified form of the Herfindahl
index. This index measures sectoral geographic concentration with respect to a
benchmark, which is the overall geographic concentration of the manufacturing
sector.

4.6.1 Formula of the relative Herfindahl index
The formula of the relative Herfindahl index is as follows:

N
Hr, = Z (SU. - X,

J=1
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where s;; is the share of industry i’s employees working in region j and x;; is the
share of total manufacturing employment in region j. The index for industry i then
takes the sum of these differences squared over all 20 Hungarian regions j.'*® The
index can take values between 0 and 1. The higher the value, the more concen-
trated is the industry.

4.6.2 Results of the relative Herfindahl index for Hungary

The relative Herfindahl index has a different nature than the other indices presen-
ted so far due to the fact that it measures an industry’s concentration relative to a
benchmark. The benchmark chosen is total manufacturing employment in a given
region as a share of country-wide manufacturing employment. It then puts the

Figure 31: Relative Herfindahl concentration index for 8 manufacturing
sectors based on employment data, years 1992 and 2008 in

comparison
0.06 — —
0.05
0.04
0.03
0.02 |
0.01
0.00
food, textiles wood and non- basic machinery other
beverages, paper  metallic metalsand and industries,
tobaccco mineral products equipment recycling
products
@ 1992 @ 2008

Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

128 The Formula is spelt according to Giacinto & Pagnini (2008) and an earlier version of
that paper. They used this index on Italian data from 103 industrial subsectors for the year
1996, census data from the Italian National Institute of Statistics.

153



industry i’s agglomeration measured in employment terms in relation to overall
manufacturing employment. The values of this relative Herfindahl index could be
ranging from 0 to 2. The index would take on a value of zero when a specific sec-
tor’s employment was distributed across regions in the same way as total manu-
facturing employment. The results of the calculations are shown in Figure 31.

Figure 31 presents the results of the relative Herfindahl concentration index for
the 8 manufacturing sectors in Hungary for the years 1992 and 2008, the start and
the end year of the observation period. For most sectors, concentration as
measured by the relative Herfindahl index fell over the period. This decline was
by more than half the initial concentration value for wood and paper, and mineral
products, and by about a third for basic metals and other manufacturing industries.
The strongest decline was observed in the machinery and equipment sector, to less
than one fifth of the original concentration, thus a strong relative dispersion of this
sector as measured by the relative Herfindahl index. Exceptions to this falling
tendency were the (shrinking) textiles and wearing apparel sector (see section
4.3.5), and food, beverages and tobacco, which remained almost the same

A word of caution should be added when evaluating the results of the relative
Herfindahl index: as the comparison of indices in section 4.9 demonstrates, the
relative Herfindahl shows the rise and fall in concentration in the strongest way of
the 6 concentration measures. Thus, also such extreme values as the result for the
manufacturing and equipment sector should be viewed in this light.

To put these figures in perspective, a look should be taken at the development of
Hungarian manufacturing employment in absolute terms. Overall manufacturing
employment in Hungary decreased over the period from 854,913 in 1992 to
648,454 in 2008, that is by almost 25%."° The graph in Figure 32 shows the 8
sectors’ manufacturing employment in Hungary for the years 1992 until 2008. On
the one hand, the machinery and equipment sector increased from 24% to 39.5%
over the observation period. In absolute terms, employment increased from
148,000 in 1995 to 256,500 in 2008. This went along with the relative dispersion
or strong fall in relative Herfindahl concentration just described for the results
shown in Figure 31.

On the other hand, the food, beverages and tobacco sector went from a share in
manufacturing employment of 21% in 1992 down to 14% in 2008. This cor-
responded to a decline in absolute employment figures, from 184,000 in 1992 to
91,800 in 2008.

129 Data source for these figures: HCSO, Regional Statistical Yearbook of Hungary series.
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Figure 32: Development of Hungarian manufacturing employment in the
8 sectors, 1992 to 2008
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Source: Own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

This went along with relative dispersion also, as measured by the Herfindahl
index (see Figure 31). Thus, while the absolute employment figures provide some
information, they can by no means provide an indication about the direction of
spatial concentration or dispersion tendencies in the manufacturing industry in
Hungary. Only the calculation of concentration indices based on sectoral regional
employment data can.

4.6.3 Results of other empirical studies

The specific form of a relative Herfindahl index has not been applied to Central
and East European data so far. Di Giacinto & Pagnini (2008) conducted a plant
location study for 103 industrial sectors and regions in Italy, for a single year
based on Italian census data from Italian National Institute of Statistics, based on
employment and for the year 1996 for 95 administrative provinces and 20 regions.
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It is therefore judged not meaningful to compare those results here in any way
with the calculations made for Hungary in this study.

4.7 The Hoover-Balassa index

The one before last measure to be presented in this analysis of agglomeration of
the Hungarian manufacturing industries is the Hoover-Balassa index, a relative
measure of concentration. This concept has been selected as Bela Balassa, a
Hungarian, did breaking research in the context of European integration regarding
the integration indicator trade, creating Balassa indices to measure comparative
advantage of countries and intra-industry trade specialization. As for this research,
the effects of integration on Hungarian regions and industry agglomeration under
the Europe agreement and beyond are of interest, which liberalised trade in
manufacturing goods, this researcher’s contribution should not be left out.

The Hoover-Balassa index is a relative measure of concentration. It is applied
here in a modified form in order to adjust for differences in regional sizes, in
accordance with Haaland et al. (1999).

4.7.1 Formula of the Hoover-Balassa index

The formula of the Hoover-Balassa index as used here is as follows:

coNC, = |13 | 2%

j g ijij—zz'z;xij

where the index i refers to the industry sector (8 manufacturing sectors), j to
regions (20 Nuts-3 regions). The term in brackets is the share of industry i’s
employees in region j, minus region j’s share in total manufacturing employment
in Hungary, squared; summed over all regions, times 1/20 (0.05) for the 20 Nuts-3
regions in Hungary, taken the square root of, equals the Hoover-Balassa index for

the industry sector i."*

The Hoover-Balassa index is a relative concentration indicator as it measures the
difference of an industry’s spread of employment to the average spread of

130 The Formula is given according to Hildebrand & Worz (2004). They applied this index to
10 countries in Central and Eastern Europe, to output and employment data for 11
industries from 1993 to 2000 (wiiw database).
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employment. Thus, an industry is relatively concentrated if its employment is
more concentrated than total manufacturing employment in Hungary is.

4.7.2 Results of the Hoover-Balassa index

The results of the calculation of the Hoover-Balassa concentration index based on
regional sectoral employment data for Hungary are presented in form of a bar
chart in Figure 33.

Figure 33 shows the percentage changes in industry concentration measured by
the Hoover-Balassa index for the 8 manufacturing sectors. The first bar for each
industry shows the percentage change in relative concentration in 1999 over the
start year 1992, the second bar shows the percentage change in concentration in
2008 over the start year 1992. For the chemicals and chemical products industry,
the rise in concentration to a peak in 1999 is most marked, a rise by 70%.

Figure 33: Hoover-Balassa concentration index based on employment data,
percentage change per sector, 1999 and 2008 relative to 1992
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Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

The textiles industry also shows a rise in 1999 over 1992, by 18%, mineral
products by 12%, and the food, beverages and tobacco sector by 5%. For the other
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four sectors, relative concentration as measured by the Hoover-Balassa index fell
in 1999 compared to 1992, by between 5% for the wood, paper and printing
industry and 22% for machinery and equipment.

Looking at the end year 2008 compared to 1992, three industries show on overall
decline in concentration. The strongest decline as measured by the Hoover-
Balassa index was in the machinery and equipment industry, by almost 40%,
followed by the mineral products industry. The other five industries showed a rise
as compared to the start year, most pronounced for the textiles and second the
chemicals industry. In general, the rise was less than for 1999 compared to 1992
- with the exception of the shrinking textiles industry.

4.7.3 Comparison of the results with theory

The Hoover-Balassa index does not show the hub-shaped development in such a
clear way as other concentration indices calculated in previous sections of this
research do, thus this index is only a relatively weak confirmation of the
predictions by the Puga (1999) model. The weaker form of the hub-pattern for
this index could be due to the formula and the smaller absolute values which the
Hoover-Balassa index takes for each year and industry. The values range from
0.0147 for the machinery and equipment sector in 2008 to a high of 0.0482 for the
chemicals industry in 1999, thus overall roughly one decimal smaller than for the
four indices presented up to this point. The results of the Hoover-Balassa index
for Hungary do confirm, however, the decrease in concentration overall, as NEG
theory predicts in multi-country models in context with economic integration,
such as Livas-Elizondo & Krugman (1996).

4.7.4 Evaluation in the light of other empirical studies

The results obtained for relative manufacturing industry agglomeration in
Hungary using the Hoover-Balassa index for the years 1992 to 2008 shall now be
put in context with other empirical studies. In the study by Hildebrandt & Worz
(2004), the Hoover-Balassa index is applied to production data and employment
data of 11 industries from 10 countries in Central and Eastern Europe for the years
1993 and 2000 using a database of their institute, the wiiw. Please note that the
authors take as a whole the sum of these 10 countries and as components per-
country data, whereas I take Hungary as a whole and the sectoral data for the
20 Hungarian Nuts-3 regions as components.

Hildebrandt & Wérz (2004) found that relative concentration had risen for

7 sectors in 2000 as compared to 1993 and fallen for 4 sectors. The chemicals
sector - which had the strongest rise in 1999 over 1992 in my Hungarian calcu-
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lations - remained almost constant in their data set. The machinery and equipment
sector, which was split in two sectors, showed a rise in 2000 for electrical and
optical equipment and a slight decline for machinery and equipment n.e.c.. The
overall order of magnitude of the values taken by the Hoover-Balassa index is
between 0.0124 and 0.0407 for the start year 1993 (Hildebrandt & Worz 2004).
This corresponds more or less with that of the year 1992 Hungarian data of my
calculations where values range from 0.0222 to 0.0409, as a plausibility verifi-
cation of the results. As the scope of that study is very different from mine,
though, the results cannot be compared in any detail.

In an analysis of Single Market effects in the EU-15, Haaland et al. (1999) used
the Hoover-Balassa index in a simplified form for country-based data of 13 EU
countries and 35 ISIC sectors of the OECD STAN data base. The results for the
years 1985 and 1992 serve as input into a more complex econometric model. A
table in the annex nevertheless presents these in a 3-digit precision such that
several sectors come out equal or same rank. The industries are not directly
comparable with the 8 Hungarian manufacturing sectors. The 3-digit presentation
of that study is judged too raw for my analysis of Hungarian concentration based
on regions, which is why 4-digit precision was chosen throughout this study.

4.8 Entropy

The final measure is the entropy, which shall now be applied to the Hungarian
data in order to measure manufacturing industries agglomeration under the Europe
agreement and beyond. Entropy is a concept stemming from physics where it is
used to describe the difference between the start and the end extension of a gas in
space. Entropy gives an absolute number for the degree of dispersion in space,
thus this is the inverse idea of concentration in a way. As in this research, the
main idea is to analyze agglomeration or dispersion tendencies in manufacturing
industries in Hungary due to European integration, this concept is suitable for
application in this analysis when transposed to the extension or dispersion of an
industry in space.

4.8.1 Formula of the entropy

The formula for calculating the entropy is as follows:

J
E = Zsl.j Xlns;
—
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where the index i refers to the industry sector (8 manufacturing sectors), j to
regions (20 Nuts-3 regions), and s;; is the employment share of industry i in region
Jj (expressed as %), times the logarithm of the share of industry i in region j
(expressed as %), then summed up over all regions to give the entropy figure for
industry i."*!

To evaluate the results of entropy, it should be said that due to this formula, the
effect of a dominance of large regions is mitigated by multiplying shares and log
shares. Therefore, the entropy has the advantage that it gives the role of large
regions a fair but not dominant share.

4.8.2 Results of the entropy for Hungary
The results of my calculations of the entropy applied to the sectoral regional em-
ployment data of HCSO are presented in the two following graphs, each for a set

of 4 industry sectors.

Figure 34: Entropy based on employment data, 4 manufacturing sectors,
selected years
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Source: Own calculations.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

131 Formula according to Aiginger & Pfaffermayr (2004). They applied the entropy to 99
NACE 3-digit industries and 14 EU-countries, for 3 years 1985, 1992, 1998 in order to
measure concentration tendencies due to the EU Single Market programme.
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Figure 34 shows the results of my calculations of the entropy applied to the
sectoral regional employment data for 4 of the 8 manufacturing industries in
Hungary for the years 1992, 1995, 1999, 2004 and 2008. For the chemicals
industry, the graph shows a steep rise from 1992 to 1999, even a rise from 1992 to
1995 already, with a peak in 1999; from 1999 to 2004, concentration falls to about
the 1995-level. For the wood, paper and printing sector, there is a rise in entropy
from 1992 with a peak in 1999, followed by a decline. For the food, beverages
and tobacco sector, entropy also rises to 1999, thereafter remains at the new level.
Only for the mineral products sector, entropy does not show a peak in 1999, but
remains at about the start level, then falling slightly to 2004. For the post-
accession period, entropy rises for the four sectors up to 2008.

Figure 35: Entropy based on employment data, remaining 4 sectors,
selected years
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Source: Own calculations; own graphical illustration.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

Figure 35 shows the results of the entropy calculations for the remaining 4
sectors. Three sectors of these show a rise to a peak in 1999, after an initial slight
decline from 1992 to 1995; these are the machinery and equipment, textiles as
well as the other manufacturing industries and recycling sectors. After this peak,
concentration declines up to 2004, for all industries below the start level.
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Finally, the measure shows a rise up to 2008 again for all the 4 sectors. Table 24
analyses in more detail the percentage changes in entropy for the peak year and
the year 2004 compared to the start.

Table 24: Percentage changes in entropy for the 8 manufacturing sectors
based on employment data, selected years

food, beverages, tobacco 1.4% 1.7%
textiles, wearing apparel, leather and 249, -0.8%
fur products

wood, paper and printing, publishing 3.2% -4.1%
chemicals and chemical products 24.6% 11.5%
other non-metallic mineral products -0.1% -3.1%
basic metals and fabricated metal 5.9% 8.7%
products

machinery and equipment (n.e.c.,

electrical and optical equipment, -0.7% -7.9%
transport equip.)

other manufacturing industries, 299 4.7%
recycling

Source: Own calculations; own presentation.
Source of data: HCSO, Regional Statistical Yearbook of Hungary, subsequent years, Budapest.

Table 24 presents the percentage change in the entropy in the expected peak year,
1999, over the start year 1992, and 2004 over 1992. There is a strong increase in
concentration by almost 25% in the chemicals and chemical products industry for
1999/1992. For 4 other industries, there is a moderate increase by between 1.4%
and 3.2%.

As to the comparison of the year 2004 to 1992, for 6 industries the overall
agglomeration measured by entropy is lower than in 1992. Only for the chemicals
industry, concentration has increased by 11.5%, and for food, beverages and
tobacco, it has slightly increased by 1.7%. This overall decline of concentration
for most industries over the period of validity of the Europe agreement - 1992 to
2004 - is more or less in line with the results for the other concentration indices
used in this analysis.
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4.8.3 Comparison of the results with theory and other empirical
studies

The overall development of manufacturing industry concentration in Hungary as
measured by the entropy is comparable to the predictions made by NEG theory
for agglomeration in the course of integration processes. The model by Livas-
Elizondo & Krugman (1996) for regional integration modelled in the context of
international trade described that an (irreversible) agglomeration would form
within the country consisting of more than one region. More precisely, the model
by Puga (1999) which predicts first a rise to a peak, then a fall in concentration
levels, called Q-shaped development, is confirmed by the data from my own
calculations. The case 5 of the model by Ludema & Wooton (1997), agglome-
ration at intermediate levels of trade costs which disperses during even further
integration, is also broadly confirmed by the present results under the Europe
agreement.

The entropy as a measure of industry agglomeration has not been applied to
Central and East European data in published literature so far."*’ Briilhart &
Traeger (2003) applied entropy indices to 7 broad economic sectors across 17
West European countries over the period 1975 to 2000. They found that manu-
facturing has become gradually more concentrated, although the locational bias
towards central regions has become weaker over the period. Concentration
measured at the regional level rose for 2 manufacturing sectors for Hungary over
the period 1992 to 2004, and declined for the others.

In an effort to measure concentration effects due to the Single Market programme
in the EU-15 (14 countries used), Aiginger & Pfaffermayr (2004) applied the
entropy measure to Eurostat data of value added for 99 NACE 3-digit industries.
They found a decrease in concentration for 40% of all industries for the year 1992
- the target year of the Single Market programme - as compared to 1985, one year
prior to the Single Market decision. Beyond 1992, they found further dispersion
effects up to 1998, with overall decreases of entropy for 66% of all industries.
When comparing the end year 1998 to the start year 1985 of that analysis, they
found decreases of concentration for 58% of all industries; thus concentration
measured by entropy increased for 42% of the industries in that study. Those data
are not in line with the publicly perceived wave of mergers and acquisitions
sparked by the Single Market programme which are deemed to have fostered
concentration processes. Perhaps the broad selection of industries in the study by
Aiginger & Pfaffermayr (2004) was such that this did not allow for a specific

132 At the time of writing, May 2009.
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analysis of the sectors which were subject to explicit and early liberalisation
policies under the EU Single Market programme.

4.9 Comparison of concentration indices

In the preceding sections of this Chapter 4, concentration indices have been used
to measure manufacturing industries agglomeration. One of the specialities of this
research is that it applies 6 different concentration indices to the same data set.
Most empirical studies use a single index, or at the most three to four indices.'*
Another main difference is that in this research, regional sectoral data are used,
whereas most other studies rely on per-country industry data of a set of several
countries. In this section, the six concentration indices shall be compared.

4.9.1 Comparison of results of the 6 concentration measures
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