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1 Introduction

The increasing prevalence of global sourcing (Antras and Helpman, 2004) and changing input cost shares (Autor et al., 1998, 2003) lies at the heart of the industrial policy debate.\footnote{See, for example, OECD (2012), Dall’Olio et al. (2013) and CompNet Task Force (2014) for empirical studies of manufacturing firms with a specific focus on policy implications.} Paradoxically, these phenomena are excluded by construction under the assumption of Hicks neutral technical change, which is usually made in existing methods for empirical production analysis. The few empirical production studies that do relax this assumption of Hicks neutrality typically rely on a specific parameterization of the production technology or impose a common structure on the factor bias across firms.\footnote{See, for example, the recent study of Doraszelski and Jaumandreu (Forthcoming), which parametrizes the labor augmenting technological change next to the Hicks neutral technological change in a constant elasticity of substitution (CES) framework.} However, empirical evidence and economic theory show that there can be firm heterogeneity in factor biased technical change (see, for example, Acemoglu et al. (2015) and references therein). This makes an a priori parametrization difficult.

In a series of seminal papers, Afriat (1972), Hanoch and Rothschild (1972), Diewert and Parkan (1983) and Varian (1984) proposed an intrinsically nonparametric approach to address the identification of production functions.\footnote{We refer to Grifell-Tatjé et al. (Forthcoming) (and references therein) for a recent review of alternative approaches of productivity measurement that have been proposed in the Economics and OR/MS literature.} It recovers the production possibilities directly from the data and avoids functional specification bias by not imposing any (nonverifiable) parametric structure on the production technology. Its identifying power comes from a structural specification of the firms’ objectives that underlie the observed production behavior.

Despite this conceptually appealing starting point, the more recent literature on the identification and estimation of production functions has largely ignored this nonparametric alternative. We take it that this lack of attention principally originates from the fact that the existing nonparametric methods are unable to deal with unobserved technological heterogeneity. The importance of effectively dealing with unobserved technological heterogeneity is by now well-established in the literature (see, for example, the recent review of Syverson (2011)). Basically, incorporating unobserved heterogeneity in the empirical analysis is a prerequisite to account for endogeneity between input choice and unobserved productivity. This endogeneity issue was first pointed out by Marschak and Andrews (1944), and originates from the fact that a firm’s productivity transmits to its optimal input choices. It implies that standard OLS-type estimation techniques will suffer from a simultaneity bias (see also Olley and Pakes (1996) and Griliches and Mairesse (1998)).\footnote{The literature on the estimation and identification of production functions has paid considerable attention to developing techniques that address this endogeneity problem. Notable examples include Olley and Pakes (1996); Levinsohn and Petrin (2003); Wooldridge (2009); Ackerberg et al. (2015); Gandhi et al. (2017). A main difference with our nonparametric approach is that the empirical implementation of these existing approaches requires a (semi)parametric specification of the production technology.}
The principal aim of the current paper is to re-establish the nonparametric approach as a full-fledged alternative for empirical production analysis. To this end, we present a methodology that uses minimal assumptions to address identification of unobserved technological heterogeneity across firms. Specifically, we assume cost minimization as the firms’ behavioral objective and we model unobserved heterogeneity as an unobserved productivity factor, on which we condition the input demand of observed inputs. This avoids the endogeneity bias in a natural way, by explicitly accounting for the simultaneity between technological productivity and input decisions in our structural specification of the firm’s optimization problem. We also provide a novel and intuitive way to quantify unobserved heterogeneity in terms of “latent capital”. Our method allows us to analyze cost share changes of both observed costs and (unobserved) latent capital. For example, we can investigate to what extent observed primary manufacturing inputs are substituted over time for other observed inputs and/or unobserved technology. This unique feature is intrinsic to the nonparametric nature of our methodology, which avoids imposing particular functional structure on the (changing) production technology (such as Hicks neutrality).

An attractive feature of our method is that it can be operationalized through linear programming, which makes it easy to apply in practice. We demonstrate this through an empirical application that studies technological heterogeneity at the firm-year level in the Belgian manufacturing sector for the period 1997-2007. Our application shows that our method does allow for drawing strong and robust conclusions, despite its nonparametric orientation. For the period under study, we confirm the well-established connection between international exposure and technological heterogeneity. Generally, the cost share of latent capital remains constant over time, which is in accordance with the well-documented productivity slowdown in manufacturing since the early 2000s (see, for example, Syverson (2017)). Further, we document that Belgian manufacturing firms substitute labor and capital for domestic and foreign materials (i.e., outsourcing), rather than for latent capital (i.e., technology), and that this substitution pattern is more pronounced for large firms. We also show that our results are robust for altering our revenue based definition of output to a produced value based definition that excludes servicing and carry-along trade (see Bernard et al. (Forthcoming)). We see all this as strong empirical evidence against the assumption of Hicks neutrality.5

The remainder of this paper unfolds as follows. Section 2 presents our novel methodology for nonparametric production analysis with unobserved technological heterogeneity. We also introduce our concept of latent capital to empirically quantify unobserved technological heterogeneity, and we indicate how to bring our model to data. Section 3 motivates our

5Our empirical application shows general patterns of input cost share changes, hereby specifically concentrating on the role of latent capital. Our results on observed cost share changes fall in line with those reported by Verschelde et al. (2014), who focused on changes of output elasticities over time for a closely similar dataset of Belgian manufacturing firms. More recently, Dewitte et al. (2017) provided a detailed study of heterogeneity in factor biased technological change for Belgian manufacturing firms. These authors considered firm-level changes of output elasticities by applying a nonparametric kernel regression with time-varying fixed effects.
application to Belgian manufacturing firms, and discusses the input and output data that we use. Section 4 presents our main empirical findings. Section 5 concludes and discusses possible avenues for follow-up research.

2 Methodology

We begin this section by presenting our specification of the firm’s optimization problem under technological heterogeneity, to subsequently establish the associated nonparametric characterization of optimizing firm behavior. This will pave the way for introducing our concept of latent capital to empirically quantify technological differences between firms. We conclude by showing how to bring our model to data. We will explain how we can account for (small) deviations from “exactly” optimizing behavior in empirical applications, by using a nonparametric measure of goodness-of-fit.

2.1 Production with technological heterogeneity

Firms’ production levels depend on observed inputs, as well as some unobserved heterogeneity/productivity factor. Formally, we assume a production function $f$ that defines

$$y = f(q, \varepsilon),$$

for $y \in \mathbb{R}_+$ the output level, $q \in \mathbb{R}^n_+$ an $n$-dimensional vector of observed inputs, and $\varepsilon \in \mathbb{R}_+$ a single-dimensional measure of the unobserved heterogeneity in the production process across firms. The assumption that unobserved technological differences are one-dimensional follows the standard practice in the literature (see, for example, Olley and Pakes (1996); Levinsohn and Petrin (2003); Wooldridge (2009); Ackerberg et al. (2015); Gandhi et al. (2017)). A useful implication is that it allows for a transparent empirical analysis of technological heterogeneity patterns, as we will demonstrate in our empirical application in Section 4.\footnote{Multi-dimensional (preference) heterogeneity has been considered in the nonparametric analysis of consumer behavior. See, for example, Hoderlein and Stoye (2014), who use the random utility framework of McFadden and Richter (1991). Different from our current study, the principal motivation of this other research is (only) to structurally model heterogeneity in the empirical analysis of consumer behavior, and not to (also) identify the level of heterogeneity as such.}

Generally, we can interpret the unobserved $\varepsilon$ in two ways.\footnote{See Syverson (2011) for a general discussion on alternative interpretations of unobserved technological heterogeneity (i.e., productivity differences) that appeared in the literature.} In the first interpretation, $\varepsilon$ falls beyond the firms’ control and stands for external drivers of productivity variation and random productivity shocks. For example, firms with higher $\varepsilon$ have access to better technologies, thereby increasing their output $f(q, \varepsilon)$ for the same level of observed inputs $q$. Alternatively, we can also interpret $\varepsilon$ as an unobserved input, which implies that it is optimally chosen by the firm. This interpretation includes all factors under the control of
the firm that influence productivity, such as managerial input, information technology and R&D. Importantly, while the two interpretations are clearly distinct, we will show that the associated models of optimizing firm behavior are empirically equivalent in terms of their nonparametric testable implications. As a result, our following characterization of optimizing behavior does not depend on the specific meaning that is attached to $\varepsilon$.

Throughout, we assume that the function $f$ is strictly monotonic, continuous and jointly concave in $(q, \varepsilon)$. In addition, we postulate that the production technology is characterized by constant returns-to-scale (CRS), which means that, for all numbers $t > 0$,

$$f(tq, te) = tf(q, e).$$

In our main empirical analysis, we only impose CRS within a specific firm size category, as technological heterogeneity is analyzed for each firm size category separately. This effectively implies that we (only) assume CRS to hold “locally” (i.e., for the given firm size), so avoiding the “global” CRS postulate, which –admittedly– may seem overly strong in many practical settings.

Usually, the CRS assumption is motivated by a replication argument: if one doubles all the inputs, one can always double the output. Implicitly, this assumes that all inputs are taken into account. From this perspective, we can effectively motivate the CRS assumption in our context by interpreting $\varepsilon$ as an unobserved input factor. That is, we assume constant returns to scale of the production function $f(q, \varepsilon)$, which takes into account both the observable and unobservable inputs. Some applications assume decreasing instead of constant returns-to-scale in terms of observed inputs. The main argument for using decreasing returns-to-scale is that the firm has a CRS technology but some (unobserved) input is fixed in the short run. From that perspective, the heterogeneity term $\varepsilon$ can also be seen as such a fixed unobserved input.

2.2 Cost minimizing production behavior

Throughout we assume that firms are price takers in the input market and we impose no structure on the form of the output market. As shown by Carvajal et al. (2013, 2014), it is possible to impose alternative (for example, Cournot or Bertrand) structures on the output market in our advocated nonparametric framework. In our following analysis, we purposely do not impose any such assumption, so showing that our identification results are independent of the output market form.

Let $w \in \mathbb{R}^n_{++}$ be the price vector for the observed inputs. Our above two interpretations of the heterogeneity factor $\varepsilon$ yield two different models of optimizing firm behavior. First, if we assume that $\varepsilon$ is beyond the firm’s control, then the firm solves the optimization problem

$$\min_{q} wq \text{ s.t. } f(q, \varepsilon) \geq y_0 \quad (OP.I).$$

That is, the firm’s input choice $q$ is conditional on the unobserved factor $\varepsilon$. Second, if $\varepsilon$ is an unobserved input factor that is chosen by the optimizing firm, then this firm solves

$$
\min_{q,\varepsilon} wq + \tau \varepsilon \text{ s.t. } f(q, \varepsilon) \geq y_0, 
$$

(\text{OP.II})

for $\tau \in \mathbb{R}^+$ the unobserved price of $\varepsilon$. In both scenarios, the simultaneity bias is absent by construction, because either the (observed) inputs $q$ are optimally chosen conditionally on the unobserved $\varepsilon$ or, alternatively, these inputs are defined simultaneously with the unobserved input $\varepsilon$.

We demonstrate the empirical equivalence of optimizing behavior in terms of (OP.I) and (OP.II) by establishing the associated testable implications. To this end, we assume to observe a dataset

$$S = \{w_t, q_t, y_t\}_{t \in T},$$

with $w_t$ the observed input prices, $q_t$ the observed input levels, and $y_t$ the observed output levels for a set of $T$ firm observations. The data set can be a cross-section, a time-series or, as in our own empirical application, a panel with firm observations specified at the firm-year level. The set $S$ contains all information on observed production behavior that is used by the empirical analyst. In principle, it is possible to integrate in our set-up extra information on indicators that are (assumed to be) correlated with the unobserved technological heterogeneity (e.g., R&D investments). Again, we intentionally restrict to our minimalistic setting to show the generality of our identification results.

The functional form of the production function $f$ is unknown to the empirical analyst. Our nonparametric method basically checks whether there exists at least one specification of $f$ that represents the observed firm behavior in terms of the optimization problems (OP.I) and (OP.II). If such a function exists, we say that the dataset $S$ is rationalizable in terms of (OP.I) and (OP.II).

**Definition 1.** Let $S = \{w_t, q_t, y_t\}_{t \in T}$ be a given dataset. $S$ is (OP.I)-rationalizable if there exist heterogeneity numbers $\varepsilon_t \in \mathbb{R}^+$ and a production function $f : \mathbb{R}^{n+1} \to \mathbb{R}^+$ such that, for all firm observations $t \in T$,

$$q_t \in \arg \min_q w_t q \text{ s.t. } f(q, \varepsilon_t) \geq y_t.$$

The dataset $S$ is (OP.II)-rationalizable if, in addition, there exist prices $\tau_t \in \mathbb{R}^+$ such that, for all firm observations $t \in T$,

$$(q_t, \varepsilon_t) \in \arg \min_{q,\varepsilon} w_t q + \tau_t \varepsilon \text{ s.t. } f(q, \varepsilon) \geq y_t.$$

In Appendix A.1 we prove that (OP.I)-rationalizability and (OP.II)-rationalizability generate exactly the same nonparametric testable implications for a given dataset $S$. This conclusion is summarized in the following proposition.
Proposition 1. Let \( S = \{ w_t, q_t, y_t \}_{t \in T} \) be a given dataset. The following statements are equivalent:

(i) The dataset \( S \) is (OP.I)-rationalizable;

(ii) The dataset \( S \) is (OP.II)-rationalizable;

(iii) There exist \( \varepsilon_t \in \mathbb{R}_+ \) and \( \gamma_t \in \mathbb{R}_{++} \) that satisfy, for all \( t, v \in T \), the inequalities

\[
\frac{y_t}{y_v} \leq \frac{\gamma_t w_t q_t + \varepsilon_t}{\gamma_v w_v q_v + \varepsilon_v}.
\]

In the next section we show how the inequalities in the third statement of Proposition 1 can be brought to the data by means of linear programming, which will allow us to specify values of \( \varepsilon_t \) that rationalize the dataset \( S \). Moreover, when interpreting these numbers \( \varepsilon_t \) as representing unobserved input quantities, the associated numbers \( \gamma_t \) give the inverse of the corresponding shadow input prices \((1/\tau_t)\). Interestingly, we can use this to nonparametrically quantify technological heterogeneity in terms of unobserved input cost, which we refer to as “latent capital”,

\[
LC = \tau \varepsilon.
\]

It readily follows from our above discussion that this LC measure has a direct interpretation as capturing productivity differences. All else equal, higher LC values indicate that the same output can be produced with less observed costs, which effectively reveals a higher (unobserved) productivity level. In our empirical analysis, we will not only focus on latent capital levels, but also on “cost shares of latent capital”,

\[
CSLC = \frac{\tau \varepsilon}{wq + \tau \varepsilon},
\]

which expresses the firm’s latent capital as a fraction of the total (observed plus unobserved) cost. This measure is naturally bounded between zero and one, and a higher CSLC value indicates a greater importance of the unobserved input relative to the other (observed) inputs. As we will show in our empirical application, we can use the CSLC measure to investigate substitution patterns between the observed inputs and the unobserved technology.

As a concluding note, Appendix A.2 presents a numerical example that illustrates the testable implications in Proposition 1. It shows that our empirical conditions for cost minimization with unobserved heterogeneity can be rejected (i.e., have empirical content) even in a minimalistic setting with only two firm observations and two observed inputs. Generally, the empirical bite of the conditions will increase with the number of observations and observed inputs.
2.3 Bringing our model to data

The rationalizability conditions in Proposition 1 are strict: either the dataset $S$ satisfies them “exactly” or it does not. In practice, it is often useful to allow for small deviations from exactly rationalizable behavior. Such deviations may be due to (small) optimization errors by the firms or, alternatively, data imperfections (for example, ill-measured input/output quantities and/or input prices).\textsuperscript{8} To include these possibilities, we define a nonparametric goodness-of-fit parameter that has an intuitive economic interpretation in terms of departures from the cost minimization hypothesis that we maintain as our core identifying assumption (see Afriat (1972) and Varian (1990)).\textsuperscript{9} By fixing our goodness-of-fit parameter at a value close to (but different from) one, we can take account of observed behavior that is close to (but not exactly) rationalizable in the sense of Definition 1.

More precisely, we increase the right hand sides of the inequality requirements in Proposition 1 by using the goodness-of-fit parameter $\theta$ (with $0 \leq \theta \leq 1$) to specify

$$\frac{y_t}{y_v} \leq \frac{\gamma_tv_wq_v + \varepsilon_t}{\gamma_tv_wq_v + \varepsilon_v} + (1 - \theta).$$

(1)

Obviously $\theta = 1$ obtains the exact conditions in Proposition 1, while lower values for $\theta$ weaken the rationalizability requirements. To further interpret our goodness-of-fit measure, we formally show in Appendix A.3 that adding $(1 - \theta)$ is equivalent to equiproportionally contracting the inputs $(q_v, \varepsilon_v)$ to $(\theta q_v, \theta \varepsilon_v)$. This in turn corresponds to lowering the cost level $(w_v q_v + \tau_v \varepsilon_v)$ by the same degree and, therefore, implies a weaker criterion of “nearly” (instead of “exactly”) optimizing behavior. In our following empirical application, our main focus will be on $\theta = 0.95$ (which, intuitively, decreases firm $v$’s total cost level $(w_v q_v + \tau_v \varepsilon_v)$ by 5 percent). In Appendix C, we also check robustness of our main results for alternative $\theta$-values.

To bring our inequalities to the data, we reformulate (1) as

$$y_t(\gamma_tv_wq_v + \varepsilon_v) - y_v(\gamma_tv_wq_v + \varepsilon_v) \leq (1 - \theta)y_v(\gamma_tv_wq_v + \varepsilon_v).$$

(2)

For a fixed value of $\theta$, this defines restrictions that are linear in the unknowns $\gamma_t$ and $\varepsilon_t$. We can use simple linear programming tools to check if there exists a solution of (2) and, thus, to conclude if the dataset is exactly rationalizable (when using $\theta = 1$) or nearly rationalizable (when using $\theta < 1$).

Finally, the linear restrictions (2) will generally define a multitude of feasible specifications of $\gamma_t$ and $\varepsilon_t$ (and, thus, of our latent capital measures LC and CSLC). To empirically

\textsuperscript{8}In fact it is also possible to explicitly account for measurement errors in prices and quantities in our nonparametric analysis. For example, we may use the procedure suggested by Varian (1985), which is fairly easily adjusted to our setting. To facilitate our exposition, we will not consider this extension in the current paper.

\textsuperscript{9}In a similar spirit, Varian (1990) argues that such a nonparametric goodness-of-fit measure can also be interpreted in terms of “economic significance” of departures from optimization, which is to be distinguished from the more standard notion of statistical significance.
evaluate the importance of firm heterogeneity, a natural choice is to use the specification that minimizes the cost shares of latent capital that are required for rationalizability (as characterized in (2)) or, equivalently, that maximizes the role played by the observed inputs. This corresponds to solving the program

\[
\min \sum_t CSLC_t = \min \sum_t \frac{\tau_t \varepsilon_t}{w_t q_t + \tau_t \varepsilon_t} = \min \sum_t \frac{(1/\gamma_t) \varepsilon_t}{w_t q_t + (1/\gamma_t) \varepsilon_t}
\]

subject to the linear restrictions (2). In Appendix A.4, we discuss the technical issue that the objective function in (3) is not linear in the unknowns \(\gamma_t\) and \(\varepsilon_t\). Given this, we replace this objective function with a linearized version, which conveniently allows us to use standard linear programming techniques in our empirical analysis.

3 Application set-up and data

We demonstrate the empirical usefulness of our novel nonparametric method by applying it to production data drawn from the Central Balance Sheet Office database, which provides annual information on the financial accounts of Belgian firms. We link this database with firm-year level international trade data of the National Bank of Belgium to include export information (dummies per export region) and import information (dummies and shares per import region) into our analysis.

Before describing our empirical application in more detail, we remark that our dataset shares the characteristics and limitations of many large-scale datasets that have been used in other productivity analyses based on recently developed production function estimators (see, for example, Olley and Pakes (1996); Levinsohn and Petrin (2003); Wooldridge (2009); Ackerberg et al. (2015); Gandhi et al. (2017)). We pool single-product and multi-product firms, and we use industry-wide deflators to approximate firm-level prices. This implies that our measure of productivity (in terms of latent capital) does not only include the pure technological features of the firm (for example, innovation, intangibles and managerial quality), but also potential influences from firm-level price setting behavior in the output market (Klette and Griliches, 1996; Foster et al., 2008; De Loecker, 2011; De Loecker and Warzynski, 2012), differences in accounting practices, and/or differences (e.g., across products) in production structures (Diewert, 1973; Panzar and Willig, 1981; Bernard et al., 2010, 2011; De Loecker, 2011; Dhyne et al., 2014; De Loecker et al., 2016).

For our main analysis, we include as output the deflated revenue and as inputs the number of employees in full time equivalents (FTE), deflated tangible fixed assets and deflated (domestic and foreign) materials use (i.e., raw materials, consumables, services and other

---

10 Import shares have been computed by the National Bank of Belgium at the firm (and group of countries) level by merging data on import from the Transaction Trade dataset and data on material inputs purchases from the VAT database. No distinction is made between final and intermediate products in either database. See, for example, Mion and Zhu (2013) for a detailed discussion.
goods). For the input prices, we use the price of labor, and the nace 2-digit deflators of intermediary inputs and tangible fixed assets.\textsuperscript{11} The firm-year level price of labor is obtained from dividing labor cost by labor numbers in full time equivalents. We estimate the unobserved heterogeneity/productivity in manufacturing production at the firm-year level for the eight largest nace (rev.1.1) 2-digit sectors for the time horizon of 1997 to 2007 (see Table 1 for more details about our dataset). We thus restrict the sample to before the 2008 financial crisis.\textsuperscript{12} As explained in Section 2.1, we (only) assume that the CRS assumption holds “locally” (i.e., for the given firm size), so avoiding the more debatable “global” CRS postulate. For that reason, we split up the sample according to firm size: small firms (Labor in FTE from 10 to 50; 10,680 observations), medium firms (Labor in FTE from 50 to 250; 8,505 observations), and large firms (Labor in FTE larger than 250; 2,365 observations). We conduct our nonparametric analysis for each firm size group separately.

Table 1: Included sectors

<table>
<thead>
<tr>
<th>Nace rev.1.1. sector</th>
<th>Obs.</th>
<th>Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nace 15: Manufacture of food products and beverages</td>
<td>4,480</td>
<td>755</td>
</tr>
<tr>
<td>Nace 17: Manufacture of textiles, manufacture of articles of straw and plaiting materials</td>
<td>2,326</td>
<td>421</td>
</tr>
<tr>
<td>Nace 22: Publishing, printing and reproduction of recorded media</td>
<td>1,854</td>
<td>390</td>
</tr>
<tr>
<td>Nace 24: Manufacture of chemicals and chemical products</td>
<td>2,611</td>
<td>426</td>
</tr>
<tr>
<td>Nace 25: Manufacture of rubber and plastic products</td>
<td>1,982</td>
<td>337</td>
</tr>
<tr>
<td>Nace26: Manufacture of other non-metallic mineral products</td>
<td>2,176</td>
<td>370</td>
</tr>
<tr>
<td>Nace 28: Manufacture of fabricated metal products, except machinery and equipment</td>
<td>3,769</td>
<td>808</td>
</tr>
<tr>
<td>Nace 29: Manufacture of machinery and equipment n.e.c.</td>
<td>2,342</td>
<td>454</td>
</tr>
<tr>
<td>Total</td>
<td>21,550</td>
<td>3,875</td>
</tr>
</tbody>
</table>

Revenue as included in balance sheets not only involves in-house production of manufacturing goods, but often also includes servicing (see, for example, Pilat et al. (2006) for a policy-oriented discussion) and reselling of products that are not produced by the firm.\textsuperscript{13} As these decisions are closely related to any make-or-source decision, we will verify whether our empirical results are robust for altering the definition of firm output to the deflated sales of produced manufacturing goods by the firm. To this end, we make use of the sub-sample of Belgian firms that participate to the Prodcom survey of Eurostat, which allows

\textsuperscript{11}Deflators are based on EU KLEMS and measured as described in Merlevede et al. (2015, p.8).

\textsuperscript{12}To avoid extreme outliers, we limit our sample to observations of firms with at least ten employees. We changed the flows to a number of months in a book year equal to 12 and removed observations with book periods shorter than 6 months and longer than 24 months. We removed the highest and lowest percentiles of the growth rates, at the sector-year level, for the output, observed inputs, the price of labor and the share of materials in observed costs. We also removed clear erroneous reporting by limiting the sample to input-output observations with values over 1,000 euro and labor price with values over 10,000 euro. Smaller firms (either having on average less than 100 employees during the year or not exceeding two of the following three criteria: annual average of 50 employees, annual revenue of 7,300,000 euro or a balance-sheet total of 3,650,000 euro) can report their annual accounts using an abbreviated model with the possibility of no separation between gross revenue and input use. These smaller firms have a higher probability to be excluded from the analysis due to missing values.

\textsuperscript{13}Bernard et al. (Forthcoming) document widespread exportation of manufacturing products that are not produced by the firm and label this carry-along trade (CAT). They show that CAT relates positively with productivity.
us to use deflated produced value as output. \(^{14}\) A main motivation of Eurostat to initiate the Prodcom survey was exactly to obtain comparable statistics on manufacturing at the product level across the European Union. Participation to the Belgian Prodcom survey is mandatory for the firms that operate above a given threshold of operation size. \(^{15}\) Recent studies that make use of the Belgian Prodcom database include De Loecker et al. (2014), Dhyne et al. (2014), Forlani et al. (2016) and Bernard et al. (Forthcoming).

Interestingly, by using this Prodcom database we can also show the applicability of our approach to estimate pure technological heterogeneity among single-product firms, by using output quantity data for the tightly defined sector of ready mixed concrete producers (8 digit-level product, used in numerous studies, including Syverson (2004) and Foster et al. (2008)). Syverson (2004) argues that proxy variable approaches such as the Olley and Pakes (1996) routine are not appropriate for this specific sector, as local demand states may influence input and investment decisions, which makes the assumption of a one-to-one relation between unobserved productivity and observable investment difficult to maintain. Because our routine does not rely on (semi-)parametric structuring of the simultaneity issue, it remains well applicable to such sectors that fall beyond the reach of proxy variable approaches. In Appendix B, we show that our results based on the very small sample of Belgian ready mixed concrete producers (using quantity based, revenue based and produced value based estimations) largely confirm our main conclusions on the evolution of cost shares over time.

Measured productivity differences usually relate to firm-level heterogeneity in observable characteristics (Syverson, 2011). Included firm characteristics that are expected to relate to our measure of latent capital are firm size (Haltiwanger et al., 1999; Van Biesebroeck, 2005; Forlani et al., 2016), international exposure (Bernard and Jensen, 1995; Bernard et al., 2003, 2010, Forthcoming; Melitz, 2003; Antras and Helpman, 2004; Egger et al., 2015), firm age (Wagner, 1994), and firm entry and exit (Olley and Pakes, 1996; Melitz and Polanec, 2015). Table 2 shows some descriptive statistics on these variables for the eight sectors that we consider, comprising 21,550 observations of 3,875 firms.

As Belgium is a small open economy, international exposure is usually high. In our sample of manufacturing firms, only 12 percent of the firm observations shows no exporting behavior, and 68 percent exports to non-EU countries. Export to distant countries is thus the rule rather than the exception. Production processes are generally disintegrated, with the average share of materials in observed costs amounting to 64 percent. We label this material share in observed costs as *sourcing* (see, for example, Arvantis and Loukis (2013) for a review of empirical studies that use material shares as proxies for outsourcing). The vast majority (94 percent) of observations indicate to import intermediary inputs, yet the domestic component of disintegrated activities is 2.28 times the foreign component. While

---

\(^{14}\) We cleaned our production data by using the same criteria as for the main analysis.

\(^{15}\) For our considered time period the threshold was 10 employees and a specific revenue threshold in a given year.
66 percent import from outside the EU, the average share of materials from outside the EU in observed costs equals only 3 percent. 16 percent of the sampled firms source from China, and this percentage is increasing over time (descriptive statistics available upon request; see also Mion and Zhu (2013) for a detailed analysis). Finally, we proxy 1 percent of our observed firms as entering firms, 6 percent as starting firms (i.e., firm age at most 5), 13 percent as young firms (i.e., firm age between 5 and 10), 80 percent as mature firms (i.e., firm age higher than 10), and 1 percent as exiting firms.\footnote{A firm is considered to enter in the first year for which employment is strictly positive, provided that the firm is not older than five years (based on its year of incorporation). Next, a firm is considered to exit in the year for which employment is no longer reported after previous year(s) with strictly positive employment, insofar the number of years to the declared exit date does not exceed five.}

### Table 2: Summary statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min</th>
<th>25%</th>
<th>Med</th>
<th>75%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deflated revenue (output)</td>
<td>37.56</td>
<td>125.45</td>
<td>0.09</td>
<td>5.34</td>
<td>10.89</td>
<td>28.35</td>
<td>4584.31</td>
</tr>
<tr>
<td>Deflated produced value (Prodcom-based; 18,757 obs.)</td>
<td>29.54</td>
<td>107.72</td>
<td>0.01</td>
<td>4.52</td>
<td>9.57</td>
<td>23.68</td>
<td>4488.67</td>
</tr>
<tr>
<td>Output price</td>
<td>1.06</td>
<td>0.09</td>
<td>0.89</td>
<td>1.00</td>
<td>1.04</td>
<td>1.08</td>
<td>1.35</td>
</tr>
<tr>
<td>Labor in FTE</td>
<td>127.22</td>
<td>282.60</td>
<td>10.00</td>
<td>28.20</td>
<td>50.60</td>
<td>113.00</td>
<td>5686.00</td>
</tr>
<tr>
<td>Deflated tangible fixed assets</td>
<td>5.89</td>
<td>22.79</td>
<td>0.00</td>
<td>0.61</td>
<td>1.54</td>
<td>4.00</td>
<td>664.20</td>
</tr>
<tr>
<td>Deflated material costs</td>
<td>28.30</td>
<td>96.49</td>
<td>0.00</td>
<td>3.41</td>
<td>7.50</td>
<td>20.43</td>
<td>3492.81</td>
</tr>
<tr>
<td>Labor price</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.18</td>
</tr>
<tr>
<td>Capital price</td>
<td>1.12</td>
<td>0.08</td>
<td>1.01</td>
<td>1.07</td>
<td>1.11</td>
<td>1.16</td>
<td>1.38</td>
</tr>
<tr>
<td>Intermediates price</td>
<td>1.08</td>
<td>0.09</td>
<td>0.95</td>
<td>1.02</td>
<td>1.06</td>
<td>1.12</td>
<td>1.36</td>
</tr>
<tr>
<td>Exporting (dummy)</td>
<td>0.88</td>
<td>0.33</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Exporting to Eastern Europe (dummy)</td>
<td>0.49</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Exporting outside the EU (dummy)</td>
<td>0.68</td>
<td>0.47</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Foreign sourcing (dummy)</td>
<td>0.94</td>
<td>0.24</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sourcing from outside the EU (dummy)</td>
<td>0.66</td>
<td>0.47</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sourcing from Eastern Europe (dummy)</td>
<td>0.30</td>
<td>0.46</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sourcing from China (dummy)</td>
<td>0.16</td>
<td>0.37</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sourcing (share)</td>
<td>0.64</td>
<td>0.16</td>
<td>0.00</td>
<td>0.54</td>
<td>0.66</td>
<td>0.76</td>
<td>0.99</td>
</tr>
<tr>
<td>Domestic sourcing (share)</td>
<td>0.45</td>
<td>0.17</td>
<td>0.00</td>
<td>0.32</td>
<td>0.43</td>
<td>0.56</td>
<td>0.98</td>
</tr>
<tr>
<td>Starting</td>
<td>0.06</td>
<td>0.24</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Young</td>
<td>0.13</td>
<td>0.33</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Mature</td>
<td>0.80</td>
<td>0.40</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Entry</td>
<td>0.01</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Exiting</td>
<td>0.01</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: Deflated revenue, deflated produced value, deflated tangible fixed assets, deflated material costs and labor price are expressed in millions of euro. Eastern Europe countries: Bulgaria, Czech Republic, Cyprus, Estonia, Croatia, Hungary, Lithuania, Latvia, Malta, Poland, Romania, Slovenia, Slovakia.

## 4 Empirical results

In this section, we first present some descriptive statistics on our estimates of (the cost share of) latent capital (LC and CSLC).\footnote{Throughout the paper we express latent capital in millions of euro. We excluded one observation ex post with a cost share of latent capital above 0.999.} Next, we relate our nonparametric productivity estimates to observable firm characteristics. This will demonstrate that our estimates effectively replicate stylized findings in the literature. We conclude by analyzing the evolution of cost shares (of observed inputs and latent capital) over time. In particular, we assess
to what extent observed primary manufacturing inputs are substituted for other observed inputs and/or unobserved technology. Our methodology allows us to address this question in a fully nonparametric fashion, without imposing a priori assumptions of Hicks neutrality or any other functional structure for the unknown production technology.

Two remarks are in order before discussing our results. First, our main analysis will be on the aggregate of all eight nace 2-digit sectors for which we solved a linear program with objective function (5), given the constraints as formulated in (2). Evidently, each sector has its own particularities (related to input use and output production), but our principal findings turn out to be robust across sectors. In Appendix D.1, we provide figures that show the evolution over time of the cost share of latent capital and observed inputs for the eight individual sectors.

Second, we present two additional robustness checks in Appendices B and C. As motivated above, in Appendix B we demonstrate the possible application of our method to a sample of single-product producers (of ready mixed concrete). Next, as discussed in Section 2.4, in our empirical analysis we will use the goodness-of-fit parameter $\theta = 0.95$ to account for (small) deviations of observed firm behavior from exact rationalizability (i.e., data consistency with the strict cost minimization conditions in Proposition 1). In Appendix C, we show that our main conclusions are robust for alternative specifications of the $\theta$-parameter.

4.1 Latent capital estimates: a first look

Figure 1 depicts the distributions of our latent capital (LC) and cost shares of latent capital (CSLC) estimates (see Table 8 in Appendix D.2 for additional descriptives). We clearly observe that accounting for technological heterogeneity is required to rationalize the observed firm behavior in terms of our cost minimization hypothesis. This provides strong nonparametric evidence against any framework that is based on a representative firm and a sector aggregate production function.
Larger firms are generally characterized by higher productivity levels, which falls in line with a common finding in the literature. However, this does not mean that larger firms also have higher cost shares of latent capital. For example, the cost share of latent capital is above 0.24 for half of the small firms, whereas it exceeds the same cut-off level for less than ten percent of the large firms. On average, latent capital accounts for approximately 25, 14 and 11 percent of the total costs of small, medium and large firms, respectively. Finally, we observe that smaller firms generally show more variation in their cost shares of latent capital. This indicates that smaller firms are not only more heterogeneous in terms of their observable characteristics (summary statistics available upon request), but also in terms of their unobservable input.

Without further information, we cannot directly disentangle whether these differences across firm sizes are effectively driven by actual differences in the intra-group distributions of unobserved inputs or, rather, by inter-group differences in the precision of measurement of the observable characteristics. Therefore, in what follows we will analyze our latent capital estimates for each firm group separately, and largely abstain from making statements that compare firm size groups. We assume that, within a given firm size group, there are no systematic differences in the precision of measurement of the observable characteristics.

In Table 3, we report correlation results that further validate our interpretation of latent capital as measuring productivity. First, we find that latent capital relates strongly and positively to labor productivity as measured by dividing deflated revenues by the number of employees in FTE. The Spearman correlation increases with firm size: it equals 0.44 for small firms, and it amounts to 0.56 for large firms. Second, the correlations with a one-
year lag of latent capital are also large and positive for the different firm size groups. The Spearman correlation over all firms equals 0.89 and is above 0.86 for all firm size groups. We conclude that our latent capital estimates robustly confirm the documented stylized fact of huge and persistent differences across producers in terms of measured productivity (see, for example, Syverson (2011)).

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor productivity</td>
<td>0.46</td>
<td>0.44</td>
<td>0.52</td>
<td>0.56</td>
</tr>
<tr>
<td>Lagged LC</td>
<td>0.89</td>
<td>0.91</td>
<td>0.86</td>
<td>0.89</td>
</tr>
</tbody>
</table>

### 4.2 Latent capital, sourcing and international exposure

As an additional validation of our interpretation of latent capital as representing unobserved firm productivity, we next study the relation between latent capital, sourcing (i.e. total amount of domestic and foreign material inputs) and international exposure. As argued above, the empirical and theoretical literature shows a generally positive correlation between productivity, international exposure and foreign outsourcing. This not only reveals a direct impact of internationalization on productive efficiency, it is also related to quality differences between intermediates of different origin, and to differences in the variety of intermediates used together with a taste for variety in the production process (see, for example, Goldberg et al. (2009, 2010) and Halpern et al. (2015)). Next, the literature on export behavior of firms documents a positive correlation between measured productivity and export as a stylized fact.

The left hand side of Table 4 shows the relation between (logged) latent capital, sourcing and international exposure within the three firm size groups. Following our discussion in Section 3, in all regressions we include nace 2-digit and year fixed effects as well as dummies controlling for firm age (starting, young, mature), entry and exit. In the specific case of Belgian manufacturers, sourcing almost always implies some sort of international exposure (94 percent of the sampled firms use foreign sourcing). Thus, we can expect multicollinearity to impede disentangling the effects of foreign and domestic sourcing.

Our regression results support the widespread findings from the productivity literature. Overall, we observe a significantly positive relationship between latent capital and international exposure for all firm size groups. More specifically, for small firms this significant positive relationship applies to both foreign sourcing and exporting, with the correlation being higher when sourcing is from outside the EU and exporting is to Eastern Europe.

---

18 Foster et al. (2008) find that firm age, entry and exit relate to idiosyncratic demand shocks and firm-specific output prices. Therefore, we include these variables as control variables to mitigate confounding influences. Some caution is needed when interpreting our results on export, as exporting is known to imply product-specific pricing.
Medium firms show a significant positive relation between latent capital and sourcing from outside the EU and exporting outside the EU. Large firms show a significantly positive relation with sourcing from Eastern Europe. Further, our regressions also reveal a significantly positive correlation between latent capital and the share of sourcing for the three firm size groups. The significant negative relations for exporting outside the EU (small firms), exporting (medium firms) and exporting to Eastern Europe (large firms) are not robust for altering the output definition (see below). In sum, our latent capital estimates confirm that, more disintegrated, international production processes are positively associated with measured productivity.

Next, as discussed in Section 3, our main analysis considers (deflated) revenue of the firm as output (i.e., estimates are revenue based), pooling together multiple products, but also servicing and carry-along trade (see Bernard et al. (Forthcoming)). To verify whether our results are robust for influences of servicing and resale of out-house production, we redefined firm output as deflated sales of produced goods (reported in the Prodcom database). Summary statistics are provided in Table 8 in Appendix D.2. As for the connection between latent capital, sourcing and international exposure, the right hand side of Table 4 confirms the positive relationship that we found before. In fact, when using in-house production to measure output (yielding produced value based estimates of latent capital), for all firm size groups we find a significant positive relation between latent capital and both the foreign sourcing and exporting aspect of internationalization. Overall, we may safely conclude that our principal qualitative conclusions are largely robust to the chosen output definition.
Table 4: Latent capital and international exposure: a truncated regression analysis

<table>
<thead>
<tr>
<th></th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Revenue based</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>Produced value based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sourcing (share)</td>
<td>2.364***</td>
<td>4.088***</td>
<td>3.378***</td>
<td>3.602***</td>
<td>3.921***</td>
<td>4.224***</td>
</tr>
<tr>
<td></td>
<td>(0.152)</td>
<td>(0.225)</td>
<td>(0.791)</td>
<td>(0.212)</td>
<td>(0.273)</td>
<td>(0.724)</td>
</tr>
<tr>
<td>Foreign sourcing (dummy)</td>
<td>0.465***</td>
<td>0.0162</td>
<td>0.422***</td>
<td>0.0105</td>
<td>0.925***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0581)</td>
<td>(0.127)</td>
<td>(0.491)</td>
<td>(0.0707)</td>
<td>(0.195)</td>
<td>(0.348)</td>
</tr>
<tr>
<td>Sourcing from Eastern Europe (dummy)</td>
<td>0.0526</td>
<td>0.0384</td>
<td>0.372***</td>
<td>0.0789</td>
<td>0.0525</td>
<td>0.0474</td>
</tr>
<tr>
<td></td>
<td>(0.0372)</td>
<td>(0.0463)</td>
<td>(0.134)</td>
<td>(0.0580)</td>
<td>(0.0518)</td>
<td>(0.135)</td>
</tr>
<tr>
<td>Sourcing from outside the EU (dummy)</td>
<td>0.0820**</td>
<td>0.301***</td>
<td>0.410</td>
<td>0.0190</td>
<td>0.167***</td>
<td>0.308</td>
</tr>
<tr>
<td></td>
<td>(0.0371)</td>
<td>(0.0557)</td>
<td>(0.269)</td>
<td>(0.0501)</td>
<td>(0.0601)</td>
<td>(0.235)</td>
</tr>
<tr>
<td>Sourcing from China (dummy)</td>
<td>0.0231</td>
<td>0.00631</td>
<td>0.203</td>
<td>-0.0282</td>
<td>0.0700</td>
<td>0.193</td>
</tr>
<tr>
<td>Exporting (dummy)</td>
<td>0.239***</td>
<td>-0.355***</td>
<td>-0.613</td>
<td>0.279***</td>
<td>-0.125</td>
<td>-0.166</td>
</tr>
<tr>
<td></td>
<td>(0.0502)</td>
<td>(0.103)</td>
<td>(0.417)</td>
<td>(0.0742)</td>
<td>(0.122)</td>
<td>(0.333)</td>
</tr>
<tr>
<td>Exporting to Eastern Europe (dummy)</td>
<td>0.196***</td>
<td>0.107*</td>
<td>-0.435**</td>
<td>0.218***</td>
<td>0.116*</td>
<td>-0.130</td>
</tr>
<tr>
<td></td>
<td>(0.0362)</td>
<td>(0.0559)</td>
<td>(0.187)</td>
<td>(0.0523)</td>
<td>(0.0647)</td>
<td>(0.186)</td>
</tr>
<tr>
<td>Exporting outside the EU (dummy)</td>
<td>-0.0930**</td>
<td>0.135**</td>
<td>0.414*</td>
<td>0.0130</td>
<td>0.206***</td>
<td>0.540**</td>
</tr>
<tr>
<td></td>
<td>(0.0408)</td>
<td>(0.0645)</td>
<td>(0.227)</td>
<td>(0.0537)</td>
<td>(0.0783)</td>
<td>(0.240)</td>
</tr>
</tbody>
</table>

|                        | Yes            | Yes            | Yes            | Yes            | Yes            | Yes            |
| Control variables      |                |                |                |                |                |                |
| Year effects           | Yes            | Yes            | Yes            | Yes            | Yes            | Yes            |
| Nace 2-digit effects   | Yes            | Yes            | Yes            | Yes            | Yes            | Yes            |
| Non-truncated Observations | 10,567 | 8,324 | 2,037         | 8,201          | 7,172          | 1,897          |
| Observations           | 10,679         | 8,505          | 2,365          | 8,397          | 7,417          | 2,006          |
| Firms                  | 2,591          | 1,445          | 349            | 2,031          | 1,279          | 316            |

Note: The dependent variable is the log of latent capital. Marginal effects of left-truncated regressions shown. Robust standard errors in parentheses with clustering at the firm level. *** p < 0.01, ** p < 0.05, * p < 0.1

4.3 Substitution between latent capital and observed inputs

As motivated above, a main distinguishing feature of our methodology to identify unobserved technological heterogeneity is that it deals with the simultaneity bias while naturally relaxing the Hicks neutrality assumption. We do not need to assume that input cost shares are constant over time, and we do not have to impose a common structure on factor biased technological change. As a final investigation, we exploit this unique aspect by considering variation in (observable and unobservable) input substitution patterns over time. Figure 2(a) depicts the evolution of average cost shares (of latent capital, tangible fixed assets (TFA), foreign materials, domestic materials and labor) defined over our full sample of firms. Table 9 in Appendix D.2 reports the associated descriptive statistics.

A first observation is that labor gradually loses ground. The labor cost share decreases from 13 percent in 1997 to 11 percent in 2007, even though the relative price of labor is non-decreasing relative to the price of the other observed inputs (summary statistics available upon request). This picture confirms the well-documented loss in labor shares (OECD, 2012), now explicitly taking into account productivity differences. For our observational setting, it provides robust evidence against the often made assumption of Hicks neutral technical change.

Further, Figure 2(a) reveals that the cost share of tangible fixed assets (TFA) is decreasing
rather than increasing. The average TFA cost share is still 14 percent in 1997, but goes down to only 12 percent in 2007. Stated differently, our within-industry estimates provide no empirical support for the argument that technological change was detrimental for labor and favorable for TFA. We find that both primary inputs are substituted for other inputs in the Belgian manufacturing sector.

By contrast, we do observe steadily increasing cost shares of materials. Material cost shares have gone up by 4 percentage points between 1997 and 2007 (i.e., from 0.58 to 0.62). This comprises an increase in both domestic and foreign materials of respectively 1 and 3 percentage points. The cost share of latent capital (CSLC) remains constant over the time horizon under investigation, supporting the idea of a productivity stagnation in the manufacturing sector. Taken together, the patterns in Figure 2(a) suggest that primary inputs are overall substituted for more use of materials (i.e., increased prevalence of both domestic and international disintegration) rather than for latent capital (i.e., technology). This confirms that production processes have become less integrated within firms and more international, while being characterized by a productivity stagnation.

**All firms**

![Figure 2: Cost shares](image)

As a following step, Figure 3(a) shows that the patterns of input substitution differ between small, medium and large firms. Once more, Table 9 in Appendix D.2 contains the associated descriptive statistics. The substitution of primary inputs for material is most pronounced for large firms: for these firms, primary inputs (i.e., labor and TFA together) loose 6 percentage points in terms of cost shares, while the cost shares of domestic and foreign materials increase with 2 and 3 percentage points, respectively. Latent capital increases with 1 percentage point for large firms. Thus, large firms substitute primary inputs to a greater extent for outsourced activities and to
a lesser extent for technology. A less pronounced, but similar substitution pattern applies to medium sized firms. However, the picture is different for small firms. Here, we find substitution of tangible fixed assets, latent capital and domestic materials for foreign materials. For all firm size groups, we actually observe that the average cost share of latent capital stagnates after 2000 meaning that firms suffered from productivity stagnation since the early 2000s.

Similar to before, we check robustness of our findings by redefining firm output as deflated sales of produced goods. Figures 2(b) and 3(b),(d),(e) show the evolution of input cost shares for this alternative output definition, and Table 10 in Appendix D.2 contains the corresponding descriptive statistics. Generally, Figure 2(b) reveals the same patterns of input substitution as Figure 2(a), but shows more volatility of the cost shares over time (potentially due to a higher level of misreporting in the Prodcom survey, as discussed above). Primary inputs are substituted for materials and the cost share of latent capital shows no increasing pattern over time. Similarly, Figures 3(b),(d),(e) show, for all firm size groups, that the cost share of materials is increasing over time, while the cost share of both primary inputs is steadily decreasing over time. For large firms, the substitution against primary inputs is again most pronounced.
Figure 3: Cost shares and firm size
5 Conclusion

We have developed a novel structural method for production analysis that identifies unobserved technological heterogeneity in a fully nonparametric fashion. We model unobserved technological heterogeneity as an unobserved productivity factor on which we condition the demand of the observed inputs. Our method deals with the simultaneity bias in a natural way, and it empirically quantifies technological differences across firms in terms of differences in (unobserved) latent capital. Our nonparametric methodology is easy to implement as it merely requires the use of linear programming techniques. It allows for a powerful identification analysis, while avoiding (nonverifiable and often debatable) assumptions of functional form regarding the relationship between inputs and outputs (including the hypothesis of Hicks neutral technical change).

Our empirical application has shown that the method does allow for drawing strong empirical conclusions, despite its nonparametric nature. For a set of Belgian manufacturing firms, we have recovered technological heterogeneity at the firm-year level over the period 1997-2007 for broad industry categories. Consistent with the well-established literature on international trade, we find that disintegrated firms with international sourcing are more productive. Further, we find that primary inputs (labor and tangible fixed assets) are substituted over time for (domestic and foreign) outsourcing, but usually not for greater use of technology. For large firms, this substitution is more pronounced. Overall, we provide robust empirical evidence against the assumption of Hicks neutrality for the setting at hand.

We emphasize that we see the current paper primarily as providing a promising starting ground, rather than a complete toolkit for nonparametric production analysis with unobserved technological heterogeneity. Most notably, we have focused on a single-output setting throughout. As discussed in De Loecker et al. (2016), a multiproduct framework (also involving the identification of input allocations across products) is warranted to obtain a more detailed insight into influences of exogenous trade or cost shocks. To develop this multi-output version of our methodology, a useful starting point is the study of Cherchye et al. (2014), who presented a nonparametric framework (abstracting from technological heterogeneity issues) for the analysis of firms producing multiple products. A closely related issue concerns dealing with non-competitive output markets. In this respect, Carvajal et al. (2013, 2014) show how to analyze alternative (for example, Cournot or Bertrand) structures on output markets in the advocated nonparametric framework. In our opinion, integrating these authors’ insights with our newly developed methodology may constitute another fruitful avenue for follow-up research.
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Appendix A: technical results

A.1 Proof of Proposition 1

**Necessity of condition (iii).** The CRS assumption implies that we can use Euler’s theorem to obtain

\[ \sum_i \frac{\partial f(q_i, \varepsilon)}{\partial q_i} q_i + \frac{\partial f(q, \varepsilon)}{\partial \varepsilon} \varepsilon = f(q, \varepsilon). \]

The first order conditions for the cost minimization problem (both OP.I and OP.II) imply

\[ w_t^i = \lambda_t \frac{\partial f(q_t, \varepsilon)}{\partial q_t^i}. \]

From the concavity of \( f \), we also have that,

\[ f(q_t, \varepsilon_t) - f(q_v, \varepsilon_v) \leq \sum_i \frac{\partial f(q_v, \varepsilon_v)}{\partial q_v^i} (q_t^i - q_v^i) + \frac{\partial f(q_v, \varepsilon_v)}{\partial \varepsilon} (\varepsilon_t - \varepsilon_v). \]

Substituting \( y_t = f(q_t, \varepsilon_t), y_v = f(q_v, \varepsilon_v) \) and using the above then gives

\[ y_t - y_v \leq \frac{1}{\lambda_v} (w_v q_t + \tau_v \varepsilon_t) - y_v, \]

where \( \tau_v = \frac{\partial f(q_v, \varepsilon_v)}{\partial \varepsilon} \lambda_v \). If \( OP.I \) is used, then \( \tau_v \) is the shadow price of \( \varepsilon_v \), while if \( OP.II \) is used then this equation follows from the first order conditions. Thus,

\[ y_t \leq \frac{1}{\lambda_v} (w_v q_t + \tau_v \varepsilon_t). \]

From the first order conditions (and definition of \( \tau_v \)) we also have that,

\[ y_v = \sum_i \frac{\partial f(q_v, \varepsilon_v)}{q_v^i} q_v^i + \frac{\partial f(q_v, \varepsilon_v)}{\varepsilon} \varepsilon = \frac{1}{\lambda_v} (w_v q_v + \tau_v \varepsilon_v). \]

Thus,

\[ \frac{y_t}{y_v} \leq \frac{w_v q_t + \tau_v \varepsilon_t}{w_v q_v + \tau_v \varepsilon_v}. \]

Dividing numerator and denominator by \( \tau_v \) and defining \( \gamma_v = 1/\tau_v \) gives,

\[ \frac{y_t}{y_v} \leq \frac{\gamma_v w_v q_t + \varepsilon_t}{\gamma_v w_v q_v + \varepsilon_v}. \]

**Sufficiency of condition (iii).** Assume that numbers \( \varepsilon_t, \gamma_t \) exist that satisfy the inequalities and define \( f(q, \varepsilon) = \min_t y_t \gamma_t w_v q_t + \varepsilon_t \). It is easy to verify that his function is concave, homogeneous of degree one and continuous. Moreover the inequality conditions imply that \( f(q_t, \varepsilon_t) = y_t \). To
verify that $q_t$ solves $OP.I$, assume, towards a contradiction that there is an input bundle $q$ such that $w_tq < w_tq_t$ and $f(q, \varepsilon_t) \geq y_t$. Then, we have

$$y_t \leq f(q, \varepsilon_t)$$

$$\leq y_t \frac{\gamma_t w_tq + \varepsilon_t}{\gamma_t w_tq_t + \varepsilon_t}$$

$$< y_t \frac{\gamma_t w_tq + \varepsilon_t}{\gamma_t w_tq_t + \varepsilon_t}$$

$$= y_t.$$

Similarly, for $OP.II$ define $\tau_t = 1/\gamma_t$. Now, if, towards a contradiction, there is an input bundle $(q, \varepsilon)$ such that $w_tq + \tau_t \varepsilon < w_tq_t + \tau_t \varepsilon_t$ and $f(q, \varepsilon) \geq y_t$, then we have

$$y_t \leq f(q, \varepsilon)$$

$$\leq y_t \frac{\gamma_t w_tq + \varepsilon}{\gamma_t w_tq_t + \varepsilon_t}$$

$$< y_t \frac{\gamma_t w_tq + \varepsilon_t}{\gamma_t w_tq_t + \varepsilon_t}$$

$$= y_t.$$

### A.2 Testability: a numerical example

The following example illustrates the testable implications in Proposition 1. It shows that these implications can be rejected even in a minimalistic setting with only two firm observations and two observed inputs.

Consider a dataset $S$ with input prices $w_1 = (1, 2)$ and $w_2 = (2, 1)$ and input quantities $q_1 = (1, 2)$ and $q_2 = (2, 1)$. Proposition 1 requires

$$\frac{y_1}{y_2} \leq \frac{\gamma_2 4 + \varepsilon_1}{\gamma_2 5 + \varepsilon_2},$$

$$\frac{y_2}{y_1} \leq \frac{\gamma_1 4 + \varepsilon_2}{\gamma_1 5 + \varepsilon_1}.$$

Reformulating these inequalities obtains

$$(y_1 \varepsilon_2 - y_2 \varepsilon_1) \leq (4y_2 - 5y_1)\gamma_2 \quad \text{and}$$

$$(y_1 \varepsilon_2 - y_2 \varepsilon_1) \geq (5y_2 - 4y_1)\gamma_1,$$

which implies that $(5y_2 - 4y_1)\gamma_1 \leq (4y_2 - 5y_1)\gamma_2$. If we then assume that the (observed) output levels $y_1$ and $y_2$ are such that

$$\frac{4}{5} < \frac{y_2}{y_1} < \frac{5}{4},$$

we obtain that there can never exists strict positive $\gamma_1$ and $\gamma_2$ that satisfy this inequality restriction (since $4y_2 - 5y_1 < 0$ and $5y_2 - 4y_1 > 0$).
A.3 Goodness-of-fit parameter $\theta$

We start from the rationalizability requirements in Proposition 1 and define

$$r_v = \frac{\gamma_v y_v}{\gamma_v w_v q_v + \varepsilon_v},$$

which allows us to rewrite the inequality restrictions as

$$y_t - y_v \leq r_v (w_v (q_t - q_v) + \tau_v (\varepsilon_t - \varepsilon_v)).$$

We can weaken these requirements by equiproportionally contracting the inputs $(q_v, \varepsilon_v)$, which corresponds to lowering the cost level $(w_v q_v + \tau_v \varepsilon_v)$ by the same degree. To do so, we use $\theta \leq 1$ and obtain

$$y_t - y_v \leq r_v (w_v (q_t - \theta_v q_v) + \tau_v (\varepsilon_t - \theta_v \varepsilon_v)).$$

Generally, lower values of $\theta$ imply weaker rationalizability restrictions. Our optimization model provides a better (economic) fit of the dataset $S$ if this set $S$ satisfies the restrictions for a higher value of $\theta$.

By using that $r_v = \frac{\gamma_v y_v}{\gamma_v w_v q_v + \varepsilon_v}$, we can also include the goodness-of-fit measure $\theta$ in the original inequality requirements that appeared in Proposition 1. Specifically, this obtains

$$\frac{y_t}{y_v} \leq \frac{\gamma_v w_v q_t + \varepsilon_t}{\gamma_v w_v q_v + \varepsilon_v} + (1 - \theta),$$

which gives equation (1) in the main text.

A.4 Reformulating the objective function in program (3)

Computing the objective $\min \sum_{t \in T} \text{CSLC}_t$ in program (3) is equivalent to computing

$$\max \sum_{t \in T} (1 - \text{CSLC}_t) = \max \sum_{t \in T} \frac{w_t q_t}{w_t q_t + \tau_t \varepsilon_t} = \max \sum_{t \in T} \frac{\gamma_t w_t q_t}{\gamma_t w_t q_t + \varepsilon_t}. \quad (4)$$

This objective is nonlinear in the unknowns $\gamma_t$ and $\varepsilon_t$, which makes it difficult to compute. Therefore, in our empirical analysis we replace (4) by the objective

$$\max \sum_{t \in T} (\gamma_t w_t q_t - \varepsilon_t), \quad (5)$$

which is linear in unknowns.

To see the connection between objective (5) instead of (4), let us consider

$$\frac{\gamma_t w_t q_t}{\gamma_t w_t q_t + \varepsilon_t} \geq \rho \iff \gamma_t w_t q_t \geq \rho (\gamma_t w_t q_t + \varepsilon_t) \iff (1 - \rho) \gamma_t w_t q_t - \rho \varepsilon_t \geq 0.$$

Thus, larger differences in $(\gamma_t w_t q_t - \varepsilon_t)$ relates to setting a higher $\rho$ (which corresponds to a higher value of $(1 - \text{CSLC}_t)$). As a result, higher values of $\sum_t (\gamma_t w_t q_t - \varepsilon_t)$ lead to higher values of $\sum_t (1 - \text{CSLC}_t)$. 
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Appendix B: Quantity based estimates of latent capital for ready mixed concrete producers

Syverson (2004) argues that proxy variable approaches, such as the Olley and Pakes (1996) routine, are not appropriate to empirically analyze the sector of ready mixed concrete producers. Local demand states may influence input and investment decisions, which makes the assumption of a one-to-one relation between unobserved productivity and observable investment difficult to maintain. Interestingly, because our routine does not rely on (semi-)parametric structuring of the simultaneity issue, it remains well applicable to this sector. More generally, as instruments to deal with the simultaneity bias are not always easily available, our methodology broadens the reach of available empirical methods to analyze productivity variation.

In our analysis of ready mixed concrete producers, we make use of (only) 118 firm-year observations on 30 small firms (see Table 5 for summary statistics). To deal with the large heterogeneity in production quantities, we set our goodness-of-fit parameter $\theta$ equal to 0.90 for this particular setting. The very small sample size indicates that caution is needed when interpreting the results. Medium and large firms were not considered because of the small number of observations available. Our estimates of (the cost shares) of latent capital are summarized in Table 6. The Spearman correlations with a one-year lag are above 0.77 for our three measures of latent capital (i.e., revenue based, produced value based and quantity based), which confirms the well established finding of persistent technological heterogeneity in narrowly defined industries. The Spearman correlation between our quantity based indicators and produced value based indicators is positive, but moderate (0.70). This demonstrates once more that value based estimation results may differ substantially from quantity based results at the level of individual firm observations. The Spearman correlation between revenue based latent capital and produced value based latent capital is 0.54 and the Spearman correlation with quantity based latent capital equals only 0.39. This last result reveals that a general indicator of latent capital captures more than the pure technological manufacturing features of the firm. On average, the quantity based and produced value based cost shares of latent capital amount to respectively 11 and 17 percent. The revenue based estimates are on average 6 percent.

Figure 4 presents the evolution of the input cost shares. Due to the small sample size, the evolution patterns should be considered with caution as they are subject to changing sample compositions over the period under study. Still, all three latent capital estimates show a similar evolution over time of the input cost shares. Cost shares are evolving in favor of domestic materials and tangible fixed assets and against foreign materials and latent capital, while labor cost shares are fairly constant over time. Stated differently, regardless of the how we measure latent capital, also for this well defined industry we find strong empirical evidence against Hicks neutrality.

---

19 We cleaned the data in a similar manner as for our main analysis, but add the output value and output quantity as variables that require cleaning. We define firm-year observations as representing single-product firms if the value of one 8-digit product is over 90 percent of the production value.
Table 5: Summary statistics – ready mixed concrete sector

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>25 perc.</th>
<th>Median</th>
<th>75 perc.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deflated revenue</td>
<td>7.12</td>
<td>3.91</td>
<td>0.63</td>
<td>4.74</td>
<td>6.23</td>
<td>8.20</td>
<td>22.78</td>
</tr>
<tr>
<td>Deflated produced value</td>
<td>5.69</td>
<td>2.46</td>
<td>0.76</td>
<td>4.36</td>
<td>5.12</td>
<td>7.02</td>
<td>13.71</td>
</tr>
<tr>
<td>Output quantity</td>
<td>245.26</td>
<td>104.39</td>
<td>29.70</td>
<td>177.16</td>
<td>235.80</td>
<td>292.14</td>
<td>634.04</td>
</tr>
<tr>
<td>Nace 2-digit output price</td>
<td>1.16</td>
<td>0.09</td>
<td>1.02</td>
<td>1.07</td>
<td>1.17</td>
<td>1.22</td>
<td>1.31</td>
</tr>
<tr>
<td>Labor in FTE</td>
<td>22.67</td>
<td>11.26</td>
<td>10.00</td>
<td>13.42</td>
<td>19.75</td>
<td>30.67</td>
<td>49.70</td>
</tr>
<tr>
<td>Deflated tangible fixed assets</td>
<td>1.35</td>
<td>1.23</td>
<td>0.04</td>
<td>0.61</td>
<td>0.98</td>
<td>1.64</td>
<td>6.83</td>
</tr>
<tr>
<td>Deflated material costs</td>
<td>5.95</td>
<td>3.46</td>
<td>0.66</td>
<td>3.84</td>
<td>5.29</td>
<td>6.72</td>
<td>20.14</td>
</tr>
<tr>
<td>Labor price</td>
<td>0.04</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Capital price</td>
<td>1.14</td>
<td>0.07</td>
<td>1.03</td>
<td>1.08</td>
<td>1.11</td>
<td>1.18</td>
<td>1.26</td>
</tr>
<tr>
<td>Intermediates price</td>
<td>1.14</td>
<td>0.09</td>
<td>1.01</td>
<td>1.03</td>
<td>1.13</td>
<td>1.20</td>
<td>1.28</td>
</tr>
<tr>
<td>Sourcing (share)</td>
<td>0.72</td>
<td>0.11</td>
<td>0.30</td>
<td>0.67</td>
<td>0.72</td>
<td>0.79</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Note: Deflated revenue, deflated produced value, deflated tangible fixed assets, deflated material costs and labor price are expressed in millions of euro. Output quantity is expressed in millions of kilogram.

Table 6: Summary statistics of latent capital

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>25 perc.</th>
<th>Median</th>
<th>75 perc.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC (quantity based)</td>
<td>1.18</td>
<td>1.86</td>
<td>0.00</td>
<td>0.16</td>
<td>0.48</td>
<td>1.62</td>
<td>15.29</td>
</tr>
<tr>
<td>LC (produced value based)</td>
<td>2.08</td>
<td>2.91</td>
<td>0.00</td>
<td>0.41</td>
<td>1.25</td>
<td>2.64</td>
<td>20.25</td>
</tr>
<tr>
<td>LC (revenue based)</td>
<td>0.71</td>
<td>0.94</td>
<td>0.00</td>
<td>0.08</td>
<td>0.45</td>
<td>0.93</td>
<td>5.55</td>
</tr>
<tr>
<td>CSLC (quantity based)</td>
<td>0.11</td>
<td>0.12</td>
<td>0.00</td>
<td>0.02</td>
<td>0.05</td>
<td>0.17</td>
<td>0.66</td>
</tr>
<tr>
<td>CSLC (produced value based)</td>
<td>0.17</td>
<td>0.13</td>
<td>0.00</td>
<td>0.06</td>
<td>0.15</td>
<td>0.25</td>
<td>0.66</td>
</tr>
<tr>
<td>CSLC (revenue based)</td>
<td>0.06</td>
<td>0.06</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Figure 4: Cost shares

Appendix C: Alternative values for the goodness-of-fit parameter $\theta$

Our main empirical findings are not sensitive to altering the value of the goodness-of-fit parameter $\theta$. To show this, we replicated our complete analysis for values of $\theta$ equal to 0.925 and 0.900. Results are highly robust for altering the value of $\theta$. Table 7 shows that the Spearman correlation between our measures of latent capital with $\theta = 0.950$ and $\theta = 0.925$ is more than 0.8. Further, from Figure 5 we learn that the distribution of (the cost share of) latent capital for the three firm
size groups is highly similar for different $\theta$-values. All main findings on the evolution of input cost shares are robust for changing $\theta$ to 0.925 or 0.900. The same applies to the associations between international exposure, sourcing and latent capital (results available upon request).

**Table 7:** Spearman correlations between latent capital estimates for different values of the goodness-of-fit parameter

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = 0.925$</td>
<td>0.81</td>
<td>0.77</td>
<td>0.80</td>
<td>0.93</td>
</tr>
<tr>
<td>$\theta = 0.900$</td>
<td>0.70</td>
<td>0.52</td>
<td>0.76</td>
<td>0.94</td>
</tr>
</tbody>
</table>

$\theta = 0.925$

(a) CSLC  
(b) LC  
(c) Cost shares

$\theta = 0.900$

(d) CSLC  
(e) LC  
(f) Cost shares

**Figure 5:** Distribution LC and CSLC, and cost shares for alternative values of $\theta$
Appendix D: Additional results

D.1 Cross-sectoral variation and firm characteristics

Figures 6 and 7 show that our empirical findings on the evolution of cost shares (summarized in Figures 2 and 3 in the main text) are not specific to one manufacturing sector. The reported patterns are also not sensitive to including additional information on the firm’s age and exporting status, or to applying a more detailed definition of the sector. Specifically, Figure 8 confirms that the general picture of input cost share changes against primary inputs equally applies to mature firms, non-exporting and exporting firms.
Nace 15: Food and beverages

(a) All  (b) Small  (c) Medium  (d) Large

Nace 17: Textiles

(e) All  (f) Small  (g) Medium  (h) Large

Nace 22: Publishing

(i) All  (j) Small  (k) Medium  (l) Large

Nace 24: Chemicals and chemical products

(m) All  (n) Small  (o) Medium  (p) Large

Figure 6: Evolution of cost shares
Nace 25: Rubber and plastic

Nace 26: Other non-metallic minerals products

Nace 28: Manufacture of fabricated metal products, except machinery and equipment

Nace 29: Machinery and equipment n.e.c.

Figure 7: Evolution of cost shares
**D.2 Summary statistics of latent capital**

Table 8 provides summary statistics for our (cost share of) latent capital estimates (both revenue based and produced value based).\(^{20}\) Tables 9 and 10 provide the evolution over time of the cost shares of latent capital (again both revenue based and produced value based).

---

\(^{20}\)Our estimates of latent capital (based on produced value) contain a small proportion of unrealistic values for some specific firms. Therefore, we exclude the observations that belong to the 5 percent highest values of our estimated cost share of latent capital. Results available upon request show that our main results are robust for including these observations. A potential explanation for this difference may be that there is a higher level of misreporting in the Prodcom survey than in the financial accounts contained in the Central Balance Sheet Office database.
Table 8: Summary statistics of latent capital

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev.</th>
<th>Min.</th>
<th>25 perc.</th>
<th>Median</th>
<th>75 perc.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revenue based – all sectors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC</td>
<td>8.49</td>
<td>38.06</td>
<td>0.00</td>
<td>1.04</td>
<td>2.51</td>
<td>6.19</td>
<td>1573.93</td>
</tr>
<tr>
<td>LC (small firms)</td>
<td>3.45</td>
<td>6.03</td>
<td>0.00</td>
<td>0.89</td>
<td>1.83</td>
<td>4.02</td>
<td>281.56</td>
</tr>
<tr>
<td>LC (medium firms)</td>
<td>5.89</td>
<td>10.97</td>
<td>0.00</td>
<td>1.15</td>
<td>2.99</td>
<td>6.69</td>
<td>307.79</td>
</tr>
<tr>
<td>LC (large firms)</td>
<td>40.60</td>
<td>106.94</td>
<td>0.00</td>
<td>3.51</td>
<td>11.15</td>
<td>32.02</td>
<td>1573.93</td>
</tr>
<tr>
<td>CSLC</td>
<td>0.19</td>
<td>0.14</td>
<td>0.00</td>
<td>0.08</td>
<td>0.17</td>
<td>0.27</td>
<td>0.91</td>
</tr>
<tr>
<td>CSLC (small firms)</td>
<td>0.25</td>
<td>0.15</td>
<td>0.00</td>
<td>0.13</td>
<td>0.24</td>
<td>0.35</td>
<td>0.91</td>
</tr>
<tr>
<td>CSLC (medium firms)</td>
<td>0.14</td>
<td>0.10</td>
<td>0.00</td>
<td>0.06</td>
<td>0.13</td>
<td>0.21</td>
<td>0.88</td>
</tr>
<tr>
<td>CSLC (large firms)</td>
<td>0.11</td>
<td>0.09</td>
<td>0.00</td>
<td>0.03</td>
<td>0.09</td>
<td>0.15</td>
<td>0.63</td>
</tr>
<tr>
<td>Produced value based – all sectors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC</td>
<td>11.89</td>
<td>70.67</td>
<td>0.00</td>
<td>0.75</td>
<td>2.15</td>
<td>6.39</td>
<td>2835.74</td>
</tr>
<tr>
<td>LC (small firms)</td>
<td>2.51</td>
<td>5.26</td>
<td>0.00</td>
<td>0.46</td>
<td>1.22</td>
<td>2.59</td>
<td>156.07</td>
</tr>
<tr>
<td>LC (medium firms)</td>
<td>7.56</td>
<td>16.56</td>
<td>0.00</td>
<td>1.22</td>
<td>3.37</td>
<td>8.51</td>
<td>695.44</td>
</tr>
<tr>
<td>LC (large firms)</td>
<td>67.18</td>
<td>199.40</td>
<td>0.00</td>
<td>4.49</td>
<td>17.54</td>
<td>49.05</td>
<td>2835.74</td>
</tr>
<tr>
<td>CSLC</td>
<td>0.17</td>
<td>0.13</td>
<td>0.00</td>
<td>0.08</td>
<td>0.16</td>
<td>0.25</td>
<td>0.74</td>
</tr>
<tr>
<td>CSLC (small firms)</td>
<td>0.18</td>
<td>0.12</td>
<td>0.00</td>
<td>0.09</td>
<td>0.17</td>
<td>0.26</td>
<td>0.74</td>
</tr>
<tr>
<td>CSLC (medium firms)</td>
<td>0.17</td>
<td>0.13</td>
<td>0.00</td>
<td>0.08</td>
<td>0.15</td>
<td>0.24</td>
<td>0.73</td>
</tr>
<tr>
<td>CSLC (large firms)</td>
<td>0.17</td>
<td>0.15</td>
<td>0.00</td>
<td>0.04</td>
<td>0.14</td>
<td>0.25</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 9: Revenue based cost shares and firm size

<table>
<thead>
<tr>
<th></th>
<th>97</th>
<th>98</th>
<th>99</th>
<th>00</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
</tr>
</thead>
<tbody>
<tr>
<td>All firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.38</td>
<td>0.37</td>
<td>0.36</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.20</td>
<td>0.21</td>
<td>0.20</td>
<td>0.22</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.16</td>
<td>0.15</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>Small firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.08</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.39</td>
<td>0.38</td>
<td>0.37</td>
<td>0.36</td>
<td>0.38</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.38</td>
<td>0.37</td>
<td>0.38</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.26</td>
<td>0.24</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.25</td>
<td>0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>Medium firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.40</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.14</td>
<td>0.14</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>Large firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.36</td>
<td>0.36</td>
<td>0.35</td>
<td>0.37</td>
<td>0.38</td>
<td>0.37</td>
<td>0.38</td>
<td>0.37</td>
<td>0.36</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.23</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.23</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.15</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table 10: Produced value based cost shares and firm size

<table>
<thead>
<tr>
<th></th>
<th>97</th>
<th>98</th>
<th>99</th>
<th>00</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All firms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.34</td>
<td>0.34</td>
<td>0.32</td>
<td>0.35</td>
<td>0.36</td>
<td>0.35</td>
<td>0.36</td>
<td>0.36</td>
<td>0.35</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.19</td>
<td>0.20</td>
<td>0.19</td>
<td>0.21</td>
<td>0.20</td>
<td>0.21</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.23</td>
<td>0.22</td>
<td>0.25</td>
<td>0.21</td>
<td>0.19</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.22</td>
<td>0.23</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Small firms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.39</td>
<td>0.40</td>
<td>0.39</td>
<td>0.38</td>
<td>0.40</td>
<td>0.39</td>
<td>0.38</td>
<td>0.39</td>
<td>0.40</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.21</td>
<td>0.21</td>
<td>0.20</td>
<td>0.22</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.20</td>
<td>0.23</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Medium firms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.36</td>
<td>0.35</td>
<td>0.35</td>
<td>0.36</td>
<td>0.36</td>
<td>0.35</td>
<td>0.35</td>
<td>0.36</td>
<td>0.37</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.21</td>
<td>0.20</td>
<td>0.18</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.20</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>0.18</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Large firms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor</td>
<td>0.13</td>
<td>0.14</td>
<td>0.13</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Tangible fixed assets</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Domestic materials</td>
<td>0.31</td>
<td>0.32</td>
<td>0.30</td>
<td>0.34</td>
<td>0.35</td>
<td>0.35</td>
<td>0.36</td>
<td>0.35</td>
<td>0.33</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Foreign materials</td>
<td>0.19</td>
<td>0.20</td>
<td>0.19</td>
<td>0.22</td>
<td>0.21</td>
<td>0.22</td>
<td>0.21</td>
<td>0.22</td>
<td>0.22</td>
<td>0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>Latent capital</td>
<td>0.25</td>
<td>0.22</td>
<td>0.27</td>
<td>0.21</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.24</td>
<td>0.24</td>
<td>0.22</td>
</tr>
</tbody>
</table>

297. “Does one size fit all at all times? The role of country specificities and state dependencies in predicting banking crises” by S. Ferrari and M. Pirovano, Research series, May 2016.
305. “Forward guidance, quantitative easing, or both?”, by F. De Graeve and K. Theodoridis, Research series, October 2016.