Assenza, Tiziana; Cardaci, Alberto; Delli Gatti, Domenico; Grazzini, Jakob

Article
Policy experiments in an agent-based model with credit networks

Economics: The Open-Access, Open-Assessment E-Journal

Provided in Cooperation with:
Kiel Institute for the World Economy (IfW)


This Version is available at:
http://hdl.handle.net/10419/180911

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.
You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.
If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

http://creativecommons.org/licenses/by/4.0/
Policy experiments in an agent-based model with credit networks

Tiziana Assenza, Alberto Cardaci, Domenico Delli Gatti, and Jakob Grazzini

Abstract
In this paper the authors extend the macroeconomic agent-based model described in Delli Gatti, D., Desiderio, S., Gaffeo, E., Cirillo, P. and Gallegati, M. (Macroeconomics from the bottom-up, 2011) with the inclusion of a bank-bank network that mimics real-world dynamics of interbank markets. They also introduce a public sector and other modifications in order to carry out different policy experiments. More specifically, they test the implementation of a monetary policy by means of a standard Taylor rule, an unconventional monetary policy (i.e. helicopter drop) and a set of macroprudential regulations. The authors explore the properties of the model for such different scenarios. The results shed some light on the effectiveness of monetary and macroprudential policies in an economy with an interbank market during times of crises.
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1 Introduction

In this paper we extend the macroeconomic agent-based model introduced in *Macroeconomics from the Bottom Up* (Delli Gatti et al., 2011) with the inclusion of a bank-bank credit network and other modifications – from the inclusion of the public sector, to a more detailed specification of the consumption function – with the ultimate goal of evaluating the impact of different policies in the presence of an interbank market. In fact, interbank markets represent one of the most important elements of the modern financial and monetary system (Allen et al., 2009). Well functioning interbank markets serve the purpose of enhancing liquidity exchanges among financial institutions as they facilitate the allocation of the liquidity surplus to illiquid banks, thereby playing a key role in banks liquidity management (Iori et al., 2015a; Xu et al., 2016). Interbank markets also are the focus of the implementation of monetary policies since they represent one of the main instruments for the transmission of monetary policy targets from central banks to the rest of the economy (Iori et al., 2015a). On the other hand, interbank markets are an important object of attention by regulators and policy makers due to their intrinsic network structure that may amplify the response of the financial system to (even single seemingly isolated) shocks, thus paving the way for potential financial contagion and domino effects (Ferrari, 2016).

In the light of these considerations, we build a theoretical framework that enables us to analyse the effectiveness of different types of policies in times of crisis, with a particular focus on the functioning of the interbank market. The model allows to replicate different scenarios. In particular, we analyse the implications of a fixed nominal interest rate, which leaves no space for intervention on behalf of the central bank. Eventually, in a different scenario, we introduce a central bank operating via a standard Taylor Rule (Taylor, 1993) that targets inflation. We then test the introduction of an unconventional monetary policy of the *helicopter money* type (Friedman, 1969), which is implemented by providing households with an amount of liquid assets that can be potentially used for consumption purposes.

Our framework also allows for the analysis of different types of macroprudential policies thus contributing to the hotly debated issue of macroprudential regulation (Hanson et al., 2011; Shin, 2011). More specifically, we act on two factors, representing the maximum bank leverage and the required liquidity ratio, in order to assess whether different regulatory scenarios significantly change the dynamics of the system in terms of stability and emergence of financial crises.

To give a preview of our results, in all the simulations a number of crises of different intensity and duration emerges in our artificial economy. However, the system performs better under the Taylor rule as the economy shows a lower number of recessionary episodes, as well as a shorter duration of the periods of crisis, compared to the other two types of monetary policy that we simulate. Additionally, the most effective macroprudential policy in our framework is the one that targets the maximum leverage ratio of the banking sector. Indeed, when policy authorities act on this variable, the frequency of the crises is lower with respect to the simulations in which policy authorities act on the required liquidity ratio.
1.1 Literature review

Typical aspects that have been explored by the literature on interbank markets have to do with the inefficiencies related to the incompleteness of interbank markets (e.g. Allen and Gale 2000; Allen et al., 2009; Freixas et al., 2011), asymmetric information (Heider et al., 2015) or monopoly power (Acharya and Yorulmazer, 2008). Other works focus on the network formation mechanism behind the emergence of interbank markets (Xu et al., 2016) or the study of the relationship between bank characteristics and the distribution of funding spreads observed in the interbank money markets (Iori et al., 2015b).

Finally, several models of the interbank market tend to analyse monetary policy issues in isolation rather than in a fully specified macroeconomic model (e.g. Freixas and Jorge, 2008; Freixas et al., 2011). Indeed, only a few studies have considered the presence of possible links between the macro-economy and the financial sector via interbank markets. For example, Delli Gatti et al. (2009) build an artificial network of a macro-economy characterised by firm-firm and bank-firm credit relationships, which is meant to study the endogenous formation of business cycles as a consequence of the complex interaction of the heterogeneous financial conditions of the agents involved. Another example is the work by Tedeschi et al. (2012), who develop an interbank system within a three-sector agent-based model aimed at studying the correlation between bankruptcy cascades and the endogenous economic cycle of booms and busts.

These studies, however, do not focus on the role of monetary policy and its relationship with the interbank market and the macro-economy. On the contrary, our work contributes to the existing literature by investigating the effectiveness of different types of monetary policies. Also Gabbi et al. (2015) build a macro ABM that focuses on the linkage between the interbank market and the real economy with a stylised central bank which acts as a lender of last resort. However, a key aspect that differentiate this model from the one described in this paper is the study of both conventional and unconventional monetary policies. Indeed, even though the analysis of monetary policy represents a major focus both in the standard macroeconomic literature (see, for example, Christiano et al., 2005; Smets and Wouters, 2007) and in the macro agent-based literature (e.g. Delli and Desiderio (2015); Gualdi et al., 2017), few works have investigated the implications of the unconventional types of policies. In fact, as argued in the work by Gertler and Karadi (2011), most of the contributions that have tried to study this issue have been mainly qualitative as opposed to quantitative (e.g. Kiyotaki and Moore, 2012; Adrian and Shin, 2009). As a matter of fact, in the same work, Gertler and Karadi build a DSGE model in order to analyse the effects of the central bank using unconventional monetary policy to stimulate the economy during a financial crisis. However, the type of unconventional policy that they replicate in their environment is one which allows the central bank to act as intermediary in the credit market by borrowing funds from savers and then lending them to investors. As such, this is a different approach compared to the one implemented in our framework, where the central bank simply operates as the metaphorical helicopter evoked by (Friedman, 1969), which drops free money in the hands of the households. As pointed out by Michaillat and Saez (2014), money in this case may be issued by buying bonds through open market operations or it may be simply printed and given directly to households through the helicopter drop. The approach adopted in our model follows the latter.
The paper is organized as follows. Section 2 introduces the main elements of novelty of our model. Section 3 describes the main results of our computer simulations. Finally, Section 4 concludes.

2 The environment

In general, the basic set-up of our model replicates the one reported in Delli Gatti et al. (2011), with the inclusion of a credit network of the bank-bank type. Our artificial economy is populated by heterogeneous households, divided in three classes: workers, capitalists and bankers. The model also features heterogeneous firms and banks. In each period \( t \) the following sequence events takes place:

1. Firms make quantity and price decisions. They also set their labour demand based on production needs.
2. The government pays interest on the bonds.
3. The credit market opens: firms receive credit from the banking sector.
4. The job market opens: firms with excess workers fire their employees, while those who need to increase their workforce hire new individuals. After the market closes, wages are paid.
5. Fiscal policy decisions: taxes are collected and desired government spending is set. The government also sets bond supply.
6. The bond market opens: firms provide the government with funding.
7. The goods market opens: both households and the government buy goods from the firms.
8. Firm and bank dividends are paid to capitalists and bankers respectively.
9. The interbank market opens: banks carry out borrowing and lending operations.
10. Monetary policy decisions: the central bank sets the policy interest rate.

In the following sections, we will briefly describe the salient features of the interbank market, while eventually focusing on the other elements of novelty introduced by the other extensions to the original framework. In particular, these include the introduction of a class of bankers; the modification of the consumption function; the introduction of some elements of friction in the labour market; the presence of a public sector with a government that issues bonds and a central bank that operates under a Taylor Rule. Let us analyse each of the aspects individually.
2.1 Banks and the interbank market

The set of heuristics and behaviours of the heterogeneous banks in our model is tightly in line with the ones reported in the original model by Delli Gatti et al. (2011). The main element of novelty regarding this sector is the extension to a bank-bank network that replicates the essential features of real-world interbank markets. Figure 1 provides an illustrative representation of the firm-bank and the newly introduced bank-bank network present in our model.

![Figure 1: Representation of the firm-bank and bank-bank network in our model. The links represents credit contracts.](image)

The presence of the interbank market in the model is motivated by the introduction of a required liquidity ratio whose value serves as a threshold that establishes whether a commercial bank is in need of liquidity. In fact, there exists the possibility that banks run out of the liquid resources that are needed to meet regulatory requirements. Indeed, in this case, banks with insufficient liquidity apply for a loan from banks with excess liquidity.

Let us start our description of the functioning of the interbank market with an outline of the balance sheet position of generic bank \( b \) at the end of each period. In normal times, such bank has already reimbursed interbank loans (if it happened to be borrower on the interbank market) or it has been reimbursed (if a lender). Therefore its liquidity is:

\[
M_{b,t} = \mathcal{A}_{b,t} + E_{b,t} - D^b_t
\]

where \( \mathcal{A}_{b,t} \) represents deposits by households and firms, \( E_{b,t} \) is the bank’s equity and \( D^b_t \) is the amount of loans to the production sector.

A key indicator for banks is the current liquidity ratio, which is introduced in the model as follows:

\[
m_{b,t} = \frac{M_{b,t}}{\mathcal{A}_{b,t}}
\]

Banks compare the value of such ratio with the required value set by regulators. This is the minimum ratio (\( \bar{m}_b \)) of liquidity to deposits which must be satisfied by all banks at the end of each period. Specifically, the liquidity requirement is satisfied if \( m_{b,t} \geq \bar{m}_b \). Banks with \( m_{b,t} < \bar{m}_b \) violate the liquidity requirement and apply for a loan on the interbank market.
The net demand for interbank loans by the generic bank $b$ is defined as:

$$
\Lambda_{b,t} = (\bar{m}_b - m_{b,t}) \cdot L_{b,t} \quad (3)
$$

If $m_{b,t} < \bar{m}_b$ then $\Lambda_{b,t} > 0$, so that the bank has a positive demand for liquidity. If, on the contrary, $m_{b,t} > \bar{m}_b$ then $\Lambda_{b,t} < 0$, which implies that the bank has excess liquidity. Specifically, its excess liquidity is given by $\Delta M_{b,t} = (m_{b,t} - \bar{m}_b) \cdot L_{b,t}$.

Notice that excess liquidity is a necessary but not sufficient condition for a bank to supply loans in the interbank market. Indeed, in order to be a lender in the interbank market, a bank must meet not only the liquidity requirement but also the capital requirement since loans in the interbank market enter the equity ratio of the bank. The presence of a capital requirement implies that the banks in our model have to comply with a prudential regulation, in line with the regulatory framework introduced by Basel III (Basel Committee on Banking Supervision, 2011).

The capital requirement coefficient contributes to determine the maximum maximum amount of loans that a bank can supply in the interbank market, which is defined as follows:

$$
\hat{\Lambda}_{b,t} = E_t \hat{\lambda}_b - D_t^b \quad (4)
$$

where $\lambda_b$ is the capital requirement coefficient, which represents a cap on the bank leverage.

Eventually, the actual supply of interbank loans by bank $b$ is as follows:

$$
\Lambda_{b,t} = \min (\hat{\Lambda}_{b,t}, \Delta M_{b,t}) \quad (5)
$$

This is defined as the minimum between the maximum loan that may be supplied in accordance with the capital requirement (i.e. $\hat{\Lambda}_{b,t}$) and the maximum loan that satisfies the liquidity requirement, that is $\Delta M_{b,t}$.

Transactions in the interbank market occur based on a random matching process that runs up until all lenders have been visited, or until all borrowers have obtained the desired amount of loans. This implies that a bank-bank credit network emerges endogenously in each period. Indeed, since interbank loans are 1-period contracts, the structure of the network changes at every period $t$ based on developments in other markets that modify the liquidity needs of the banks.

A final element of novelty regarding the banking sector is represented by the introduction of a class of bankers. Each of the bankers is assumed to own one bank and, as such, benefits from the distribution of dividends. In particular, each bank retains a portion $(1 - \phi_b)$ of its profits, while distributing a share $(\phi_b)$ to the corresponding owner.

### 2.2 Labour market

The labour market features two main elements of novelty compared Delli Gatti et al.(2011). First, workers earn a homogeneous wage ($w_t$) that is determined endogenously in the labour market in every period. Such wage is a function of unemployment: in particular, at each time $t$, the workers’
wage in the previous period is updated based on a sensitivity factor (ξ) that multiplies the difference between the threshold level of unemployment (U) and the current value of unemployment (U_t).

\[ w_t = w_{t-1} (1 + \xi (U - U_t)) \] (6)

Therefore, Equation 6 implies that the higher the difference between U and U_t, the higher the current wage at time t. As such, the wage equation models the negative correlation between unemployment and wage inflation thereby mimicking the main mechanism behind the Phillips Curve (Phillips, 1958).

The second new aspect introduced in the labour market deals with the presence of an element of friction in the search and matching mechanism. Indeed, real world markets are characterised by frictions that are typically due to heterogeneity and imperfect information about potential partners, which explain the departure from the competitive paradigm (Krause et al., 2014). In this spirit, we assume that the matching process in our framework does not occur automatically. Rather, there is a probability associated with it, so that unemployed workers who find a vacancy may have to keep on looking for one if the matching does not occur at the first try. One could interpret this structure as a matter of luck. After all, "being unemployed contains a measure of bad luck: The individual in question simply was not matched to a willing employer for reasons that an outside observer cannot ascertain" (Krause et al., 2014, p.19).

### 2.3 Consumption function

We assume the existence of two different consumption regimes. One applies to workers who consume out of disposable income and liquid wealth; the other regime applies to capitalists and bankers who, instead, consume out of wealth only.

Equation 7 identifies the individual consumption of workers (C_{t,h}).

\[ C_{t,h} = c_y (1 - \tau) w_t + \max[c_w - \phi_r R_t, 0] D_{t-1,h} \] (7)

τ identifies the exogenous tax rate on income so that disposable income is defined as \((1 - \tau) w_t\), while \(D_{t-1,h}\) is the amount of deposits inherited from the previous period. \(c_y\) is the propensity to consume out of disposable income and \(c_w\) is the propensity to consume out of deposits, which is negatively affected by the level of the real interest rate (\(R_t\)) multiplied by a sensitivity parameter (\(\phi_r\)).

Capitalists and bankers earn dividends from firms and banks respectively. As already pointed out, we assume that these two classes of individuals are subject to a different kind of consumption regime in that their decision depends exclusively on the individual level of wealth. Indeed, Equation 8 describes the individual consumption of such agents as a function of their deposits.

\[ C_{t,h} = \max[c_w - \phi_r R_t, 0] D_{t-1,h} \quad \forall h = \text{capitalist or banker} \] (8)
Similar to workers, also capitalists and bankers’ decision is affected by the level of the real interest rate. The motivation behind such peculiar design lies in decision to introduce a key role for the interest rate in the trade-off between consumption and saving decisions. Indeed, since all agents receive interest on their deposits, a higher level of the interest rate is supposed to lower the amount of resources that are used for consumption purpose, while increasing the amount that is going to be saved and deposited at a bank.

### 2.4 Public sector

The model features a public sector composed by a government and a central bank. In general, the introduction of the public sector is motivated by the need to extend the macroeconomic structure of the model in order study the implications of different types of regulatory policies, with a particular focus on conventional and unconventional monetary policies.

The government acts as a buyer in the goods market and, as such, it sets a desired level of public spending \( (G^d_t) \) as described in Equation 9. The evolution of the desired public spending is related to the level of public debt relative to GDP, as we assume that the government has to meet a specific target ratio. In particular, \( G^d_t \) equals its value in the previous period multiplied by a positive scaling factor \( (\phi^G_t) \), if the public debt-to-GDP ratio in the previous period \( (PD_{t-1}) \) is less or equal to its target value \( (PD) \). On the contrary, if \( PD_{t-1} > PD \), the government scales down its desired public spending from the previous period by the same term \( \phi^G_t \).

\[
G^d_t = \begin{cases} 
G^d_{t-1}(1 + \phi^G_t) & \text{if } PD_{t-1} \leq PD \\
\max \{G^d_{t-1}(1 - \phi^G_t), 0\} & \text{if } PD_{t-1} > PD
\end{cases}
\]  

(9)

Notice that the scaling factor \( \phi^G_t \) is a function of the relative distance \( (\varepsilon_t) \) between the actual value of the public debt-to-GDP ratio and its target level. In particular, the larger such distance, the greater the value of \( \phi^G_t \) and, as a consequence, the stronger the adjustment in the level of desired public spending. Additionally, \( \phi^G_t \) oscillates within two exogenously set boundaries \( (\phi^G_{\text{min}} \text{ and } \phi^G_{\text{max}}) \).

\[
\phi^G_t = \phi^G_{\text{min}} + \frac{\phi^G_{\text{max}} - \phi^G_{\text{min}}}{1 + \frac{1}{|\varepsilon_t|}}
\]  

(10)

\[
\varepsilon_t = \frac{PD_t - PD}{PD}
\]  

(11)

The government collects taxes on income based on the exogenous tax rate introduced above. If the amount of collected taxes is not enough to finance desired government spending and the repayment schedule on public debt, the government enters the bond market to find the necessary external finance. As such, bond supply \( (BS_t) \) in each period equals the sum of desired government spending \( (G^d_t) \) and the balanced owed on the existing public debt \( (rep_t) \), net of tax revenues \( (T_t) \).

\[
BS_t = \max \{G^d_t + rep_t - T_t, 0\}
\]  

(12)
The demand side in the bonds market features banks. In particular, for simplicity, we assume that banks want to convert a fixed share of their liquidity into bonds. The functioning of the market is based on a simple search and match mechanism, characterised by a randomisation of the order of interactions between banks and the government. The last banks that interact with the government obtain the desired amount of bonds – thus providing the desired amount of funds – as long as the bond supply is still positive. As such, some banks may be rationed in the bond market. On the other hand, in case the market is short of demand, the central bank can operate as a lender of last resort. This indeed occurs only when all the commercial banks have obtained the desired amount of bonds and the residual government supply is still positive.

Bonds correspond to a multi-period repayment schedule for the government. For simplicity we also assume that the interest rate on bonds equals the nominal interest rate set by the central bank.

As already specified, the model replicates different types of scenarios depending on the type of monetary (and regulatory) policy that is implemented. In general, the central bank operates by setting a nominal interest rate that is constant over time. This is the baseline version of the model. However, in a different scenario, the central can operate through a standard Taylor Rule, thus determining the nominal interest rate \( i_t \) as a function of the target interest rate \( \bar{i} \), the actual interest rate in the previous period and the inflation gap. The latter is equal to the difference between the current inflation rate \( \pi_t \) and its target level \( \bar{\pi} \). As shown in Equation 13, these factors are multiplied by three sensitivity parameters, respectively \( \alpha_1 \), \( \alpha_2 \) and \( \phi_p \).

\[
i_t = \alpha_1 \bar{i} + \alpha_2 i_{t-1} + \phi_p (\pi_t - \bar{\pi})
\]

(13)

Also notice that the central bank has a minimum and maximum nominal interest rate that define the limits of oscillation of the actual interest rate, so that \( i_t \in [i_{min}, i_{max}] \), where \( i_{min} \) and \( i_{max} \) are exogenous parameters.

3 Simulations

We investigate the macro and micro features of the model described in this paper by means of computer simulations, which are implemented through Monte Carlo (MC) repetitions with 50 different random seeds in each scenario. Eventually we compute the cross-simulation mean of the key variables for each scenario. Overall, the model runs for 10000 periods representing one week each. Results are eventually represented and discussed in quarters. Moreover, in all the simulations we drop the first 100 periods in order to get rid of transients.

All the simulations are implemented under the parameter vector reported in Table 1.

At this stage we do not want to replicate any empirical regularities, rather the choice of the parameter vector is based on the need to rule explosive dynamics and unrealistic patterns.

We proceed as follows: first, we analyse model dynamics in the baseline scenario, thereby discussing the main factors that drive the system on the brink of a crisis. Eventually, we are going to compare the different policy implementations introduced in the other scenarios.
Parameter | Description | Value
--- | --- | ---
c_y | Propensity to consume out of income | 0.9

c_w | Propensity to consume out of wealth | 0.2

\( \tau \) | Tax rate | 0.05

\( \bar{m}_b \) | Minimum liquidity ratio | 0.1

\( \lambda_b \) | Capital requirement coefficient | 10

\( \phi_r \) | Consumption sensitivity to the interest rate | 0.05

\( \xi \) | Wage sensitivity to unemployment | 0.001

\( \alpha_1 \) | Taylor rule sensitivity to target interest rate | 0.1

\( \alpha_2 \) | Taylor rule sensitivity to past interest rate | 0.9

\( \phi_P \) | Taylor rule sensitivity to inflation gap | 0.01

\( \pi \) | Target inflation rate | 0.02

| Table 1: Model calibration. |  |  

The baseline scenario consists in the simulation of the model under the calibration specified above. In this case, however, the Taylor Rule is not active, so that the central bank fixes a constant nominal interest rate equal to 2%.

Baseline results indicate that our extensions to Delli Gatti et al. (2011) play a major role in affecting model dynamics. In particular, we notice that MC simulations produce a rather stable trend characterised by low volatility across simulations until approximately period 250: production evolves with an irregular pattern characterised by minor oscillations along a constant trend (Figure 2, top). However, volatility across simulations is higher in the following periods, indicating the emergence of some booms and bust at the level of single-seed simulations. Indeed, these show the emergence of a series of large endogenous crises. For example, Figure 2 (bottom) reports the time series of production for a single simulation: the graph shows the presence of two large crisis episodes (roughly around period 500 and 700).

The amount of credit being issued by the banking sector also experiences a contraction during the period of crisis, as shown in the top panel in Figure 3. It is also worth pointing out the active role of the interbank market across simulations. In particular, banks seem to interact with each other in the interbank market especially right before the crisis and during the turning point at the end of the recession, when the amount of loans exchanged in the interbank market peaks at roughly more than 700 (Figure 3, bottom panel).

Some other interesting dynamics take place in the banking sector. Figure 4 shows the evolution over time of the equity of each bank \( b \). There are two relevant aspects. First, the banking sector experiences the default of 14 out of 20 banks before the emergence of the major crisis at around period 400. In particular one of the big banks (in terms of equity) goes bankrupt slightly before the beginning of the crisis. This phenomenon may be partly responsible for the decline in total credit and the exacerbation of the crisis. In a way, our finding identifies the pivotal role of some banks in driving model dynamics to the crisis. By adopting the terminology by the (Financial Stability Board, 2011), such banks in our model may be defined as Systemically important financial.
Figure 2: Production in the baseline: cross simulation mean (top); single-seed (bottom).

institutions (SIFIs): they are financial institutions whose distress, because of their size, complexity and systemic interconnectedness, causes significant disruption to the wider financial system and economic activity.

The second aspect is the strengthening of the surviving banks in the market, as their equity grows remarkably over time.

Let us now analyse the impact of the different monetary policies, as well as the introduction of the macroprudential regulations described above. We have four different scenarios: TR, CH, Prud-E and Prud-L.

In the TR scenario, the Taylor Rule is activated and the nominal interest rate evolves endogenously as described in Equation 13. In the CH scenario, the central bank still operates under the Taylor Rule specified above. However, any time a long recession hits the economy, the central bank also provides households in the economy with an amount of money equal to the 0.01% of nominal GDP, until the recession stops and the economy gets back on a recovery path. This is an unconventional monetary policy of the cash-in-hands type. In the Prud-E scenario, the maximum leverage ratio of the banking system changes endogenously in order to tighten the limit on the banking borrowing capacity. The change in the maximum allowable leverage ratio is triggered by recessionary episodes. Finally, in the Prud-L scenario, the required liquidity ratio of the banking system changes endogenously in order to increase the required amount of liquidity that each commercial bank has to hold. Also in this case the change in the required liquidity ratio is triggered.
Figure 3: Total credit issued by the banking sector (top) and overall amount of loans issued in the interbank market (bottom).
by any recessionary event. Notice that in both Prud-E and Prud-L, the central bank still operates under the Taylor Rule.

Our analysis looks at the stability of the system from different perspectives. A first aspect consists in the comparison of the different scenarios based on the number of bank defaults, the number of crises and the average crisis duration (in quarters). Each of these values is computed across the 50 MC simulations. In particular, a crisis includes a recession and a recovery, where the recession is defined as any time the rate of growth is negative and production falls below its corresponding exponential moving average for more than 25 periods (corresponding roughly to 2 quarters).

These values allow to have an intuitive picture of the effectiveness of the monetary and macroprudential policies implemented in the various scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Number of bank defaults</th>
<th>Number of crises</th>
<th>Average crisis duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>16</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>TR</td>
<td>17</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>CH</td>
<td>16</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>Prud-E</td>
<td>16</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Prud-L</td>
<td>16</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2: Scenario comparison in terms of number bank defaults, number of crises and crisis duration in quarters.

Our results suggest that the economy has a similar performance across the scenarios regarding the number of bank defaults (Table 2). However, the TR, CH and Prud-E scenarios seem to be more stable compared to the other two scenarios, as the number of economic crises amounts to 3 compared to 4 in the other cases. The major element of difference, however, can be found in the average duration of the crises: the number falls to 8 quarters in TR, while reaching 12 quarters in...
the baseline, Prud-E and Prud-L. To put it simply, it seems that the conventional monetary policy implemented via a simple Taylor Rule represents the most effective policy response in order to reduce the length of the crises in the economy. Hence, in line with Delli Gatti and Desiderio (2015), we find that the standard Taylor Rule is quite successful as an effective macro-stabilization tool. More specifically, TR represents the most stable scenario in our simulations.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Average real GDP</th>
<th>Variance</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>777.53</td>
<td>92.96</td>
<td>0.012</td>
</tr>
<tr>
<td>TR</td>
<td>786.83</td>
<td>29.99</td>
<td>0.006</td>
</tr>
<tr>
<td>CH</td>
<td>779.91</td>
<td>64.49</td>
<td>0.011</td>
</tr>
<tr>
<td>Prud-E</td>
<td>778.51</td>
<td>75.86</td>
<td>0.011</td>
</tr>
<tr>
<td>Prud-L</td>
<td>778.52</td>
<td>79.97</td>
<td>0.011</td>
</tr>
</tbody>
</table>

Table 3: Scenario comparison in terms of GDP levels and variations.

This result is confirmed also by the analysis of the dynamics of production in the different scenarios. In particular, Figure 5 shows the time series of real GDP in the baseline compared to TR and CH. It is possible to notice that production is, on average, higher in TR compared to CH. Indeed, the average real GDP is 786.83 in TR and 779.91 in CH, with a coefficient of variation of 0.006 and 0.011 respectively.

Table 3 also shows that the average level of real GDP in the baseline is 777.53, with a coefficient of variation of 0.012. These values confirm the positive stabilising effect of the introduction of the
Taylor Rule compared to the baseline and the unconventional monetary policy. Also, there seems to be no sizeable distinction between the two macroprudential policies, especially by looking at the average real GDP as well as its corresponding coefficient of variation.

4 Conclusions

Our paper introduces some major extensions to the macroeconomic agent-based model by Delli Gatti et al. (2011). In particular, we include an interbank market, an improved specification of the consumption function, some frictions in the labour market and a public sector with a government operating in a bonds market and a central bank. Our extensions significantly modify the main results of the original model. In particular, the interbank market has a very active role in our artificial economy. Additionally, the dynamics of the macro time series such as production and aggregate consumption show a much different pattern, characterised by minor oscillations and the presence of a major episode of crisis. Moreover, the inclusion of the public sector, and the better specification of some mechanisms in the banking sector, allow us to test different policy scenarios by means of computer simulations. In particular, we compare the implementation of a monetary policy under a standard Taylor Rule with an unconventional policy of the cash-in-hands type. Our results highlight the slightly better performance of the economy under the first type of policy, as the model shows a lower number of crises and a shorter duration of the recessionary events. A further element of our work consists in the analysis of two macro-prudential policies implemented via a modification of the maximum allowable leverage ratio and the required liquidity ratio of the banking sector. The former seems to be more effective than the latter in terms of frequency of crises. However, no difference seems to emergence as far as the duration of the crises is concerned. In particular, the policy acting on the required liquidity ratio determines no modifications compared to our baseline scenario.
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