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Rebates,” NBER Working Paper No. 
8672, December 2001 and American 
Economic Review, 93, 2003, pp. 
381–96; M. D. Shapiro and J. Slemrod, 
“Did the 2008 Tax Rebates Stimulate 
Spending?” NBER Working Paper No. 
14753, February 2009, and American 
Economic Review, 99(2), 2009, 
pp. 374–9; and C. R. Sahm, M. D. 
Shapiro, and J. Slemrod, “Check in the 
Mail or More in the Paycheck: Does the 
Effectiveness of Fiscal Stimulus Depend 
on How It Is Delivered?” NBER 
Working Paper No. 16246, July 2010 
and American Economic Journal: 
Economic Policy, 4(3), 2012, pp. 216–
50. The estimates across policies are 
quite similar except for the 1992 change 

in withholding (which had a higher 
mostly spend rate than the subsequent 
policies). 
Return to text.
5 Congressional Budget Office, 
“Options for Responding to Short-Term 
Economic Weakness,” Washington, D.C.: 
The Congressional Budget Office, 2008. 
For a point estimate of the MPC more 
in line with standard assumptions, see J. 
A. Parker, N. S. Souleles, D. S. Johnson, 
and R. McClelland, “Consumer 
Spending and the Economic Stimulus 
Payments of 2008,” NBER Working 
Paper No. 16684, January 2011 and 
American Economic Review, 106(6), 
2013, pp. 2530–53. 
Return to text.

6 The finding that the MPC is not a 
function of the level of income, how-
ever, is consistent with recent work by 
Greg Kaplan and Giovanni Violante: 
G. Kaplan and G. Violante, “A Model 
of the Consumption Response to Fiscal 
Stimulus Payments,” NBER Working 
Paper No. 17338, August 2011, and 
Econometrica, 82(4), 2014, pp. 1199–
1239. 
Return to text.
7 C. R. Sahm, M. D. Shapiro, and J. 
Slemrod, “Balance-Sheet Households 
and Fiscal Stimulus: Lessons from the 
Payroll Tax Cut and Its Expiration,” 
NBER Working Paper No. 21220, May 
2015. 
Return to text.

Taxes are one of the most impor-
tant microeconomic tools at governments’ 
disposal, touching on practically every 
aspect of economic activity. They poten-
tially affect a variety of corporate deci-
sions, ranging from how much to invest 
in R&D, property, plant, and equipment, 
to the mix of debt and equity with which 
firms fund operations, to the amount and 
structure of compensation paid to man-
agers and employees and the dividends 
offered to shareholders.

A key empirical challenge when test-
ing whether and how particular taxes 
affect corporate decisions is that a firm’s 
tax status often depends on its policies. 
For example, a firm’s choice of investment 
projects will affect its future marginal tax 
rate by creating tax shields in the form of 
depreciation charges that can be deducted 
from its taxable profits and by increas-
ing its debt capacity. As a result, inference 
based on tests that use a firm’s actual or 
simulated tax rate are likely biased. The 
extensive literature on the effects of taxes 
on corporate policies therefore has looked 
for more exogenous sources of identifica-
tion, favoring two approaches: the use of 
changes in a country’s tax code over time 
and the use of international variation in 
taxes. In a sequence of recent papers, I pro-
pose a third approach: variation in state-
level tax rates and tax rules across U.S. 
states and time.

State-level variation in corporate tax-
ation offers two convenient advantages 
over prior approaches. There are numer-
ous state tax changes, and these changes 
allow us to get closer to a plausible coun-
terfactual world. To see this, consider 
first changes in federal taxes. Variation in 
federal tax rates and tax rules is relatively 
infrequent (the 1986 Tax Reform Act is 
a rare example), and when it does occur, 
it affects virtually all firms in the econ-
omy at the same time and in a similar 
way, making it difficult to find control 
firms with which to establish a plausible 

counterfactual for how firms would have 
behaved absent the tax change.

Cross-country approaches are designed 
to overcome the first shortcoming. There 
are many more tax changes across countries 
than within, and the changes don’t all hap-
pen at the same time, leaving some firms 
treated and others untreated. But these 
approaches require us to make potentially 
implausible assumptions about treated and 
untreated firms being comparable despite 
their operating in different countries. 

State tax changes, on the other hand, 
lend themselves to standard difference-in-
difference tests. Like the tax changes used 
in cross-country studies, state tax changes 
are numerous and staggered over time, 
allowing us to disentangle the effects of 
tax changes from other macroeconomic 
shocks that affect firms’ policies. Because 
they occur in a single country, it can 
more plausibly be argued that treated and 
untreated firms would have experienced 
similar economic conditions in time, 
space, industry, and so on, but for the con-
sequences of a tax change.

To illustrate the logic of the approach, 
consider North Carolina, which in 1991 
raised its top corporate income tax rate 
from 7 to 8.06 percent. Let’s say we are 
interested in the effect of taxes on lever-
age, and we observe that following this 
state tax increase, firms operating in North 
Carolina increased leverage from 18.8 per-
cent to 20.8 percent, on average. Part of 
this leverage increase could reflect changes 
in economy-wide factors such as aggre-
gate demand or interest rates that alter the 
attractiveness of debt relative to equity at 
that particular point in time. To disen-
tangle secular changes from those induced 
by North Carolina’s tax increase, we can 
estimate the contemporaneous change 
in leverage among firms that experience 
no tax change but are otherwise exposed 
to the same economic forces as firms in 
North Carolina. We might, for example, 
use firms operating in the states border-
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ing North Carolina for this purpose and, 
if desired, we could hold industry and 
other factors constant as well. 

The standard identifying assump-
tion central to a causal interpretation 
of differences-in-differences estimates of 
this kind is that treated and control 
firms would have behaved similarly in 
the absence of the tax change. In addi-
tion, interpreting a given response — say, 
the change in leverage — as having been 
caused by the tax change also requires 
that the tax change did not coincide 
with, and was not triggered by, observed 
or unobserved factors that in turn would 
have caused firms to adjust their policies 
for reasons unrelated to the tax change 
itself. For example, a state may change 
other rules or regulations at the same 
time it changes its tax rates, or it may 
change tax rates to balance its budget at 
a time of negative demand shock. Finally, 
a causal interpretation requires that tax 
changes be unpredictable, or else firms’ 
observed behavior to a current change 
may reflect not the tax change itself but 
how the actual tax change compares to 
firms’ prior expectations.

I illustrate the power and limitations 
of this approach in three recent papers 
that examine the effect of taxes on firms’ 
capital structure choices, their risk tak-
ing, and their employment decisions, 
respectively. But first, a brief primer on 
state corporate taxation in the U.S.

State-level Corporate Taxation

Currently, all states except Nevada, 
South Dakota, and Wyoming tax corpo-
rate activities within their borders. The 
tax is usually based on profit, though 
some states instead levy taxes based on 
gross receipts, a measure of revenue. In 
2013, state tax rates varied from a low of 
4.63 percent in Colorado to a high of 12 
percent in Iowa. Averaged across states, 
tax rates increased from 4.9 percent in 
1969 to a high of 7.2 percent in 1991, 
then fell a little, to 6.7 percent. In 2013, 
seven states had lower tax rates than they 
did in 1969; 36 had higher rates. 

Given that federal corporate tax rates 
top out at 35 percent, it is clear that state 

taxes account for a smaller share of most 
firms’ tax bills than do their federal taxes. 
Florian Heider and I estimate that state 
taxes account, on average, for about 21 
percent of publicly listed firms’ overall tax 
burden.1 

A firm’s state of incorporation (often 
Delaware) is irrelevant for state tax pur-
poses, as it is the location of operations 
that triggers a tax liability. Firms that oper-
ate — and so are taxed — in a single state 
are called single-state firms. Multi-state 
firms are taxed in every state they have 
“nexus” with, meaning, where they have 
sales, property, or employees. To reduce 
the scope for profit-shifting and tax arbi-
trage, states do not attempt to measure 
profits earned in-state. Instead, under the 
1957 Uniform Division of Income for 
Tax Purposes Act, a multi-state firm’s fed-
eral taxable income is apportioned to each 
nexus state based on an average of the 
fractions of the firm’s total payroll, sales, 
and property located in that state.

Apportionment introduces an inter-
esting data challenge. For a multi-state 
firm, a given state’s tax change will apply 
only to that portion of its federal tax-
able income that is apportioned to the 
state. In other words, a state tax change 
will apply to less than the firm’s entire 
tax base. All else equal, a multi-state firm 
will therefore respond less strongly to a 
given state’s tax change than a single-state 
firm operating there. By implication, tests 
that ignore the geographic distribution 
of multi-state firms’ tax bases will under-
state the sensitivity of firms’ responses to 
corporate income taxes. Addressing this 
issue requires data on each firm’s tax expo-
sure to each state. Standard data sources 
such as Compustat do not provide the 
necessary geographic breakdown. So, in 
a number of papers, I have used estab-
lishment-level data from the National 
Establishment Time Series (NETS) data-
base, which provides information on the 
location of practically every subsidiary, 
branch, or plant for practically every firm 
in the U.S., along with data on sales and 
employees, going back to 1989. While not 
perfect, these data can be used to approxi-
mate nexus apportionment weights.

For the 45-year period from 1969 to 

2013, Michael Smolyansky and I iden-
tify 140 corporate income tax increases 
in 45 states and the District of Columbia 
and 131 corporate income tax cuts in 
35 states, or roughly one tax change per 
decade per state.2 The changes vary in 
size, with increases generally being larger 
in absolute value than decreases: Increases 
average 126 basis points while cuts aver-
age 71 basis points. A quarter of the cuts 
and two-fifths of the increases measure 
one percentage point or more in absolute 
value. The ratio of tax increases to tax cuts 
has fallen from 4.75 in the 1970s to 1.29 
in the 1980s, 0.51 in the 1990s, 0.54 in 
the 2000s, and 0.18 since 2010. With few 
exceptions, such as the Rust Belt states in 
the 1980s, tax changes show no obvious 
geographic clustering.

States do not change taxes randomly. 
Heider and I investigate the political 
economy surrounding each change affect-
ing at least 100 publicly listed firms since 
1989 and estimate the empirical deter-
minants of state tax changes over the 
period from 1986 to 2010. Perhaps the 
most interesting predictor of the likeli-
hood and magnitude of state tax changes 
is how the state’s current tax rate com-
pares to that of the states surrounding it, 
with tax increases being substantially less 
likely, and smaller, if the state’s current 
rate is high relative to that of its neigh-
bors, and tax cuts being more likely, and 
larger, if its current rate is relatively low. 
Tax increases are more likely when the 
state budget is in deficit, consistent with 
widespread balanced-budget rules, while 
tax cuts are more likely when there is a 
budget surplus. Taxes are more likely to be 
cut under Republican than Democratic 
governors, and by larger amounts. Using 
news reports and a review of the legisla-
tive record, we find no evidence that state 
tax changes coincide systematically with 
other policy changes that plausibly affect 
corporate behavior independently.

Taxes and Capital Structure

One of the oldest questions in cor-
porate finance is whether taxes affect 
firms’ capital structure choices. It has 
long been recognized that debt con-

fers a tax benefit on firms when the 
tax code allows interest payments to be 
deducted from taxable income. Some 
theories of capital structure hold that 
firms trade off this tax benefit of debt 
against the cost of the increased risk of 
default that accompanies greater use 
of debt. While the tax advantage of 
debt has been a cornerstone of corpo-
rate finance since at least the pioneer-
ing work of Franco Modigliani and 
Merton Miller,3 its empirical relevance 
continues to be debated. Opinions in 
the literature range from irrelevance to 
the belief that 
taxes are the 
key driver of 
debt policy.

Heider 
and I use 
the state tax 
changes to 
quantify the 
tax sensitiv-
ity of firms’ 
debt policies. 
Our results suggest that taxes are an 
important determinant of firms’ capital 
structure choices in the U.S. We find 
that firms increase the ratio of long-
term debt to total assets by around 40 
basis points for every percentage point 
increase in the tax rate. For the aver-
age tax increase, this corresponds to a 
debt increase of $32.5 million from a 
pre-treatment average of $570 million. 
Total assets are unchanged, implying 
that firms swap debt for equity when 
tax rates rise. 

Interestingly, firms do not reduce 
their leverage when tax rates fall. This 
asymmetry is inconsistent with text-
book (or “static”) tradeoff models 
and favors dynamic tradeoff models. 
Dynamic models combine the trade-
off between the benefit of tax shields 
and the cost of default with an explicit 
contingent-claims model for how a 
firm’s debt is priced. In dynamic mod-
els, shareholders have little incentive to 
reduce the firm’s use of debt. Doing so 
would reduce the value of shareholders’ 
option to default, benefiting debthold-
ers at shareholders’ expense. 

Taxes and Risk-Taking

Liandong Zhang, Luo Zuo, and I 
focus on a different corporate choice: 
how much risk to take.4 The kinds of 
corporate actions that affect an econo-
my’s long-run growth potential nearly 
always involve risk. Prominent exam-
ples are investments in physical assets, 
production processes, and new prod-
ucts or technologies.

As has been recognized since at 
least the 1940s, income taxes affect 
risk-taking because they induce an 

asymmetry in a firm’s payoffs. To see 
how, consider a firm that has access to 
two projects, A and B, with two equally 
likely outcomes, “good” and “bad.” [See 
Figure1] Project A yields a profit of 
$40 under both scenarios while proj-
ect B yields a profit of $100 under the 
good scenario and a loss of $20 under 
the bad scenario. Project risk is idiosyn-
cratic and hence diversifiable. Absent 
taxes, the expected profit of each proj-
ect is $40 and so a risk-neutral firm is 
indifferent between them. If the tax 
rate increases from zero to 30 percent, 
the expected after-tax profit of each 
project falls, but it falls by more for 
the risky project B than for the safe 
project A. The reason is that the gov-
ernment shares in the firm’s profit but 
not — absent full tax loss offsets — in 
the firm’s loss. Given this asymmetry, 
a risk-neutral firm will prefer the safe 
project to the risky project as the tax 
rate increases. 

Again using the state tax changes, 
we estimate the tax sensitivity of vari-
ous firm-level measures of risk-taking, 
such as the volatility of quarterly earn-

ings. We find that firms reduce earnings 
volatility by an average of 2.4 percent to 
3.2 percent for every one-percentage-
point increase in their nexus-weighted 
tax rates relative to other firms oper-
ating in neighboring states and in the 
same industry that are not subject to 
a tax change where they operate. This 
effect is estimated over the three years 
following a tax increase and becomes 
stronger when we give firms more time 
to adjust their risk profiles. The main 
way in which firms reduce risk is to 
shorten their operating cycles, which 

puts less capi-
tal at risk, in 
particular in 
the form of 
inventories.

As in the 
case of the 
tax sensitiv-
ity of debt, 
we find evi-
dence of asym-
metry: While 

firms reduce risk significantly when tax 
rates increase, they do not, on average, 
increase risk when tax rates fall. One rea-
son to expect firms not to increase risk in 
response to a tax cut is that their creditors, 
whose claims would decline in value if risk 
increased, constrain their ability to do so, 
for example through the use of debt cove-
nants. Consistent with this prediction, we 
show that firms with low financial lever-
age, which presumably face fewer con-
straints, increase risk in response to tax 
cuts, whereas high-leverage firms, which 
presumably face more constraints, do not.

Taxes, Wages, and Employment

Smolyansky and I investigate how 
firm employment and wages respond to 
tax changes. Firm-level data on employ-
ment and wages are not systematically 
available, even for publicly listed firms, 
so instead we use county-level data from 
the U.S. Bureau of Economic Analysis. 
To disentangle the effect of corporate 
taxes from business cycle effects that 
may coincide with, or potentially even 
drive, state tax changes, we compare 

Figure 1
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contiguous counties straddling state 
borders. The idea is to exploit a spatial 
policy discontinuity when forming con-
trol groups. Because a state’s tax juris-
diction stops at its border, a county’s 
immediate neigh-
bors on the other 
side of the border 
share plausibly 
similar economic 
conditions while 
being subject to 
discretely differ-
ent tax policies. 

Our empiri-
cal results show 
that corporate 
tax changes affect 
firm employ-
ment and wages 
[See Figure 2], 
and that they do 
so asymmetri-
cally: While tax 
increases hurt 
employment 
and income in 
treated counties, tax cuts have little 
effect. All else equal, a one-percent-
age-point increase in corporate income 
taxes reduces employment by between 
0.3 percent and 0.5 percent and wages 
by between 0.3 percent and 0.6 per-
cent, net of contemporaneous changes 
in neighboring counties on the other 
side of the state border. Tax cuts, on the 
other hand, have no significant effect on 
either employment or wages unless they 
are implemented during a recession, when 
they lead to sizeable increases in both 
employment and wages. 

One potential challenge to our con-
tiguous-border-county strategy is that 
tax changes on one side of the border 
could trigger changes in the behavior of 
firms or households across the border. 
For example, the fall in wages follow-
ing a tax increase could spill over to con-

trol counties if affected households spend 
less money not just at home but also in 
neighboring counties. This would atten-
uate the estimated tax sensitivity, as the 
tax increase would hurt both the treated 

and the control 
county. To deal 
with such poten-
tial spillovers, we 
compare border 
counties to hin-
terland coun-
ties located fur-
ther inside the 
untreated states. 
To the extent that 
spillovers dissi-
pate with distance 
from the state 
border, we would 
expect employ-
ment and wages 
to decline in bor-
der control coun-
ties compared to 
hinterland coun-
ties. Instead, we 

find no difference in employment or wage 
growth within untreated states, regard-
less of proximity to the border, suggesting 
that spillovers do not play a major role in 
our setting.

Conclusions

The examples presented above sug-
gest that state-level variations in taxes 
are useful for exploring a number of 
tax-related research questions. While 
these changes are generally small, mea-
suring perhaps a percentage point, they 
apparently are economically meaning-
ful in light of the responses they elicit 
from firms, in terms of their use of debt, 
their risk-taking, and their employment 
decisions. Whether these responses are 
too large, too small, or just right is an 
open question.

An interesting theme that emerges 
from these three examples is that taxes 
often have an asymmetric effect. In the 
case of capital structure, asymmetry 
is a prediction of one prominent class 
of models but not of others, which 
can help us to discriminate empiri-
cally between different capital struc-
ture theories. In the case of risk-tak-
ing, asymmetry is to be expected — if 
not predicted — given the insights of 
the literature on risk shifting and asset 
substitution at highly leveraged firms. 
In the case of firms’ employment deci-
sions, asymmetry is more of a surprise. 

There remains much interesting 
work to be done on the various ways in 
which corporate taxes affect economic 
activity. State taxes, modest though 
they may often seem, are a useful addi-
tion to our empirical toolbox.
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Since 1947 there has been a mul-
tilateral forum — first the General 
Agreement on Tariffs and Trade 
(GATT), now the World Trade 
Organization (WTO) — where gov-
ernments meet to agree on the rules of 
international trade. To interpret and 
evaluate the role of these organizations 
requires a two-step research program. 
The first step is to identify the central 
problems that a trade agreement might 
address. The second is then to bring 
economic arguments to bear on the 
design of an agreement that would best 
resolve these issues. Here we review 
some of our joint efforts to contribute 
to ongoing research in this area.

The Purpose of Trade 
Agreements

Economists have identified two 
broad and possibly complementary 
rationales for trade agreements: to 
help governments internalize the inter-
national externalities associated with 
their policy choices, and to help gov-
ernments solve a commitment prob-
lem with respect to the private sector.1 
Our recent work has focused on the 
former reason, specifically on this ques-
tion: What form do the international 
externalities associated with trade pol-
icy take?

We have established previously 
that the terms-of-trade externality 
plays a central role.2 If governments 
use trade agreements to achieve mutu-
ally beneficial policy outcomes when 
viewed through the lens of their own 
objectives, then in the absence of an 
agreement there must be a policy ineffi-
ciency in terms of those objectives that 
the agreement can correct. Whether 
government objectives reflect the max-
imization of national income or the 
pursuit of national distributional or 
political goals, we found that it is 

the terms-of-trade externality — and 
the associated incentive for interna-
tional cost-shifting it creates for gov-
ernments with sufficient monopsony 
power — that lies at the heart of a trade 
agreement’s reason to exist.

Governments do not need trade 
agreements to make adjustments to 
their own local-market prices; they 
have their own trade-policy instru-
ments to accomplish this. If the gov-
ernment of a country wishes to adjust 
the local-market price of an import 
good to alter the level of protection it 
provides to its import-competing pro-
ducers, it can accomplish this much 
with a unilateral change in its tariff. 
But trade agreements can help mem-
ber governments make such adjust-
ments without altering their terms of 
trade, and for governments with mon-
opsony power in international markets 
trade agreements therefore expand the 
set of possibilities beyond what these 
governments could achieve on their 
own. At least some of these new possi-
bilities can create mutual gains for the 
member governments, though this is 
so only for the possibilities that entail 
negotiated tariff reductions. According 
to this view, the purpose of trade agree-
ments is to eliminate policy inefficien-
cies that exist when governments are 
free to exert monopsony power on 
international markets, depress foreign-
exporter prices with their unilateral 
decisions to protect domestic markets, 
and thereby shift some of the costs of 
this protection onto foreign export-
ers. By eliminating these inefficiencies, 
trade agreements will lead to freer, 
though not necessarily free, trade.

Our early work on these issues 
focused on perfectly competitive mar-
ket settings. In recent work, we show 
that the central role played by the 
terms-of-trade externality in identify-
ing the purpose of a trade agreement 
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