Huang, Kevin X. D.; Meng, Qinglai

Working Paper
Is forward-looking inflation targeting destabilizing? The role of policy’s response to current output under endogenous investment

Kiel Working Paper, No. 1348

Provided in Cooperation with:
Kiel Institute for the World Economy (IfW)

Suggested Citation: Huang, Kevin X. D.; Meng, Qinglai (2007) : Is forward-looking inflation targeting destabilizing? The role of policy’s response to current output under endogenous investment, Kiel Working Paper, No. 1348, Kiel Institute for the World Economy (IfW), Kiel

This Version is available at:
http://hdl.handle.net/10419/17862

Standard-Nutzungsbedingungen:
Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden. Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich machen, vertreiben oder anderweitig nutzen. Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen (insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten, gelten abweichend von diesen Nutzungsbedingungen die in der dort genannten Lizenz gewährten Nutzungsrechte.

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes. You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
Is Forward-looking Inflation Targeting Destabilizing?
The Role of Policy's Response to Current Output Under Endogenous Investment

Kevin X.D. Huang and Qinglai Meng

June 2007

This paper is part of the Kiel Working Paper Collection No. 2

“The Phillips Curve and the Natural Rate of Unemployment”
June 2007

http://www.ifw-kiel.de/pub/kap/kapcoll/kapcoll_02.htm
Kiel Institute for World Economics  
Duesternbrooker Weg 120  
24105 Kiel (Germany)

Kiel Working Paper No. 1348

Is Forward-looking Inflation Targeting Destabilizing?  
The Role of Policy's Response to Current Output Under Endogenous Investment

by

Kevin X.D. Huang and Qinglai Meng

June 2007

The responsibility for the contents of the working papers rests with the authors, not the Institute. Since working papers are of a preliminary nature, it may be useful to contact the authors of a particular working paper about results or caveats before referring to, or quoting, a paper. Any comments on working papers should be sent directly to the authors.
Is forward-looking inflation targeting destabilizing? The role of policy’s response to current output under endogenous investment

Kevin X.D. Huang\textsuperscript{a,}\textsuperscript{*} and Qinglai Meng\textsuperscript{b}

\textsuperscript{a}Department of Economics, Vanderbilt University, Nashville, TN 37235, USA
\textsuperscript{b}Department of Economics, Chinese University of Hong Kong, Shatin, N.T., Hong Kong

In sticky price models with endogenous investment, virtually all monetary policy rules that set a nominal interest rate in response solely to future inflation induce real indeterminacy of equilibrium. Applying the Samuelson-Farebrother conditions, we obtain a necessary and sufficient condition for local real determinacy, which reveals that increasing price stickiness or letting policy respond also to current output may help ensure a unique equilibrium. We find that the first channel by itself has a quantitatively negligible effect and almost all strict inflation-targeting rules lead to indeterminacy, whether with higher price stickiness or overall stickiness by incorporating firm-specific capital, sticky wages, or both. The effect of the second avenue depends on labor supply elasticity and stickiness. With high labor supply elasticity and price stickiness, indeterminacy is much less likely to occur as policy also responds to output. With estimated labor supply elasticity or empirically reasonable price stickiness, policy’s response to output helps little in ensuring determinacy; even incorporating firm-specific capital makes only a marginal improvement. Incorporating sticky wages, on the other hand, greatly enhances the role of policy’s response to output in ensuring determinacy. With both sticky wages and firm-specific capital incorporated, even a tiny response of policy to current output can render equilibrium determinate for a wide range of response of policy to future inflation.

\textit{JEL classification:} E12, E31, E52.

\textit{Keywords:} Forward-looking inflation targeting; Current output; Sticky prices; Sticky wages; Firm-specific capital; Endogenous investment; Indeterminacy; Samuelson-Farebrother conditions.

\textsuperscript{*}Corresponding author. Tel.: +1 615 936 7271; fax: +1 615 343 8495.
\textit{E-mail address:} kevin.huang@vanderbilt.edu (K.X.D. Huang), meng2000@cuhk.edu.hk (Q. Meng).
1. Introduction

In recent years, explicit inflation-forecast targeting, which takes the form of forward-looking interest rate feedback rules that set a short-term nominal interest rate in response to the forecasted value of future inflation, has become a popular framework for conducting monetary policy at central banks around the world. This practice began in New Zealand in 1990 and, within a decade, spread to other industrial countries.\(^1\) Since 1997, a number of emerging market and transition countries have adopted such a policy.\(^2\) Many more are moving toward this direction.\(^3\) In a sense, forward-looking inflation targeting has become a defining characteristic of monetary policymaking worldwide.

There are many reasons for adopting an inflation-targeting rule in monetary policymaking.\(^4\) That it is the expected future inflation that needs to be targeted has been emphasized by both policymakers and researchers. Among other advantages, targeting the expected future inflation is essential for tackling the observed delay in the response of inflation and output to monetary policy actions, for anchoring private sector’s inflation expectations, and for incorporating a wide variety of up-to-date information in policymaking. In this sense, forward-looking inflation targeting can be justified on the ground of both policy effectiveness and central bank accountability and credibility.\(^5\) This is why many researchers recommend that central banks commit to forward-looking inflation targeting rules and why many policymakers follow suit.\(^6\)

There is yet a pitfall of forward-looking inflation targeting: it is prone to real indeterminacy of equilibrium and therefore welfare-reducing fluctuations unrelated to economic fundamentals.\(^7\)

---

\(^1\) Among these countries are Canada, the United Kingdom, Australia, Finland, Sweden, Spain, Switzerland, Iceland, and Norway, all of which publish their inflation forecasts (Finland and Spain adopted the euro in 1999). The United States, the European Central Bank, and Japan are usually viewed as having followed some implicit inflation-forecast targeting procedures, where more explicit targeting has also received consideration recently. Leiderman and Svensson, eds. (1995), Bernanke and Mishkin (1997), and Bernanke, Laubach, Mishkin, and Posen (1999) provide some background information and analysis.

\(^2\) These include Israel (now an industrial country), the Czech Republic, Korea, Poland, Brazil, Chile, Colombia, South Africa, Thailand, Mexico, Turkey, Hungary, Peru, and Philippines, all of which but Mexico publish their inflation forecasts. See Schaechter, Stone, and Zehner (2000), Roger and Stone (2005), and Jonas and Mishkin (2005) for more details.


\(^7\) See, among others, Bernanke and Woodford (1997), Clarida et al. (1998, 2000), Woodford (2000, 2003), and
Some researchers argue that inflation-forecast targeting central banks can avoid such policy-induced instability by appealing to some flexible rules under which a nominal interest rate responds not only to expected future inflation but also to other endogenous variables such as current output.\(^8\) Their studies, however, have all abstracted from investment activity. Carlstrom and Fuerst (2005) argue that the indeterminacy problem is more severe when investment activity is taken into account.\(^9\) They show that essentially all strict inflation-forecast targeting rules induce real indeterminacy of equilibrium in a sticky price model with endogenous investment, and they suggest that letting the interest rate respond also to output would not help much in avoiding such indeterminacy.

The present paper takes up this issue. We start by considering a standard model of sticky prices with endogenous investment and show that virtually all monetary policy rules that set a nominal interest rate in response solely to future inflation are subject to real indeterminacy of equilibrium. We apply the celebrated Samuelson-Farebrother conditions for handling high order systems of linear difference equations to obtain the necessary and sufficient condition for local real determinacy for a baseline case of our model economy. This condition reveals that increasing the degree of price stickiness or letting policy respond also to current output may help ensure a unique equilibrium.\(^10\)

We find that the first channel in itself has a quantitatively negligible effect. Once again, almost all strict forward-looking inflation-targeting rules that respond solely to future inflation lead to real indeterminacy of equilibrium, whether with higher price stickiness, or with higher overall stickiness through incorporating into the baseline model firm-specific capital, sticky wages, or both.

We find that the effect of the second avenue depends on the elasticity of labor supply and the degree of stickiness in the model. With high labor supply elasticity and price stickiness, such as those assumed in Carlstrom and Fuerst (2005), indeterminacy is much less likely to occur if policy responds also to current output. With estimated labor supply elasticity or empirically reasonable price stickiness, however, policy’s response to current output helps little in ensuring determinacy in the baseline model. Even incorporating firm-specific capital can only make a marginal improvement.

\(^8\) See, for example, Clarida et al. (1998, 2000), Christiano and Gust (1999), Rotemberg and Woodford (1999), Woodford (1999, 2003), and Levin et al. (2003). In practice, almost all inflation targeting central banks follow such a flexible inflation-forecast targeting procedure.


\(^10\) Under current-inflation targeting with endogenous capital accumulation, Sveen and Weinke (2005) find that indeterminacy is more likely to occur with a greater degree of stickiness while Sveen and Weinke (2005) and Benhabib and Eusepi (2005) show that letting policy respond also to current output can help avoid such indeterminacy.
Incorporating sticky wages, on the other hand, significantly enhances the role of policy’s response to current output in ensuring determinacy of equilibrium. When both sticky wages and firm-specific capital are incorporated into the baseline model, even a tiny response of policy to current output can render equilibrium determinate for a wide range of response of policy to future inflation. This last result is important in light of the recent finding by Schmitt-Grohé and Uribe (2006) which suggests that interest rate policy rules that feature a large response to output can be a potential source of significant inefficiencies.

The remainder of the paper is organized as follows. Section 2 sets up a sticky price model with endogenous investment and a capital rental market, presents a necessary and sufficient condition for local real determinacy, describes model calibration and reports numerical results. Sections 3, 4, and 5 incorporate firm-specific capital, sticky wages, and both firm-specific capital and sticky wages, respectively, into the baseline model and describes the results. Section 6 concludes. The Appendix restates the Samuelson-Farebrother conditions and proves our proposition and corollary.

2. A baseline model with staggered prices

The model features a continuum of firms each of which produces a differentiated good indexed by \( f \in [0, 1] \). At each date \( t \), a representative distributor combines all differentiated goods \( \{Y_t(f)\}_{f \in [0, 1]} \) into a composite good \( Y_t = \left[ \int_0^1 Y_t(f)^{(\epsilon_y-1)/\epsilon_y} df \right]^{\epsilon_y/\epsilon_y} \), where \( \epsilon_y \in (1, \infty) \) is the elasticity of substitution between the individual goods. The distributor takes the prices \( \{P_t(f)\}_{f \in [0, 1]} \) of the differentiated goods as given and chooses the bundle of the individual goods to minimize the cost of fabricating a given quantity of the composite good, which it sells to a representative household at the unit fabricating cost \( P_t = \left[ \int_0^1 P_t(f)^{1-\epsilon_y} df \right]^{1/(1-\epsilon_y)} \), which is also the price level. The resultant demand for a type \( f \) good is

\[
Y_t(f) = \left[ \frac{P_t(f)}{P_t} \right]^{-\epsilon_y} Y_t. \tag{1}
\]

Quantity of the composite good purchased by the household \( Y_t \), which corresponds to real output or real GDP, can be either consumed \( (C_t) \) or invested \( (I_t) \) to accumulate capital stock that the household rents to firms in a competitive capital market.
The production of a type $f$ good uses capital and labor and a constant-return-to-scale technology

$$Y_t(f) = K_t(f)^\alpha N_t(f)^{1-\alpha}. \quad (2)$$

Firms are price takers in factor markets but monopolistic competitors in goods markets. With markup pricing, factor payments are distorted and $\alpha$ and $1-\alpha$ determine respectively the share of payments to capital and labor in value-added production cost rather than in gross output. Specifically, cost minimization by firms implies that nominal wage rate $W_t$ and nominal marginal cost $MC_t$ are linked as follows:

$$W_t = (1-\alpha) \left( \frac{N_t}{K_t} \right)^{-\alpha} MC_t, \quad (3)$$

and nominal capital rental rate is linked to nominal wage rate by $R_k^t = \left[ \frac{\alpha}{(1-\alpha)} \right] \left( \frac{N_t}{K_t} \right) W_t$, where $N_t = \int_0^1 N_t(f) df$ and $K_t = \int_0^1 K_t(f) df$, and we have used the fact that labor to capital ratio and marginal cost are identical across firms in equilibrium. We shall use lowercases $w_t$ and $mc_t$ to denote real wage and real marginal cost, respectively.

Firms set prices in a staggered fashion à la Calvo (1983). At each date, each firm receives a random signal with a constant probability $\theta_p$ which forbids it to reset price. The random signal is identically and independently distributed across firms and time. With the large number of firms which validates the law of large numbers, at each point in time there is fraction $(1-\theta_p)$ of randomly selected firms that can reset prices. At date $t$, if a firm $f$ can reset its price, it chooses $P_t^*(f)$ to maximize the expected present value of its profits

$$\sum_{s=t}^{\infty} \theta_p^{s-t} R_{t,s-1}^{-1} [P_t(f) - MC_s] \left[ \frac{P_s(f)}{P_s} \right]^{-\epsilon_y} Y_s,$$

where $R_{t,t-1} \equiv 1$ and $R_{t,s-1} = \prod_{\tau=t}^{s-1} R_{\tau}$ denotes a cumulative rate of return from rolling over a position on the nominal bond from $t$ to $s > t$. The optimal pricing decision is

$$P_t^*(f) = \frac{\epsilon_y}{\epsilon_y - 1} \frac{\sum_{s=t}^{\infty} \theta_p^{s-t} R_{t,s-1}^{-1} P_s^s Y_s MC_s}{\sum_{s=t}^{\infty} \theta_p^{s-t} R_{t,s-1}^{-1} P_s^s Y_s}, \quad (4)$$

The optimal price is a markup over a weighted average of marginal costs in the current and future
periods during which the firm is expected not to have another chance to reset price.

The representative household’s lifetime utility is given by

$$\sum_{t=0}^{\infty} \beta^t \left( \frac{C_{t+1}^{1-\sigma} - 1}{1 - \sigma} - \psi N_{t+1}^{1+\eta} \right),$$

where $$\beta \in (0, 1)$$ is a subjective discount factor, $$N_t$$ denotes the household’s labor in period $$t$$, and $$\sigma$$ and $$\eta$$ denote its relative risk aversion in consumption and in labor hours, respectively. The household’s budget constraint in period $$t$$ requires that its expenditures on consumption, investment, and asset accumulation do not exceed its total income earned in the same period,

$$P_t(C_t + I_t) + B_t - R_{t-1}B_{t-1} \leq R_t^k K_t + W_t N_t + \Pi_t,$$

where $$B_{t-1}$$ is the household’s holding of a one-period nominal bond acquired in period $$t-1$$, $$R_{t-1}$$ is the gross nominal rate of return on holding the bond from $$t-1$$ to $$t$$, and $$\Pi_t$$ is the household’s claim to firms’ profits in period $$t$$. The household maximizes its utility subject to the budget constraint, a convex capital adjustment cost

$$\frac{I_t}{K_t} = I \left( \frac{K_{t+1}}{K_t} \right),$$

(5)

where $$\delta \equiv I(1) \in [0, 1]$$ is the steady-state capital depreciation rate, $$I'(1) = 1$$, and $$\epsilon_q \equiv I''(1)$$ denotes the steady-state elasticity of investment to capital ratio with respect to Tobin’s $$q$$, and a borrowing constraint $$B_t \geq -B$$, for some large positive number $$B$$, which serves to prevent the household from playing Ponzi schemes without bound. The household takes its initial capital stock $$K_0$$, bond holding $$B_{-1}$$, and all prices, capital rental rate, and wage rate as given in solving the utility-maximization problem.\(^{11}\) The optimality conditions include an intertemporal consumption Euler equation

$$\frac{P_t R_t}{P_{t+1}} = \frac{1}{\beta} \left( \frac{C_{t+1}}{C_t} \right)^{\sigma},$$

(6)

an intratemporal consumption-labor relation

$$w_t = \psi C_t^{\sigma} N_t^\eta,$$

(7)

\(^{11}\)The assumption that at any date $$t$$ the stock of capital $$K_t$$ is predetermined implies that capital available for firms to rent at any given date is accumulated by the household during the previous period. In other words, additional capital resulting from the household’s investment decision becomes productive with a one-period lag.
and a capital Euler equation

\[
\frac{P_t R_t}{P_{t+1} \partial I_{t+1}} = \frac{\alpha}{1 - \alpha} \frac{N_{t+1} w_{t+1}}{K_{t+1}} - \frac{\partial I_{t+1}}{\partial K_{t+1}}. \tag{8}
\]

A monetary authority is able to commit to a inflation-forecast targeting rule under which the nominal interest rate responds to the inflation forecast and current output,

\[
R_t = R^{ss} \left( \frac{P_{t+1}}{P_t} \right)^{\tau_\pi} \left( \frac{Y_t}{Y^{ss}} \right)^{\tau_y}, \tag{9}
\]

where \( R^{ss} \) and \( Y^{ss} \) denote respectively the steady-state values of the nominal interest rate and real output, and \( \tau_\pi \geq 0 \) and \( \tau_y \geq 0 \) measure respectively the degree of responsiveness of the nominal interest rate to the deviation of the expected future inflation from an inflation target (which is set to zero) and output around the steady state. With a zero steady-state inflation rate, we have \( R^{ss} = 1/\beta \), as implied by the steady-state version of (6).

Equations (1)-(9), and those defining the composite good and price level, together with factor market clearing conditions, \( N_t = \int_0^1 N_t(f) df \) and \( K_t = \int_0^1 K_t(f) df \), and the market clearing condition for the composite good, \( Y_t = C_t + I_t \), characterize an equilibrium.

### 2.1. Some log-linearized equilibrium conditions

For local determinacy analysis, we examine a log-linearized system of equilibrium conditions around a steady state with zero inflation. Throughout the rest of the paper, a variable with a hat denotes the percentage deviation of the variable in level from its steady-state value. Note that, with a constant steady-state price level, \( \hat{\pi}_{p,t} \equiv \log (P_t/P_{t-1}) \) is both the actual period-t price inflation and the percentage deviation of the rate of price inflation in period \( t \) from its steady-state value.

The log-linearized versions of the consumption Euler equation (6), the policy rule (9), the aggregated version of the production function (2), the good market clearing condition, the factor market relation (3), and the capital Euler equation (8) are, respectively,

\[
\hat{R}_t - \hat{\pi}_{p,t+1} = \sigma \left( \hat{C}_{t+1} - \hat{C}_t \right), \quad \tag{10}
\]

\[
\hat{R}_t = \tau_\pi \hat{\pi}_{p,t+1} + \tau_y \hat{Y}_t, \quad \tag{11}
\]
\[ \hat{Y}_t = \alpha \hat{K}_t + (1 - \alpha) \hat{N}_t, \]  
(12)

\[ \hat{Y}_t = (1 - \delta k_y) \hat{C}_t + k_y \left[ \hat{K}_{t+1} - (1 - \delta) \hat{K}_t \right], \]  
(13)

\[ \hat{w}_t = \hat{m}c_t - \alpha \left( \hat{N}_t - \hat{K}_t \right), \]  
(14)

\[ \tilde{\delta} \left( \hat{w}_{t+1} + \hat{N}_{t+1} - \hat{K}_{t+1} \right) - \sigma \left( \hat{C}_{t+1} - \hat{C}_t \right) = \epsilon_q \left[ \left( \hat{K}_{t+1} - \hat{K}_t \right) - \beta \left( \hat{K}_{t+2} - \hat{K}_{t+1} \right) \right], \]  
(15)

where \( \tilde{\delta} \equiv 1 - \beta (1 - \delta) \) and \( k_y \equiv \left[ (\epsilon_y - 1) \alpha \beta \right] / (\epsilon_y \tilde{\delta}) \), and we have used (10) in rewriting (15). Conditions (10)-(14) will stay invariant to all modifications to the baseline model that we will make in the subsequent sections. Note that in the case with no capital adjustment cost, the right-hand-side of (15) reduces to 0.

The log-linearized version of (7) takes the following form:

\[ \hat{w}_t = \sigma \hat{C}_t + \eta \hat{N}_t. \]  
(16)

This condition will be replaced with a wage inflation equation in the subsequent sections where we incorporate staggered wage-setting into the baseline model.

Approximating and combining the price-setting equation (4) and the equation defining the price level, we can derive a log-linearized New Phillips curve

\[ \hat{\pi}_{p,t} = \beta \hat{\pi}_{p,t+1} + \lambda_p \hat{m}c_t, \]  
(17)

where

\[ \lambda_p \equiv \frac{(1 - \theta_p) (1 - \beta \theta_p)}{\theta_p}. \]

While the price inflation equation will all take the form in (17), the coefficient \( \lambda_p \) in front of real marginal cost will need to be modified when we consider firm-specific capital.

2.2. An analytical result

We first consider a version of our model that is essentially the baseline model of Carlstrom and Fuerst (2005). This is a case with labor indivisibility and no capital adjustment cost. We present here a necessary and sufficient condition for local real determinacy for this version of the model with
Proposition 1. The necessary and sufficient condition for local real determinacy for the case with labor indivisibility and no capital adjustment cost and complete depreciation of capital is

\[
-\frac{(1 - \beta)T_y}{(1 - \alpha)(b - 1)} < T_x < \min \left\{ \frac{(1 + \beta)T_y}{(1 + \alpha)(1 + b)} + \frac{2(1 + \frac{1}{\beta})}{1 + \alpha}, U, \frac{3T_y + \frac{3b}{\beta} - \frac{1}{\beta} - 1 - b}{3\alpha b - 1} \right\}
\]

where

\[
b \equiv \frac{\epsilon_y}{(\epsilon_y - 1)\alpha \beta}, \quad T_y \equiv \left(1 - \alpha + \frac{b - 1}{\sigma}\right) \frac{\tau_y}{\beta}, \quad T_\pi \equiv \frac{\lambda_p(\tau_\pi - 1)}{\beta},
\]

\[
\Delta \equiv \left(T_y - \alpha(b - 1)^2 + (1 - \alpha) \left(\frac{1}{\beta} - 1\right) b\right)^2 + 4T_y(1 - \beta\alpha)b \left(\alpha b - 1 + \frac{1 - \alpha}{\beta}\right),
\]

\[
U \equiv \frac{(2ab - 1)T_y + \alpha(b - 1)^2 + (\frac{1}{\beta} - 1)b(2ab - 1 - \alpha) - \sqrt{\Delta}}{2ab(\alpha b - 1)}.
\]

Otherwise, there is a continuum of equilibria.

Carlstrom and Fuerst (2005) show that a strict forward-looking inflation-targeting rule that sets a nominal interest rate in response solely to expected future inflation, that is, setting \(\tau_y = 0\) in (9), renders equilibrium almost always indeterminate in their baseline model. Proposition 1 serves to illustrate two points among other things. First, an increase in the degree of price rigidity tends to help remedy the indeterminacy problem. Second, an increase in the degree of policy’s response to output can enlarge the determinacy region. The first point is rather transparent, as in the determinacy condition characterized by (18), the price stickiness parameter \(\theta_p\) affects only \(T_\pi\) and the relationship is negative — \(T_\pi\) is proportional to \(\lambda_p\) which decreases with \(\theta_p\). The following corollary helps make the second point more transparent.

**Corollary 1.** The lower bound in (18) is negative and strictly decreasing in \(\tau_y\) and each of the three upper bounds in (18) is strictly positive and strictly increasing in \(\tau_y\).

These implications serve as a guidance for our subsequent analysis. With these points in mind, we turn now to derive numerical results for the calibrated model.
2.3. Model calibration and numerical results

We can derive from the log-linearized equilibrium conditions (10)-(17) a self-closed system of four first-order linear difference equations. To begin, first substitute (11) and (12) into (10) to obtain

\[ \sigma \hat{C}_{t+1} - (\tau_\pi - 1) \hat{\pi}_{p,t+1} = \sigma \hat{C}_t + \tau_y (1 - \alpha) \hat{N}_t + \tau_y \alpha \hat{K}_t. \]  
(19)

Second, substitute (12) into (13) to get

\[ k_y \hat{K}_{t+1} = (\delta k_y - 1) \hat{C}_t + (1 - \alpha) \hat{N}_t + [(1 - \delta) k_y + \alpha] \hat{K}_t. \]  
(20)

Next, substitute (14) and (16) into (17) to get

\[ \beta \hat{\pi}_{p,t+1} = -\lambda_p \sigma \hat{C}_t + \hat{\pi}_{p,t} - \lambda_p (\eta + \alpha) \hat{N}_t + \lambda_p \alpha \hat{K}_t. \]  
(21)

Finally, rolling (16) and (20) one period forward and substituting both of them into (15), and manipulating, we obtain

\[ \gamma_c \hat{C}_{t+1} + \gamma_n \hat{N}_{t+1} + \gamma_k \hat{K}_{t+1} = -\sigma \hat{C}_t - \epsilon_q \hat{K}_t, \]  
(22)

where

\[ \gamma_c \equiv (\tilde{\delta} - 1) \sigma + \epsilon_q \beta \left( \delta - \frac{1}{k_y} \right), \]

\[ \gamma_n \equiv \tilde{\delta} (\eta + 1) + \epsilon_q \beta \left( \frac{1 - \alpha}{k_y} \right), \]

\[ \gamma_k \equiv -\tilde{\delta} + \epsilon_q \beta \left( \frac{\alpha}{k_y} - \delta \right) - \epsilon_q. \]

This is a system of four first-order linear difference equations in three jump variables, \( \hat{C}_t, \hat{\pi}_{p,t}, \) and \( \hat{N}_t, \) and one predetermined variable, \( \hat{K}_t. \) Thus determinacy requires three explosive roots and one stable root.

For our baseline calibration, we set \( \alpha \) to 0.33 so that the share of payment to capital in value-added productive factors is equal to one third, as in the National Income and Product Account. Given that one period in our model corresponds to one quarter of a year, we set \( \beta = 0.99 \) to be
consistent with a steady-state annualized real interest rate of 4 percent, and we set $\delta$ to 0.02 to match the steady-state annual capital depreciation rate of 8 percent. These are standard parameter values used in the literature. While some studies in the literature suggest that $\sigma$ can be as low as 0 or as high as 30, the general consensus is that it lies between 1 and 10 (e.g., Kocherlakota, 1996; Vissing-Jorgensen, 2002). Our results are quantitatively invariant to the choice of $\sigma$ in its empirically reasonable range. We therefore fix the value of $\sigma$ at 2.

Our baseline value of $\eta$ is 10, corresponding to an intertemporal hours-worked elasticity of 10%, which lies in the middle of the empirical estimates reported in Pencavel (1986), Altonji (1986), Ball (1990), and Card (1994) based on micro data, while we examine the cases with $\eta = 5$ and 20 as well, which roughly covers both the range of these empirical estimates and the values used in many studies (e.g., Ball and Romer, 1990; Reis, 2006). As for analytical convenience many papers in determinacy analysis assumes $\eta = 0$ (e.g., Carlstrom and Fuerst, 2005; Benhabib and Eusepi, 2005), we also examine our results for the this case, as well as the case with $\eta = 1$, as a unitary labor supply elasticity is sometimes assumed as well.

We set our baseline value of $\theta_p$ to 0.33, so that the duration of a newly set price for a given firm (as well as the average frequency of price adjustment and the cross-sectional average age and average lifetime of posted prices) is about four and half months, which lies somewhat near the upper end of the recent empirical estimates by Bils, Klenow, and Kryvtsov (2003), Bils and Klenow (2004), and Klenow and Krystov (2005) based on micro data. We also examine our results for the case with $\theta_p = 0.25$, which corresponds roughly to the lower end of these empirical estimates and is used in some papers in determinacy analysis (e.g., Weder, 2006), as well as the case with $\theta_p = 0.57$, which is in line with the values used by Carlstrom and Fuerst (2005) and others.

We consider a value of $\epsilon_y$ equal to 11, as in many studies featuring monopolistic competition, such as Chari, Kehoe, and McGrattan (2000) and Sveen and Weinke (2005, 2006). We also examine our results for the case with $\epsilon_y = 4$, which is in line with the values used by Erceg, Henderson, and Levin (2000) and Benhabib and Eusepi (2005), among others. The values used in many other papers fall in between these two cases (e.g., Ball and Romer, 1990; Reis, 2006). These values cover the range of the empirical estimates reported in Domowitz, Hubbard, and Petersen (1986), Shapiro (1987), Basu (1996), Basu and Kimball (1997), Basu and Fernald (1994, 1995, 1997), Rotemberg and Woodford (1997), and Linnemann (1999).
We consider $\epsilon_q = 3$ for the case with capital adjustment cost, as in Woodford (2003) and Sveen and Weinke (2005, 2006), as well as $\epsilon_q = 0$ for the case that abstracts from capital adjustment cost, as in many papers in determinacy analysis.

These calibrated parameter values are summarized in the upper panel of Table 1. With these values of the fundamental parameters at hand, we can start to search for ranges of the two policy parameters, $\tau_\pi$ and $\tau_y$, that ensure a unique equilibrium.

It turns out that the determinacy region is characterized by an upper bound and a lower bound for policy’s response to future inflation $\tau_\pi$ as a function of policy’s response to current output $\tau_y$, just as suggested by Proposition 1. Figures 1-15 display such upper and lower bounds—the horizontal axis measures $\tau_y$ and the vertical axis measures $\tau_\pi$—for different models under the various parameter values (the models incorporating firm-specific capital, sticky wages, and both sticky wages and firm-specific capital, as well as the calibration of additional parameters for the models incorporating sticky wages are to be described below in detail). As is clear from these figures, if policy’s response to output is muted, then varying the degree of stickiness in the model or other parameter values has a quantitatively negligible effect on the determinacy region. To be specific, if $\tau_y = 0$, then virtually no value of $\tau_\pi$ can render equilibrium determinate. Whether with higher price stickiness, or with higher overall stickiness through incorporating firm-specific capital, sticky wages, or both into the baseline model, the upper bound and the lower always intercept the vertical axis at essentially the same point.

While this robust failure highlights the potential importance of policy’s response to output, the effect of this avenue depends on the elasticity of labor supply and the degree of price stickiness. As is apparent from the figures, the tension in most cases is on the upper bound, so we will focus our subsequent discussions on the upper bound as well. The first line (an infinite labor supply elasticity) of Figure 1 (the price stickiness parameter $\theta_p = 0.57$) corresponds to the labor supply elasticity and price stickiness used in Carlstrom and Fuerst (2005): here, the upper bound for $\tau_\pi$ increases fairly rapidly with $\tau_y$ and thus indeterminacy is much less likely to occur as policy’s response to current output increases. With the calibrated labor supply elasticity (the fourth line in Figure 1), however, the upper bound for $\tau_\pi$ increases very slowly with $\tau_y$ and thus increasing policy’s response to current output increases the determinacy region only marginally. As Figure 2 illustrates, when the price stickiness parameter $\theta_p$ takes on its calibrated value of 0.33, the role
of policy’s response to current output in helping ensure determinacy is much weakened even with high labor supply elasticity (the first two lines in Figure 2). With the empirically estimated values of labor supply elasticity (the last three lines in Figure 2), the upper bound for $\tau_{\pi}$ is almost always overlapped with the lower bound regardless of the value of $\tau_{y}$ and thus policy’s response to current output helps very little in ensuring determinacy. With even lower but still empirically justifiable price stickiness (Figure 3), the results are even more pessimistic.

We therefore conclude that letting policy respond to current output helps little in ensuring determinacy in our calibrated baseline model with staggered prices and a capital rental market.

3. Incorporating firm-specific capital

This section abandons the assumption of a capital rental market made in the baseline model and assumes instead firm-specific capital, as in Sveen and Weinke (2005).

At each date, the representative distributor sells the composite good that it fabricates from the individually differentiated goods to the household and firms at the unit fabricating cost (which equals the price level of the economy). Thus it is assumed that the distributor cannot discriminate its selling price between the household and the firms, or across different firms. Quantity of the composite good purchased by the household is consumed entirely in the same period and the household faces a simple budget constraint

$$P_tC_t + B_t - R_{t-1}B_{t-1} \leq W_tN_t + \Pi_t,$$

while its optimal choice of consumption, bond, and labor still implies (6) and (7).

Quantity of the composite good $I_t(f)$ purchased by a firm $f$ at date $t$ is invested to accumulate its own capital stock from $K_t(f)$ at $t$ to $K_{t+1}(f)$ at $t+1$ subject to a convex adjustment cost

$$\frac{I_t(f)}{K_t(f)} = I\left(\frac{K_{t+1}(f)}{K_t(f)}\right),$$

(23)

where, as before, $I(1) = \delta$, $I'(1) = 1$, and $I''(1) = \epsilon_q$. Thus, both the one period to build and the convex adjustment cost for capital occur at the individual firm level. As a consequence, nominal marginal cost and labor to capital ratio are firm-specific and are linked to the economy-wide nominal
wage rate as follows:

\[ W_t = (1 - \alpha) \left[ \frac{N_t(f)}{K_t(f)} \right]^{-\alpha} MC_t(f). \tag{24} \]

At any date \( t \), a firm \( f \)'s capital stock \( K_t(f) \) is given. If the firm is a price adjuster at \( t \), it chooses the sequence \( \{P_s(f), K_{s+1}(f), N_s(f)\}_{s \geq t} \), taking the price level, wage index, and aggregate demand for the composite good in all corresponding periods, \( \{P_s, W_s, Y_s\}_{s \geq t} \), as given, to maximize

\[
\sum_{s=t}^{\infty} R_{t,s-1}^{-1} [P_s(f)Y_s(f) - W_sN_s(f) - P_sI_s(f)]
\]

subject to (1), (2), (23), and

\[
P_{s+1}(f) = \begin{cases} 
P_{s+1}(f) & \text{with probability } 1 - \theta_p, \\
P_s(f) & \text{with probability } \theta_p.
\end{cases} \tag{25}
\]

If the firm cannot adjust its price at \( t \), it solves the same problem while taking its own price at \( t \), \( P_t(f) \), as given as well. The resultant optimal pricing decision is

\[
P^*_t(f) = \frac{\epsilon_y}{\epsilon_y - 1} \frac{\sum_{s=t}^{\infty} \theta_p^{s-t} R_{t,s-1}^{-1} P^*_s Y_s MC_s(f)}{\sum_{s=t}^{\infty} \theta_p^{s-t} R_{t,s-1}^{-1} P^*_s Y_s}.	ag{26}
\]

Thus the optimal price is a markup over a weighted average of the firm-specific marginal costs in the current and future periods in which the firm is expected not to have another chance to reset its price. The firm-specific capital Euler equation is

\[
\frac{P_t R_t}{P_{t+1}} \frac{\partial I_t(f)}{\partial K_{t+1}(f)} = \frac{\alpha}{1 - \alpha} \frac{N_{t+1}(f)}{K_{t+1}(f)} w_{t+1} - \frac{\partial I_{t+1}(f)}{\partial K_{t+1}(f)}.	ag{27}
\]

It can be shown through proper aggregation that equations (10)-(17) still approximates up to a first order the true equilibrium conditions, with the only modification being that \( \lambda_p \) in (17) is now approximated by

\[
\lambda_p \equiv \frac{(1 - \theta_p) (1 - \beta \theta_p)}{\theta_p} \frac{1 - \alpha}{1 - \alpha + \alpha \epsilon_y}.
\]

For our local determinacy analysis, we can thus still analyze the system of the four first-order linear difference equations (19)-(22) with \( \lambda_p \) modified as above.
Figures 4-6 display the determinacy region for the model incorporating firm-specific capital under the various parameter values. As a comparison between these figures and Figures 1-3 reveals, although replacing a capital rental market with firm-specific capital enlarges the determinacy region in every case, the improvement is only marginal, especially for the cases with empirically reasonable price stickiness (Figures 5 and 6) and estimated labor supply elasticity (the last three lines in the figures). We thus conclude that incorporating firm-specific capital enhances only marginally the role of policy’s response to current output in helping avoid indeterminacy.

4. Incorporating staggered wages

This section abandons the assumption of a homogenous labor skill and a competitive labor market made in the baseline model while maintaining that of a capital rental market. We assume there is a continuum of households, each endowed with a differentiated labor skill indexed by \( h \in [0,1] \), who set nominal wages for their labor services in a staggered fashion.

At each date \( t \), all differentiated skills \( \{N_t(h)\}_{h \in [0,1]} \) are aggregated into a composite skill \( N_t = \left[ \int_0^1 N_t(h)^{\epsilon_n/(\epsilon_n-1)} dh \right]^{\epsilon_n/(\epsilon_n-1)} \), where \( \epsilon_n \in (1, \infty) \) is the elasticity of substitution between the differentiated skills. The aggregation activity is assumed to be perfectly competitive. The resultant demand for a type \( h \) skill is

\[
N_t(h) = \left( \frac{W_t(h)}{W_t} \right)^{-\epsilon_n} N_t,
\]

where the wage rate \( W_t \) for the composite skill and the wage rates \( \{W_t(h)\}_{h \in [0,1]} \) for the differentiated skills are linked by \( W_t = \left[ \int_0^1 W_t(h) 1 - \epsilon_n dh \right]^{1/(1-\epsilon_n)}. \)

For each firm \( f \), the labor input in the production function (2) is in terms of the composite labor, and (3) and (4) hold exactly as in the baseline model.

All households are price takers in good, bond, and capital rental markets and monopolistic competitors in the labor market, where they set nominal wages for their differentiated labor skills in a staggered fashion à la Calvo (1983). At each date, each household receives a random signal with a constant probability \( \theta_w \) which forbids it to reset its nominal wage. The random signal is identically and independently distributed across households and time. With the large number of households which validates the law of large numbers, at each point in time there is fraction \( (1 - \theta_w) \) of randomly selected households that can reset wages.
At any date \( t \), a household \( h \)'s capital stock \( K_t(h) \) and bond holding \( B_{t-1}(h) \) are given. If the household is a wage setter at \( t \), it chooses the sequence \( \{ W_s^*(h), C_s(h), K_{s+1}(h), B_s(h) \}_{s \geq t} \), taking the price level, wage index, rate of return on capital and bond, and aggregate demand for the composite good and labor in all corresponding periods, \( \{ P_s, W_s, R_s^k, R_{s-1}, Y_s, N_s \}_{s \geq t} \), as given, to maximize

\[
\sum_{s=t}^{\infty} \beta^{s-t} \left[ \frac{C_s(h)^{1-\sigma} - 1}{1 - \sigma} - \psi \frac{N_s(h)^{1+\eta}}{1 + \eta} \right],
\]

subject to

\[
P_s [C_s(h) + I_s(h)] + B_s(h) - R_{s-1}B_{s-1}(h) \leq R_s^kK_s(h) + W_s(h)N_s(h) + \Pi_s(h),
\]

with the borrowing constraint \( B_s(h) \geq -B \), for some large positive number \( B \), the demand schedule for its labor skill (28), and

\[
W_{s+1}(h) = \begin{cases} 
W_{s+1}^*(h) & \text{with probability } 1 - \theta_w, \\
W_s(h) & \text{with probability } \theta_w.
\end{cases}
\]

If the household cannot adjust its wage at \( t \), it solves the same problem while taking its own wage at \( t \), \( W_t(h) \), as given as well.

As Huang, Liu, and Phaneuf (2004) show, this assumption is made mainly for analytical convenience and an alternative interpretation of the model can produce identical equilibrium dynamics without requiring such implicit financial arrangements for the purpose of aggregation.
is replaced with the following optimal wage-setting decision

\[ W_t^* (h) = \left[ \psi \epsilon_n \sum_{s=t}^{\infty} \theta_{w}^{\epsilon - t} R_{t,s-1}^{-1} W_{s}^{(\eta + 1)\epsilon_n} N_{s}^{\eta+1} P_{s} C_{s}^{\epsilon_n} \right]^{1/(\eta+\epsilon_n)}. \]  

(31)

The log-linearized equilibrium conditions are given by (10)-(15) and (17), along with a wage inflation equation,

\[ \hat{\pi}_{w,t} = \beta \hat{\pi}_{w,t+1} + \lambda_w \left( \sigma \hat{C}_t + \eta \hat{N}_t - \hat{w}_t \right), \]  

(32)

which is obtained by approximating and combining the wage-setting equation (31) and the equation defining the wage index, where

\[ \lambda_w \equiv \frac{(1 - \theta_w) (1 - \beta \theta_w)}{\theta_w} \frac{1}{1 + \eta \epsilon_n}. \]

Note that \( \hat{\pi}_{w,t} = \log \left( \frac{W_t}{W_{t-1}} \right) \) is both the actual period-\( t \) wage inflation and the percentage deviation of the rate of wage inflation in period \( t \) from its steady-state value.

For our local determinacy analysis, we can derive from these log-linearized equilibrium conditions a self-closed system of six first-order linear difference equations. The first two are the same as (19) and (20). The next two are modified versions of (21) and (22), given by

\[ \beta \hat{\pi}_{p,t} + \beta \hat{w}_{t+1} = \beta \hat{\pi}_{p,t+1} - \lambda_p \alpha \hat{N}_t + \lambda_p \alpha \hat{K}_t - \lambda_p \hat{w}_t, \]  

(33)

\[ (\gamma_c - \delta \sigma) \hat{C}_{t+1} + (\gamma_n - \delta \eta) \hat{N}_{t+1} + \gamma_k \hat{K}_{t+1} + \delta \hat{w}_{t+1} = -\sigma \hat{C}_t - \epsilon_q \hat{K}_t. \]  

(34)

The last two are obtained by using the identity \( \hat{w}_t = \hat{w}_{t-1} + \hat{\pi}_{w,t} - \hat{\pi}_{p,t} \) to rewrite (32) as

\[ \beta \hat{\pi}_{p,t+1} + \beta \hat{w}_{t+1} = -\lambda_w \sigma \hat{C}_t + \hat{\pi}_{p,t} - \lambda_w \eta \hat{N}_t + (1 + \lambda_w + \beta) \hat{w}_t - \hat{z}_t, \]  

(35)

\[ \hat{z}_{t+1} = \hat{w}_t, \]  

(36)

where this last one is a definition equation. This is a system of six first-order linear difference equations in four jump variables, \( \hat{C}_t, \hat{\pi}_{p,t}, \hat{N}_t, \) and \( \hat{w}_t, \) and two predetermined variable, \( \hat{K}_t \) and \( \hat{z}_t. \) Thus determinacy requires four explosive roots and two stable root. Note that \( \lambda_p \) here is as
specified in Section 2.

With staggered wages, we need to assign values for the two additional parameters, the elasticity of substitution of differentiated skills, $\epsilon_n$, and the probability of non-adjustment in wage, $\theta_w$. We set $\epsilon_n$ to 4, the mid point of the empirical estimates by Griffin (1992, 1996) based on micro data, which is from 2 to 6. Our results are in fact quantitatively invariant to the choice of $\epsilon_n$ in its empirically reasonable range. We set $\theta_w$ to 0.75, in the light of the empirical evidence in Taylor (1999), Smets and Wouters (2003), Levin, Onatski, Williams, and Williams (2005), and Christiano et al. (2005). These values are roughly in line with those used in the literature on staggered wage-setting (e.g., Erceg et al., 2000; Sveen and Weinke, 2006). These two parameter values are reported in the lower panel of Table 1.

Figures 7-9 display the determinacy region for the model incorporating sticky wages under the various parameter values. Notice the contrast between these figures and Figures 1-3, especially for the cases with a less than unit $\eta$ (the last four lines in the figures), where the role of policy’s response to current output in ensuring determinacy of equilibrium is significantly enhanced by the presence of sticky wages. In almost all cases, the upper bound for $\tau_\pi$ increases fairly quickly with $\tau_y$ and thus indeterminacy is much less likely to occur as policy’s response to current output increases. For moderate values of $\tau_y$, the lower bound for $\tau_\pi$ can go much below 1, especially for the cases with the estimated values of $\eta$ (the last three lines in the figures), implying that even very passive response of policy to future inflation can render equilibrium determinate.

It is also worth noting that, with sticky wages incorporated, the determinacy region is much less sensitive to the magnitude of $\eta$. Nevertheless, for empirically reasonable $\theta_p$ (Figures 8 and 9), it calls for a moderately large response of policy to current output in order to ensure determinacy for a large range of response of policy to future inflation.

5. Incorporating both staggered wages and firm-specific capital

This section abandons both the assumption of a capital rental market and the assumption of a homogenous labor skill with a competitive labor market, and incorporates firm-specific capital and staggered wage-setting into the baseline model. The details are already spelled out in Sections 3 and 4 above. Local determinacy analysis involves examining the system of (19) and (20), and
Figures 10-12 display the determinacy region for the model incorporating both sticky wages and firm-specific capital under the various parameter values. Notice the sharp contrast of these figures with Figures 1-3, Figures 4-6, and even Figures 7-9. In all cases incorporating both sticky wages and firm-specific capital enlarges the determinacy region drastically and even a tiny response of policy to current output can render equilibrium determinate for a wide range of response of policy to future inflation even under the baseline calibration.

To help make that contrast and this last point more transparent, we plot the determinacy regions for the four models with baseline calibration in the same figure, with a finer scale across a smaller horizon for the horizontal axis that measures policy’s response to current output \( \tau_y \). As Figures 13-15 illustrate, the determinacy region for the model featuring sticky prices (SP), sticky wages (SW), and firm-specific capital (FSC) is significantly wider than the determinacy region for any of the other three models and for all the three values of the price stickiness parameter \( \theta_p \).

For \( \theta_p = 0.57 \) (Figure 13), most values of \( \tau_\pi \) that satisfy the Taylor principle (i.e., \( \tau_\pi > 1 \)) can ensure determinacy in the SP&SW&FSC model even for \( \tau_y \) as small as 0.05, while any \( \tau_\pi \) greater than 5 would induce indeterminacy in the SP&SW model if \( \tau_y \) is no greater than 0.05, and virtually no value of \( \tau_\pi \) can ensure determinacy in the SP or the SP&FSC model even for \( \tau_y \) as big as 0.4. When \( \theta_p \) takes on its baseline value of 0.33 (Figure 14), all \( \tau_\pi \) between 0.98 and 13.8 still ensure determinacy for \( \tau_y \) as small as 0.1, while any \( \tau_\pi \) greater than 3.4 would lead to indeterminacy in the SP&SW model if \( \tau_y \) is no greater than 0.1. Even for \( \theta_p \) as small as 0.25 (Figure 15), all \( \tau_\pi \) between 0.99 and 9 would ensure determinacy for \( \tau_y \) as small as 0.1, while any \( \tau_\pi \) greater than 2.4 would lead to indeterminacy in the SP&SW model if \( \tau_y \) is no greater than 0.1.

The contrasts among the four different models illustrated by Figures 13-15, and as we discussed above, reveal a nontrivial interaction between sticky wages and firm-specific capital that is crucial for enhancing the role of policy’s response to current output in helping avoid indeterminacy that could potentially be caused by forward-looking inflation targeting. The joint presence of sticky wages and firm-specific capital in the sticky price model with endogenous investment empower a tiny response of policy to output to ensure determinacy for a wide range of the policy’s response to inflation. This is important given the recent finding by Schmitt-Grohé and Uribe (2006) which suggests that interest rate policy rules that feature a large response to output can lead to significant
welfare losses.

6. Conclusion

We have explored the role of policy’s response to current output activity in maintaining macroeconomic stability in a sticky price model with endogenous investment in which a central bank systematically adjusts a short-term nominal interest rate to changes in expected future inflation. We found that virtually all interest rate policy rules that feature a muted response to output would lead to real indeterminacy of equilibrium, regardless of price stickiness or overall stickiness embodied in the model by incorporating firm-specific capital, sticky wages, or both.

This reveals the potential importance of policy’s response to current output in helping avoid macroeconomic instability that could be caused by forward-looking inflation targeting. We have found, however, letting policy respond to output would help little in our calibrated model with sticky prices and a capital rental market while incorporating firm-specific capital would only make a marginal improvement; in either case, only a narrow range of response of policy to future inflation could ensure determinacy even with a moderately large response of the policy to current output.

We have shown that incorporating sticky wages could make a significant improvement; nevertheless, it could still call for a moderately large response of policy to output in order to ensure determinacy for a large range of the policy’s response to inflation.

We have illustrated a nontrivial interaction between sticky wages and firm-specific capital that is crucial for enhancing the role of policy’s response to output in helping avoid indeterminacy. We showed that in our full-blown model with endogenous investment that features sticky prices, sticky wages, and firm-specific capital, a tiny response of policy to current output is sufficient to ensure macroeconomic stability for a wide range of the policy’s response to future inflation. The fact that the required output response is tiny is important in light of the recent finding by Schmitt-Grohé and Uribe (2006) which suggests that a large response of policy to output can be a potential source of significant inefficiencies.
appendix

To prove Proposition 1, we use the celebrated Samuelson-Farebrother conditions for handling high order polynomial equations. We restate these conditions here for convenience.

**Theorem A [Samuelson (1947)–Farebrother (1973)].** A cubic equation,

\[ \lambda^3 + a_1 \lambda^2 + a_2 \lambda + a_3 = 0, \]

where \(a_1, a_2, \) and \(a_3\) are real numbers, has three stable roots if and only if

\[ 1 + a_1 + a_2 + a_3 > 0, \]
\[ 1 - a_1 + a_2 - a_3 > 0, \]
\[ 1 - a_2 + a_1 a_3 - a_3^2 > 0, \]
\[ a_2 < 3. \]

These results can be found in Samuelson (1947, p. 436) and Farebrother (1973).

**Proof of Proposition 1:** The log-linearized equilibrium conditions (10)-(15) for the case stated in the proposition can be combined into a system of four first-order linear difference equations,

\[
\begin{bmatrix}
\hat{C}_{t+1} \\
\hat{mC}_{t+1} \\
\hat{\pi}_{t+1} \\
\hat{K}_{t+1}
\end{bmatrix} =
\begin{bmatrix}
1 - \frac{(1-\alpha)\tau_y}{\alpha} & \frac{1}{\sigma} \left[ \frac{(1-\alpha)\tau_y - \lambda_\pi(\tau_\pi-1)}{\sigma} \right] & \frac{\tau_\pi-1}{\sigma} & \frac{\tau_y}{\sigma} \\
(1-\alpha)\sigma \left(1 - \frac{\tau_y}{\alpha} \right) & -\frac{\lambda_\pi}{\sigma} & \frac{1}{\beta} & 0 \\
0 & -\frac{\lambda_\pi}{\beta} & 1 & 0 \\
-\frac{(1-\alpha)\sigma}{\alpha} & \left[1 + \frac{(1-\alpha)\sigma}{\alpha} \right] (b-1) & \frac{(1-\alpha)b}{\alpha} & 0 & b
\end{bmatrix}
\begin{bmatrix}
\hat{C}_t \\
\hat{mC}_t \\
\hat{\pi}_t \\
\hat{K}_t
\end{bmatrix},
\]

in three jump variables, \(C, mc,\) and \(\pi,\) and one predetermined variable, \(K.\) Therefore, determinacy requires three explosive roots and one stable root. With some algebra, it can be shown that the four eigenvalues of the above \(4 \times 4\) matrix can be obtained by solving for the four roots of the
following fourth-order polynomial equation in $\lambda$,

$$\lambda (\lambda^3 + b_1 \lambda^2 + b_2 \lambda + b_3) = 0,$$

where

$$b_1 = -\left(\frac{1}{\beta} + 1 + b - T_\pi\right),$$
$$b_2 = \frac{1}{\beta} - \alpha T_\pi + b \left(\frac{1}{\beta} + 1 - T_\pi\right) + \beta T_y, \quad (37)$$
$$b_3 = -\left[ b \left(\frac{1}{\beta} - \alpha T_\pi\right) + T_y \right].$$

Thus determinacy requires that the equation

$$\lambda^3 + b_1 \lambda^2 + b_2 \lambda + b_3 = 0, \quad (38)$$

has three explosive roots. Clearly, a necessary condition for this to be the case is $|b_3| > 1$. It follows that (38) can be rewritten as

$$\mu^3 + \frac{b_2}{b_3} \mu^2 + \frac{b_1}{b_3} \mu + \frac{1}{b_3} = 0, \quad (39)$$

where $\mu = 1/\lambda$. Thus (38) has three explosive roots for $\lambda$ if and only if (39) has three stable roots for $\mu$. Applying the Samuelson-Farebrother conditions presented in Theorem A, (39) has three stable roots for $\mu$ if and only if

$$\frac{b_3 + b_2 + b_1 + 1}{b_3} > 0,$$
$$\frac{b_3 - b_2 + b_1 - 1}{b_3} > 0,$$
$$\frac{b_3^2 - b_1 b_3 + b_2 - 1}{b_3^2} > 0,$$
$$\frac{b_1}{b_3} < 3.$$

We claim that determinacy requires $b_3 < 0$. To show this, we can substitute (37) into the
numerator of the first two of the above inequalities to get

\[-(1 - \alpha)(b - 1)T_\pi - (1 - \beta)T_y > 0,\]  

(40)

\[(1 + \alpha)(1 + b)T_\pi - 2(\frac{1}{b} + 1)(1 + b) - (1 + \beta)T_y > 0.\]  

(41)

If \( b_3 > 0 \), then (40) requires \( T_\pi < 0 \) while (41) requires \( T_\pi > 0 \), a contradiction. This is to say, only when \( b_3 < 0 \) may (40) and (41) hold simultaneously. This proves our claim. Combining this with the requirement \( |b_3| > 1 \), we can summarize the necessary and sufficient condition for determinacy by the following inequalities:

\[b_3 < -1,\]

\[b_3 + b_2 + b_1 + 1 < 0,\]

\[b_3 - b_2 + b_1 - 1 < 0,\]

\[b_3^2 - b_1b_3 + b_2 - 1 > 0,\]

\[b_1 > 3b_3.\]

Using (37), we can prove that the above inequalities are equivalent to

\[T_\pi < \frac{T_y}{\alpha b} + \frac{1}{\alpha \beta} - \frac{1}{\alpha b} \equiv U_1,\]  

(42)

\[T_\pi > -\frac{(1 - \beta)T_y}{(1 - \alpha)(b - 1)} \equiv L_1,\]  

(43)

\[T_\pi < \frac{(1 + \beta)T_y}{(1 + \alpha)(1 + b)} + \frac{2(1 + \frac{1}{b})}{1 + \alpha} \equiv U_2,\]  

(44)

\[T_\pi < \frac{(2ab - 1)T_y + \alpha(b - 1)^2 + (\frac{1}{b} - 1)b(2ab - 1 - \alpha) - \sqrt{\Delta}}{2ab(ab - 1)} \equiv U_3\]

OR \[ T_\pi > \frac{(2ab - 1)T_y + \alpha(b - 1)^2 + (\frac{1}{b} - 1)b(2ab - 1 - \alpha) + \sqrt{\Delta}}{2ab(ab - 1)} \equiv L_2,\]  

(45)
\[ T_\pi < \frac{3T_y + \frac{3b}{\beta} - 1 - b}{3ab - 1} \equiv U_4. \]  

(46)

The proofs of (42)-(44) and (46) are straightforward, noting that \( ab > 1 \). To prove (45), we can show, with some manipulations, that the original nonlinear inequality is equivalent to

\[
G(T_\pi) \equiv [\alpha b (ab - 1)] T_\pi^2 
- \left[ (2ab - 1)T_y + \alpha (b - 1)^2 + \left( \frac{1}{\beta} - 1 \right) b (2ab - 1 - \alpha) \right] T_\pi 
+ \left[ T_y^2 + \left( \frac{2b - 1}{\beta} + \beta - 1 - b \right) T_y + (b - 1) \left( \frac{b}{\beta^2} - \frac{b + 1}{\beta} + 1 \right) \right] > 0. \tag{47}
\]

It can be shown that the two roots to the equation \( G(T_\pi) = 0 \) are given by \( U_3 \) and \( L_2 \). Since \( ab > 1 \) and \( T_y \geq 0 \), we have \( \Delta > 0 \), and thus \( U_3 \) and \( L_2 \) are two distinct real roots, with \( U_3 < L_2 \). The fact that \( ab > 1 \) also implies that \( G(T_\pi) \) is a convex function of \( T_\pi \). This proves that (45) is equivalent to the original nonlinear inequality.

To sum up inequalities (42)-(46), there is a determinant equilibrium if and only if

\[
L_1 < T_\pi < \min\{U_1, U_2, U_3, U_4\} \quad \text{OR} \quad \max\{L_1, L_2\} < T_\pi < \min\{U_1, U_2, U_4\}. \tag{48}
\]

Note that \( L_1 < 0 < L_2 \). In fact, with some manipulations, we can show that

\[
L_2 - U_1 = \frac{\sqrt{\Delta} + T_y - [\alpha (b - 1)^2 + (\frac{1}{\beta} - 1)b(1 - \alpha)] + 2(\frac{b}{\beta} - 1)(1 - \alpha)}{2ab(ab - 1)}.
\]

Denote

\[
A_1 \equiv T_y - \left[ \alpha (b - 1)^2 + \left( \frac{1}{\beta} - 1 \right) b(1 - \alpha) \right],
\]

\[
A_2 \equiv 4T_y(1 - \beta b) \left( ab - 1 + \frac{1 - \alpha}{\beta} \right) \geq 0,
\]

then

\[
\Delta = A_1^2 + A_2.
\]

It follows that

\[
L_2 - U_1 = \frac{\sqrt{A_1^2 + A_2} + A_1 + 2(\frac{b}{\beta} - 1)(1 - \alpha)}{2ab(ab - 1)} \geq \frac{2(\frac{b}{\beta} - 1)(1 - \alpha)}{2ab(ab - 1)} > 0.
\]
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Therefore, (48) reduces to

\[ L_1 < T_\pi < \min\{U_1, U_2, U_3, U_4\} \].

We claim that \( U_3 < U_1 \). To prove our claim, first note that

\[
U_3 - U_1 = -\sqrt{A_1 + A_2 + A_1 + 2(\frac{b}{\beta} - 1)(1 - \alpha)}
\]

\[
= \frac{-\sqrt{A_1^2 + A_2 + A_1 + 2(\frac{b}{\beta} - 1)(1 - \alpha)}}{2ab(\alpha b - 1)}.
\]

Thus, our claim holds true if and only if

\[ A_1 + 2 \left( \frac{b}{\beta} - 1 \right)(1 - \alpha) < \sqrt{A_1^2 + A_2}. \]

Suppose that this is not the case and instead

\[ A_1 + 2 \left( \frac{b}{\beta} - 1 \right)(1 - \alpha) \geq \sqrt{A_1^2 + A_2}. \]

Then

\[ A_1^2 + 4 \left( \frac{b}{\beta} - 1 \right)(1 - \alpha)A_1 + 4 \left( \frac{b}{\beta} - 1 \right)^2 (1 - \alpha)^2 \geq A_1^2 + A_2, \]

(with a precondition that \( A_1 + 2(b/\beta - 1)(1 - \alpha) \geq 0 \), which leads to

\[ [(1 - \alpha) - (1 - \beta\alpha)b]T_y \geq \left( \frac{b}{\beta} - 1 \right)(1 - \alpha)(b - 1), \]

which is impossible since the left-hand side is negative while the right-hand side is strictly positive. Thus our claim holds true and (49) reduces to

\[ L_1 < T_\pi < \min\{U_2, U_3, U_4\}. \]

It is easy to construct examples to show that \( U_2, U_3, \) and \( U_4 \) can alternate in the order of their magnitudes, depending on the values of the fundamental parameters. Therefore, (50) is the most compact necessary and sufficient condition for local real determinacy. Substituting into (50) the values for \( L_1, U_2, U_3, \) and \( U_4 \) establishes the proposition. Q.E.D.
Proof of Corollary 1: The only nontrivial proof is for the case of the second upper bound. To prove that $U$ is strictly increasing in $\tau_y$, we rewrite $\Delta$ as

$$\Delta = \left\{ T_y + \left[ \alpha(b - 1)^2 + (1 - \alpha) \left( \frac{1}{\beta} - 1 \right) b \right] \right\}^2 - 4T_y \alpha(\alpha b - 1)(\beta b - 1) \equiv x_1^2 - 2T_y x_2,$$

and use it to show that $\partial U / \partial \tau_y > 0$ if and only if

$$2\alpha b - 1 > \frac{x_1 - x_2}{\sqrt{\Delta}}.$$

A sufficient condition for the above inequality to hold is that

$$x_1^2 - 2T_y x_2 > \left( \frac{x_1 - x_2}{2\alpha b - 1} \right)^2,$$

which can be shown, using $x_1^2 - 2T_y x_2 = (x_1 - x_2)^2 - x_2(x_2 - 2x_1 + 2T_y)$, to be equivalent to

$$\left( \frac{x_1 - x_2}{2\alpha b - 1} \right)^2 > -(\beta b - 1)(1 - \beta\alpha) \left( \alpha b - 1 + \frac{1 - \alpha}{\beta} \right),$$

which clearly always holds. Thus $U$ is strictly increasing in $\tau_y$. This combined with the fact that $U$ simplifies to

$$\frac{1}{\alpha} \left( \frac{1}{\beta} - 1 \right) > 0$$

when $\tau_y$ is 0 implies that $U$ is strictly positive for all $\tau_y \geq 0$ (this can also be checked by verifying that $L_2 U_3 > 0$ and $L_2 > 0$, where the notations are as defined in the proof of Proposition 1 above).

Q.E.D.
References


### TABLE 1—PARAMETER VALUES

<table>
<thead>
<tr>
<th>Parameters for All Models</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share of payment to capital in total value added (α)</td>
<td>0.33</td>
</tr>
<tr>
<td>Subjective quarterly discount factor (β)</td>
<td>0.99</td>
</tr>
<tr>
<td>Quarterly depreciation rate of capital (δ)</td>
<td>0.02</td>
</tr>
<tr>
<td>Relative risk aversion in consumption (σ)</td>
<td>2</td>
</tr>
<tr>
<td>Relative risk aversion in labor hours (η)</td>
<td>{0, 1, 5, 10*, 20}</td>
</tr>
<tr>
<td>Probability of non-adjustment in price (θ_p)</td>
<td>{0.25, 0.33*, 0.57}</td>
</tr>
<tr>
<td>Elasticity of substitution of differentiated goods (ε_y)</td>
<td>{4, 11*}</td>
</tr>
<tr>
<td>Elasticity of investment to capital ratio w.r.t. Tobin’s q (ε_q)</td>
<td>{0, 3*}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional Parameters for Models with Staggered Wages</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of substitution of differentiated skills (ε_n)</td>
<td>4</td>
</tr>
<tr>
<td>Probability of non-adjustment in wage (θ_w)</td>
<td>0.75</td>
</tr>
</tbody>
</table>

*Note:* For multiple values the one with an asterion denotes the baseline calibration.
Fig. 1. Determinacy region with staggered prices and a capital rental market ($\theta_p = 0.57$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 2. Determinacy region with staggered prices and a capital rental market ($\theta_p = 0.33$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 3. Determinacy region with staggered prices and a capital rental market ($\theta_p = 0.25$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis).
Fig. 4. Determinacy region with staggered prices and firm-specific capital \((\theta_p = 0.57)\): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation \(\tau_\pi\) (vertical axis) as a function of policy’s response to current output \(\tau_y\) (horizontal axis)
Fig. 5. Determinacy region with staggered prices and firm-specific capital ($\theta_p = 0.33$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 6. Determinacy region with staggered prices and firm-specific capital ($\theta_p = 0.25$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 7. Determinacy region with staggered prices, staggered wages, and a capital rental market ($\theta_p = 0.57$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis).
Fig. 8. Determinacy region with staggered prices, staggered wages, and a capital rental market ($\theta_p = 0.33$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis).
Fig. 9. Determinacy region with staggered prices, staggered wages, and a capital rental market ($\theta_p = 0.25$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis).
Fig. 10. Determinacy region with staggered prices, staggered wages, and firm-specific capital $(\theta_p = 0.57)$: Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis).
Fig. 11. Determinacy region with staggered prices, staggered wages, and firm-specific capital ($\theta_p = 0.33$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 12. Determinacy region with staggered prices, staggered wages, and firm-specific capital ($\theta_p = 0.25$): Upper bound (solid line) and lower bound (broken line) for policy’s response to future inflation $\tau_\pi$ (vertical axis) as a function of policy’s response to current output $\tau_y$ (horizontal axis)
Fig. 13. Determinacy region for different models with baseline calibration
Fig. 14. Determinacy region for different models with baseline calibration
response of policy to future inflation: $\tau_{\pi}$

response of policy to current output: $\tau_y$

$\eta=10, \varepsilon_y=11, \varepsilon_q=3, \theta_p=0.25$

Fig. 15. Determinacy region for different models with baseline calibration