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Abstract

We analyze communication about the social returns to investment in a public good.

We model two agents who have private information about these returns as well as

their own taste for cooperation, or social preferences. Before deciding to contribute

or not, each agent submits an unverifiable report about the returns to the other

agent. We show that even if the public good benefits both agents, there are incen-

tives to misrepresent information. First, others’ willingness to cooperate generates

an incentive for “alarmism”, the exaggeration of social returns in order to oppor-

tunistically induce more investment. Second, if people also want to be perceived as

cooperators, a “justification motive” arises for low contributors. As a result, equilib-

rium communication features “denial” about the returns, depressing contributions.

We illustrate the model in the context of institutional inertia and the climate change

debate.

JEL classification: C72, D64, D82, D83, D91.

Keywords: cheap talk, cooperation, image concerns, information aggregation, pub-

lic goods.
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1 Introduction

Many public goods have uncertain social returns to investment. To determine and orga-

nize the appropriate level of collective action, a constructive aggregation of all available

information is crucial. In practice however, debates about public goods are often fraught

and result in gridlock and inaction. One example is institutional change in organizations,

where benefits to different stakeholders are often uncertain. Change usually generates

resistance, which hampers communication and leads to organizational inertia. Another

example is the problem of climate change. While the large majority of scientists agree

that man-made climate change is happening, there is uncertainty and disagreement

about the efficient level of mitigation of greenhouse gases. The public debate about

climate change is highly polarized and politicized, with substantial minorities in most

countries disbelieving the scientific consensus.

To better understand information sharing in public good environments, we investi-

gate a stylized model of communication. Two agents each receive a private signal about

the return to the public good, derived from personal experience or other private sources.

Both agents also have private information about their intrinsic motivation to contribute

to the public good. In the communication stage, each agent submits a public report

about the social returns of the public good. There is no cost of submitting a biased

report, so communication is cheap talk. After observing both reports, agents choose

their contribution level, which is observed by the other agent.

In this context, we consider the possibility of truthful communication under different

preference structures, derived from the empirical literature on public good contributions.

First, we assume that some agents care sufficiently about the public good to contribute

when they perceive the return to be high. We show that this introduces an incentive for

“alarmism”: the opportunistic exaggeration of the social return on investment in order

to induce contributions by others. Alarmism prevents truthful communication, causing

agents’ actions to be based solely on their own private signal. Some alarmists will also

be “hypocritical”, in that they do not contribute themselves. Hypocrisy is often seen as

a sign of bad character, leading to a loss of reputation.

To capture the reputation consequences of dishonest communication in our model,

we introduce an “image concern” to be perceived as a cooperative type. This is in line

with a large literature on the importance of audience effects in social dilemmas. We

show that image concerns create the possibility for truthful communication by deterring

hypocritical reports. However, image concerns also introduce a “justification motive”:

agents with low intrinsic motivation to contribute will downplay the returns to social

investment, in order to justify their selfish actions. This strategy increases the likeli-

hood that both types pool on inaction, thus avoiding a separating equilibrium where

low contributors receive a low image. The result is equilibrium communication that

is characterized by “denial”, an overrepresentation of negative signals about the social
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returns.

From a welfare perspective, the denial equilibrium features inefficiently low contribu-

tions compared to fully honest communication, particularly if the costs of contributing

to the public good and image concerns are relatively low. However, when the costs

of contributing are rather high, denial may actually increase welfare by reducing over-

contributions by agents with high intrinsic motivation to contribute. In particular, we

demonstrate that image concerns may increase the efficiency of public goods provision

by enabling the denial equilibrium.

Our stylized model shows that denial and alarmism pose fundamental problems for

decentralized information aggregation in public good environments, even if all agents

benefit from public good contributions. In Section 6, we will discuss corroborating evi-

dence in the context of institutional inertia and the climate change debate, showing that

denial results from a reluctance to change personal behavior and the wish to maintain a

reputation as a good employee or citizen. Finally, we will extend our model to impure

public goods and discuss evidence in the context of charitable giving in Section 7.

2 Literature

This paper combines different strands of literature to investigate communication in pub-

lic good environments. The first is the empirical literature on heterogeneous motives

that drive people to contribute to public goods, revealed in laboratory and field experi-

ments. A minority of agents act as free riders or unconditional altruists, while others are

willing to contribute as long as enough people do so (Fischbacher, Gächter, and Fehr,

2001; Kurzban and Houser, 2005; Burlando and Guala, 2004). In addition to these

“social preferences”, people care about others’ perceptions of their degree of altruism

or civic-mindedness. Such audience effects are an important driver of contributions in

social dilemma settings, as has been demonstrated in the lab (e.g. Rege and Telle, 2004;

Andreoni and Petrie, 2004; Andreoni and Bernheim, 2009; Ariely, Bracha, and Meier,

2009) and in the field (e.g. Harbaugh, 1998; Soetevent, 2005; Lacetera and Macis, 2010;

Karlan and McConnell, 2014).

The way we incorporate preference heterogeneity and image concerns in our model

is inspired by Ellingsen and Johannesson (2008) and Ali and Bénabou (2016).1 Private

information about the level of “altruism” is conveyed through costly signaling. The

main difference from traditional signaling models like Spence (1973) is that the agent

cares directly about the beliefs of the observer instead of only her actions. Formally,

this turns the model into a psychological game (Geanakoplos, Pearce, and Stacchetti,

1989). This modeling strategy is not inconsistent with a view where a good reputation

serves the individual in the longer run by generating profitable interactions.

1See Bénabou and Tirole (2006), Andreoni and Bernheim (2009) and Grossman and van der Weele
(2017) for closely related models.
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The second ingredient of our model is the use of pre-play communication in the form

of cheap talk (Crawford and Sobel, 1982). There exists a large experimental literature

on pre-play communication in dilemma problems. This literature focuses mostly on the

communication of intentions to cooperate (Sally, 1995). One exception is Serra-Garcia,

Damme, and Potters (2011), who consider an experimental public good game in which

one player has private information about the payoffs of the game. They find that if the

return to public goods is such that it gives rise to a prisoner’s dilemma, informed players

resort to either lies or vague messages to obfuscate this fact.

When it comes to formal theories of pre-play communication, several papers focus on

coordination games rather than public good environments that are the focus of our pa-

per. Ellingsen and Östling (2010) investigate how pre-play communication of intentions

can improve outcomes in such games under k-level thinking. Hagenbach and Koessler

(2010) and Galeotti, Ghiglino, and Squintani (2013) study cheap about the parame-

ters of the game and employ statistical models related to our framework. Hagenbach,

Koessler, and Perez-Richet (2014) look at the possibility of truthful communication in

a general class of games, where messages are verifiable.

To our knowledge, this is one of the first papers to explore the relation between

pre-play communication and the image associated with subsequent actions. Some sim-

ilar ideas are explored in Bénabou, Falk, and Tirole (2018), where agents with image

concerns first search for and then disclose verifiable information about the size of an

externality. Agents may withhold positive information to justify their inaction, similar

to the “justification motive” that drives denial in our framework. Furthermore, agents

have an “influence motive” to increase contributions by others similar to our incen-

tive for hypocrisy/alarmism. The authors also study communication of an informed

principal with an image-concerned agent who may contribute to the public good. The

principal may either disclose verifiable information or submit a cheap-talk message on

her preferred action. Instead, our paper considers simultaneous cheap talk between two

image-concerned agents, both of whom may contribute. This combination of cheap talk

with subsequent actions also requires us to develop a new refinement criterion, which as

far as we know is novel in the literature.

Several studies explore how agents may change the parameters of the game to influ-

ence subsequent signaling equilibria. In Henry and Louis-Sidois (2015), agents vote on

sanctions for non-compliance in a public good environment. When the vote is secret,

some contributors may vote against sanctions, in order to increase the signaling value of

their contributions in the subsequent public good problem. Bénabou and Tirole (2011)

investigate how an authority can affect compliance by agents with prosocial and image

concerns, by managing information about ethical values and compliance in society. In

Ali and Bénabou (2016), a principal optimally sets the level of privacy or image concerns.

Higher image concerns lead to socially desirable behavior, but also induce conformity

that obscures shifts in societal values over time.
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Finally, our paper relates to Kuran (1997)’s concept of “preference falsification”,

the public misrepresentation of private preferences or opinions. In Kuran’s theory, mis-

representation occurs in order to conform with the majority opinion, whatever that

happens to be. In our theory, misrepresentation serves to influence other agents’ actions

(alarmism) or to justify one’s own selfish actions (denial). Since our theory formally

models the Bayesian formation of beliefs, it offers more specific predictions about the

direction of misrepresentation and its welfare consequences.

3 Model and notation

In our model there are two agents, indexed i = 1, 2, who have the option to contribute to

a public good, âi = 1, or not, âi = 0.2 This contribution, also called (prosocial) action,

has cost c > 0 to the agent, but a positive benefit W for both parties. In addition, W

could confer advantages to other agents who are not explicitly modeled and not part of

the communication environment.

The value of this externality W is unclear, but known to be uniformly distributed

on [0, 1].3 First, each agent receives an unbiased but noisy signal si ∈ S = {0, 1} about

W , where si = 1 with probability W and si = 0 with probability 1−W . Second, each

agent i submits a report m̂i ∈M = {0, 1} about her signal si via cheap talk, that is, she

can lie. Third, each agent observes the report m̂j of the other agent j 6= i and decides

whether to contribute to the public good. Finally, each agent observes the action of the

other agent.

Agents’ beliefs are updated based on the standard Beta-binomial model. Agent i’s

posterior is f(W |si) = 2W si(1 −W )1−si if she only knows her own private signal and

f(W |si, sj) = 6/((si+sj)!(2−si−sj)!)W si+sj (1−W )2−si−sj if she also knows the signal

of the other agent. Hence,

E[W |si] =
1 + si

3
and E[W |si, sj ] =

1 + si + sj
4

.

The preferences of agent i are given as:

ui(θi, si, m̂, â) ≡ (1 + θi)(âi + âj)W − âic+ µEi [Ej [θi|θj , sj , m̂i, âi] | θi, si, m̂j , âj ] .

(1)

Here, the first term represents the benefits from the public good, which are equal to

the sum of the uncertain benefits from each contribution. Additionally, these benefits

are increased depending on the agent’s preference parameter θi ∈ Θ = {0, 1}, which

is private information and takes the value of 1 with prior probability π ∈ (0, 1) and

the value of 0 with prior probability 1 − π. We refer to θi as the type of the agent,

2To distinguish actual decisions of the agents from strategies, we indicate them by a “hat” symbol.
3This assumption merely eases the exposition. Our results are qualitatively robust to changes in the

distribution of W , requiring only a continuous and strictly positive density.
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and will refer to θi = 0 as a low type and θi = 1 as a high type. One can interpret θi

as the degree of intrinsic motivation to contribute to the public good, which measures

the (psychological) payoff an agent derives from increasing the public good and societal

welfare.4 Thus, each agent i has two pieces of private information, denoted as a type-

signal pair (θi, si) ∈ Θ× S. In Section 7, we extend the model to impure public goods

and lower intrinsic motivation of high types to contribute.

The second term of (1) represents the cost of contributing. The last term reflects

image concerns: the expectation of agent i about what the other agent j infers about

her type, which follows the modeling in Ellingsen and Johannesson (2008) and Ali and

Bénabou (2016). We assume that the inference of agent j about i can depend on the

report m̂i and action âi of the other agent as well as her own signal sj . The parameter

µ > 0 measures the importance of these image concerns to the agent. While we assume

that people care directly about the inferences of others about their character, one could

see this as a proxy for the continuation value in a game in which agents with a good

reputation will reap additional benefits from future interactions.

Timing. Summarizing the arguments above, the timing is as follows:

1. Nature determines the state W ∈ [0, 1] and the types θi ∈ Θ of both agents.

2. Each agent receives a signal si ∈ S about W .

3. Each agent submits a report m̂i ∈M .

4. Each agent observes m̂j , and decides whether to contribute, âi ∈ {0, 1}.

5. Each agent observes the action âj of the other agent.

Parameter restrictions. We make the following assumption on the parameters.

Assumption 1. 3/4 < c− µ < 3/2.

Assumption 1 says that image concerns are neither very large nor very small relative

to the cost of contributing. The first inequality rules out equilibria where all agents

contribute purely for image reasons. More precisely, low types will never contribute as

contributing is strictly dominated for them for any signal structure. We henceforth as-

sume without further statement that low types do not contribute to the public good. The

second inequality ensures that high types contribute at least under some circumstances.

4In principle, θi could also represent differences in the economic benefit from the public good that are
private information. However, it is not clear that people would care about the inferences other people
make about such benefits.
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Solution Concept. The solution concept we employ is perfect Bayesian equilibrium.

We restrict our attention to pure strategies. A (pure) strategy (mi, ai) for agent i is a

pair of mappings

mi : Θ× S →M and ai : Θ× S ×M → {0, 1}

which assign a report to each type-signal pair (first stage) and an action to each type-

signal pair and report received from the other agent (second stage), respectively.5 We

denote the set of strategy profiles by S. Let θ̃i(θj , sj , m̂i, âi) ≡ Ej [θi|θj , sj , m̂i, âi] denote

the posterior belief of agent j about agent i based on her type θj , signal sj and i’s report

m̂i and action âi. We denote the set of posterior belief systems that are consistent with

strategy profile (m, a) ∈ S by ∆∗(m, a).

Definition 1 (Perfect Bayesian equilibrium). A strategy profile (m∗, a∗) ∈ S is a “per-

fect Bayesian equilibrium” of the game if, for some θ̃ ∈ ∆∗(m∗, a∗), all agents i = 1, 2

and type-signal pairs (θi, si) ∈ Θ× S,

m∗i (θi, si) ∈ argmax
mi

Ei[ui(θi, si,mi,m
∗
j , a
∗) | θi, si, θ̃i], and

a∗i (θi, si, m̂j) ∈ argmax
ai

Ei[ui(θi, si,m
∗
i , m̂j , ai, a

∗
j ) | θi, si, m̂j , θ̃i] for all m̂j ∈M.

We restrict our attention to symmetric equilibria with positive measure of support

in the parameter space. Equilibria with positive measure of support can be considered

as robust with respect to changes in the underlying parameters.6

Off-equilibrium beliefs. As in most (costly) signaling games, some criterion is nec-

essary to rule out equilibria based on implausible off-equilibrium beliefs. In our case,

this is more complex than usual as we need to check for possible deviations at each of

the two stages of the game. To achieve this, we extend the D1-criterion by Cho and

Kreps (1987), see also Banks and Sobel (1987). We proceed backwards and first apply

the D1-criterion to the second stage, conditional on the reports that have been submit-

ted in the first stage. That is, we check which type is most likely to have deviated to a

certain off-equilibrium action. Given this restriction on beliefs, we go to the first stage

and again apply the D1-criterion. We check which type is most likely to have deviated

to a strategy that involves the observed message and action (possibly conditional on the

report submitted by the other player). This yields a further restriction on beliefs, and

we reject an equilibrium candidate if some off-equilibrium deviation is still profitable

despite the restriction.

5Notice that without loss of generality the strategy of player i in the second stage does not explicitly
depend on the report that she has submitted in the first stage. For each type-signal pair, the report
submitted is given by the strategy in the first stage.

6Without the restriction to equilibria with positive measure of support, there would exist an equilib-
rium in which all communication is truthful iff µ = 1/2, see Appendix A.2 for details.
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Formally, consider any equilibrium (m∗, a∗) and let θ̃i denote any posterior belief

system for agent j regarding the type of player i that is consistent with (m∗, a∗). Fur-

thermore, let

U∗i (mi, ai|θi, si, θ̃i) ≡ Ei[ui(θi, si,mi,m
∗
j , ai, a

∗
j ) | θi, si, θ̃i]

and

U∗i (mi, ai|θi, si, m̂j , θ̃i) ≡ Ei[ui(θi, si,mi, m̂j , ai, a
∗
j ) | θi, si, m̂j , θ̃i]

denote agent i’s expected utility from strategy (mi, ai) before and after receiving the

report m̂j respectively, conditional on her type θi and signal si and the belief system

θ̃i of agent j, and when agent j behaves according to the equilibrium strategy (m∗j , a
∗
j ).

Next, consider any off-equilibrium choices (m̂i, âi) of agent i. First, we define

D∗(θi, si, m̂, âi) ≡
⋃

θ̃∈∆∗(m∗,a∗)

{
θ̃i(·, m̂i, âi) | U∗i (m̂i, a

∗
i |θi, si, m̂j , θ̃i)

≤ U∗i (m̂i, âi|θi, si, m̂j , θ̃i)
}

for each report m̂j ∈ m∗j (Θ× S) of agent j 6= i and let

Θ∗(m̂, âi) ≡
{
θ ∈ Θ | 6 ∃θ′ 6= θ, s′ : D∗(θ, s, m̂, âi) ⊆ (()D∗(θ′, s′, m̂, âi) for all (some) s

}
denote the set of types that are most likely, that is, for the largest set of beliefs that are

consistent with the equilibrium, to take action âi in the second stage, conditional on the

submitted reports m̂. Second, let ∆(·) denote the set of probability distributions over a

finite set and define

D∗∗(θi, si, m̂i, ai) ≡
⋃

θ̃∈∆∗(m∗,a∗)

{
θ̃i(·, m̂i, ai) | θ̃i(·, m̂i, âi) ∈ ∆(Θ∗(m̂i,m

∗
j , âi)),

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≤ U∗i (m̂i, ai|θi, si, θ̃i)

}
for any ai ∈ A∗i (θi, si, âi) ≡ {ai | ai(θi, si, m̂j) = âi for some m̂j ∈ m∗j (Θ× S)} and let

Θ∗∗(m̂i, âi) ≡
{
θ ∈ Θ | 6 ∃θ′ 6= θ, s′, a′i ∈ A∗i (θ′, s′, âi) :

D∗∗(θ, s, m̂i, ai) ⊆ (()D∗∗(θ′, s′, m̂i, a
′
i) for all (some) s, ai ∈ A∗i (θ, s, âi)

}
denote the set of types that ex-ante are most likely, taking into account the first restric-

tion of beliefs, to deviate to (m̂i, âi). Finally, we reject the equilibrium (m∗, a∗) if this

deviation is still profitable despite the restriction of beliefs to Θ∗∗(m̂i, âi).

Definition 2 (Double D1-criterion). Consider a perfect Bayesian equilibrium (m∗, a∗),

any agent i = 1, 2 and off-equilibrium choices (m̂i, âi). If for any θi ∈ Θ∗∗(m̂i, âi),
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si ∈ S and ai ∈ A∗i (θi, si, âi),

U∗i (m∗i , a
∗
i |θi, si, θ̃i) < U∗i (m̂i, ai|θi, si, θ̃i)

for all θ̃ ∈ ∆∗(m∗, a∗) such that θ̃i(·, m̂i, âi) ∈ ∆(Θ∗∗(m̂i, âi)), then we say that (m∗, a∗)

violates the “double D1-criterion (DD1-criterion)”. If there are no such off-equilibrium

choices, we say that (m∗, a∗) survives the DD1-criterion and refer to it as a “DD1-

equilibrium”.

4 Equilibrium analysis

In this section, we provide a full characterization of equilibria and investigate the possi-

bility of truthful communication in equilibrium. Equilibrium strategies will differ across

types but not across agents since we consider symmetric equilibria, and our interest is

therefore in the types’ equilibrium behavior. We categorize strategies according to four

communication patterns that play an important role in our analysis.

Definition 3. Consider any agent i = 1, 2 and strategy profile (m, a) ∈ S.

(i) Honesty. Type θi ∈ Θ is “honest” or “truthful” if she always submits a report

that corresponds to her signal, mi(θi, si) = si for all si ∈ S.

(ii) Alarmism. Type θi ∈ Θ is an “alarmist” if she submits a high report regardless

of her signal, mi(θi, si) = 1 for all si ∈ S.

(iii) Denial. Type θi ∈ Θ is a “denialist” if she submits a low report regardless of her

signal, mi(θi, si) = 0 for all si ∈ S.

(iv) Hypocrisy. Type θi ∈ Θ is a “hypocrite” if she submits a high report and does not

contribute for some signal and report received, (mi(θi, si), ai(θi, si, m̂j)) = (1, 0) for

some si ∈ S and m̂j ∈M .

Note that honesty, alarmism and denial are mutually exclusive. By contrast, hon-

esty and hypocrisy as well as alarmism and hypocrisy may occur together, but are

conceptually distinct. In particular, while honesty, alarmism and denial only relate

to communication, hypocrisy also relates to actions. Furthermore, we introduce the

following definitions.

Definition 4. Consider any agent i = 1, 2 and strategy profile (m, a) ∈ S.

(i) Information transmission. We say that there is “information transmission” or

“truthful communication” if at least one type θi ∈ Θ is truthful.

(ii) Consequential communication. We say that there is “consequential com-

munication” if receiving a high report increases the likelihood of a contribution,

E(ai(·, m̂j) | m̂j = 1) > E(ai(·, m̂j) | m̂j = 0).
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Note that information transmission is necessary for consequential communication.

Consequential communication means that communication affects contributions to the

public good. Contributions may not only bring a personal benefit to the high type, but

may also bring utility from a higher image assigned by the other agent. In particular,

contributions serve as costly signals for being a high type, and in case an agent does not

contribute, her report could contain additional information about her type. Hence, while

both types may have an incentive to turn alarmist or hypocrite to increase contributions

by high types, it is primarily the low type who may have an incentive to turn denialist

to avoid the loss in image that contributions by high types entail.

Before we turn to the possibility of truthful communication, we first establish the

existence of an equilibrium in which no information transmission takes place.

Proposition 1. There exists at least one DD1-equilibrium without information trans-

mission. In particular, there exists such an equilibrium in which the high type

(i) never contributes iff

3c− 4

3(1− π)
≥ µ and c− 3

4
> µ > c− 3

2
. (2)

(ii) contributes conditional on a high signal iff

c− 3

4
> µ ≥ (3c− 4)(3− π)(3− 2π)

3(1− π)(9− 4π)
. (3)

The proof of this and all other results is presented in Appendix A. Notice that we

include the bounds from Assumption 1 in our results whenever binding. Proposition 1

(i) shows that a high type will never contribute in absence of information transmission

if image concerns are too low relative to the cost of contributions and the common

prior. Part (ii) shows that if image concerns are high enough relative to the cost and

the common prior, a high type will contribute conditional on a high signal, independent

of any communication. In addition, the minimum image concerns necessary to induce a

contribution increase in the prior, because a higher prior increases the “outside image”

obtained if not contributing. Notice that since (3− π)(3− 2π) < 9− 4π for all π, both

equilibria may exist at the same time. This potential for multiple equilibria reflects the

fact that the high type’s contribution behavior changes the perception of different actions

by the other agent. Particularly, when the high type does not contribute in equilibrium,

this raises the image associated with not contributing and makes contributing relatively

less attractive.

Next, we investigate the possibility of truthful communication. We are interested in

situations in which, different from the equilibria derived so far, communication matters

for contributions to the public good, that is, strategy profiles with consequential commu-
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nication.7 In a first step, we narrow down the set of potential equilibria. We show that

all equilibria with consequential communication share a unique communication strategy:

the low type is a denialist and the high type is truthful.

Proposition 2. In any DD1-equilibrium with consequential communication, the low

type is a denialist and the high type is truthful.

The proof of Proposition 2 establishes that if there is consequential communication

and the low type is not a denialist, then at least one of the types has incentives to deviate.

The main intuition is that if image concerns are low, the high type has incentives to turn

to hypocrisy/alarmism to raise contributions by the other agent. On the other hand, high

image concerns introduce a “justification motive”: the low type has incentives to turn to

denial to avoid the loss in image that contributions by the other agent entail. Notably,

Proposition 2 rules out truth-telling by both types under consequential communication.

In the following, we restrict our attention to equilibria with consequential commu-

nication in which the low type is a denialist and the high type is truthful. We refer to

such equilibria as denialist-equilibria. The contribution strategy of the high type takes

one of two forms in these equilibria: either she contributes conditional on a high signal

or a high report (from the other agent), or she contributes conditional on a high signal

and a high report (from the other agent).

We first study the case when image concerns are low. With low (enough) image

concerns and consequential communication, it is clear that truth-telling by the high

type cannot be an equilibrium.8 The high type has incentives to turn alarmist as this

makes the other player more likely to contribute to the public good. Thus, there does

not exist an equilibrium with consequential communication.

Proposition 3. If µ < 1/2, there does not exist a DD1-equilibrium with consequential

communication.

The proof first relies on Proposition 2 to reduce the set of potential equilibria to

denialist-equilibria. Second, we establish that if µ < 1/2, high types have incentives to

turn alarmist to increase contributions by the other agent. The expected benefit from

the increase in contributions exceeds the expected loss in image.9

Next, we turn to our main results on high image concerns. Consider the contribution

strategy of the high type in which she contributes conditional on a high signal or a high

report. With high (enough) image concerns, the incentives for high types to turn alarmist

(and hypocrite) vanish. The expected benefit from the increase in contributions by the

other agent is smaller than the expected loss in image. Thus, there exists a denialist-

equilibrium.

7Notice that the equilibria in Proposition 1 may also exist if some type would be truthful instead.
We do not discuss these equilibria here as they are outcome-equivalent to the equilibria covered in
Proposition 1.

8Recall that the low type is a denialist by Proposition 2.
9We rely on Theorem 1 and Proposition 4 presented hereafter to establish this argument for reasons

of brevity.
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Theorem 1. There exists a DD1-denialist-equilibrium such that the high type con-

tributes conditional on a high signal or a high report iff

c− 3

4
> µ ≥ max

{
c− 1,

(3− π)(3− 2π)

π2 − 12π + 15
,
((3− 2π)(c− 1)− 1)(3− π)(3− 2π)

3(1− π)(2π2 − 10π + 9)

}
. (4)

This result shows that unlike in the low-image case, truthful communication is pos-

sible when image concerns are high and high types contribute to the public good. We

establish the existence of a denialist-equilibrium in which the high type contributes con-

ditional on a high signal or a high report, that is, if she has got at least some positive

information about the public good.

First, notice that the upper bound on image concerns in (4) stems from Assumption

1. Second, the first part of the lower bound on image concerns, µ ≥ c− 1, ensures that

high types who have submitted a low report contribute if the other agent has submitted a

high report (and hence expects a contribution from high types). The second part deters

hypocrisy by the high type. As hypocrisy is off-equilibrium, the image assigned to this

deviation is determined by the DD1-criterion. While low types are better off by choosing

not to contribute for any beliefs assigned to this deviation by the other player, this is not

the case for high types: if the belief assigned is low enough, she prefers to contribute.

Hence, the DD1-criterion assigns the lowest image to this deviation and thereby deters

hypocrisy. The last part deters denial by the high type. Denial would allow to avoid a

contribution without appearing hypocritical, but also lower contributions by the other

agent. The following example illustrates the results we have obtained so far.

Example 1. Let π = 1/2. There exists a DD1-equilibrium in which

(i) there is no information transmission and the high type never contributes iff

2c− 8

3
≥ µ and c− 3

4
> µ > c− 3

2
.

(ii) there is no information transmission and the high type contributes conditional on

a high signal iff

c− 3

4
> µ ≥ 10(3c− 4)

21
.

(iii) the low type is a denialist and the high type is truthful (denialist-equilibrium) and

contributes conditional on a high signal or a high report iff

c− 3

4
> µ ≥ max

{
c− 1,

20

37
,
20(2c− 3)

27

}
.

Figure 1 illustrates these equilibria. Notice that we employ the µ − (c − µ) scale

to ease the exposition, in which moving south-east (north) represents increasing image
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concerns (costs). The equilibria without information transmission partially exist on the

same range as discussed above. Furthermore, comparing equilibria with contributions,

the denialist-equilibrium requires a minimum level of image concerns, but also exists for

larger values of image concerns and costs of contributing to the public good.

Figure 1: Equilibria for the prior π = 1/2. The equilibrium without information trans-
mission and contributions conditional on the signal (no contributions) is indicated by
vertical (horizontal) lines, and the denialist-equilibrium with contributions conditional
on a high signal or a high report is indicated in grey.

The insights from Example 1 are qualitatively robust to changes in the prior. How-

ever, the parameter ranges of equilibria with contributions essentially decrease in the

prior. A higher prior increases the “outside image” that the high type obtains if not

contributing and therefore makes not contributing more attractive.

Finally, we consider the contribution strategy of the high type in which she con-

tributes conditional on a high signal and a high report. Notice that under this contri-

bution strategy, hypocrisy only yields a low image if the other agent also has submitted

a high report. Moreover, it even yields a high image if the other agent has submitted a

low report. This makes truthful communication difficult to sustain in equilibrium. Con-

sequently, it turns out that such a denialist-equilibrium only exists if costs are larger

relative to image concerns compared to the former denialist-equilibrium and the share

of high types in society is large.

Proposition 4. There exists a DD1-denialist-equilibrium such that the high type con-

tributes conditional on a high signal and a high report iff

B(π) ≡ π(2π2 − 24π + 51)− 27 > 0, (5)

c− 1 ≥ µ ≥ π(3− π)(3− 2π) max

{
1

B(π)
,

2(c− 3)

3(1− π)(9− 4π)

}
and µ > c− 3

2
. (6)

This result establishes the existence of a denialist-equilibrium in which the high type
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contributes conditional on a high signal and a high report, that is, if she has got only

positive information about the public good.

The upper bound on image concerns in (6) ensures that high types who have turned

alarmist have no incentives to contribute if the other agent has submitted a high report.

Notice that the other agent expects a contribution in this case and hence not contributing

would be off-equilibrium and yield a low image by the DD1-criterion. Compared to the

other denialist-equilibrium, this requires higher costs relative to image concerns. The

first part of the lower bound on image concerns, µ ≥ π(3 − π)(3 − 2π)/B(π), and (5)

deter the high type from turning alarmist in the first place. In particular, notice that a

rather high share of high types in the population—more than 4/5—is necessary for (5)

to hold. Otherwise, turning alarmist and not contributing becomes beneficial for high

types. The reason is that this yields a high image if the other agent submits a low report,

which is likely if there are many low types and her signal is low. The second part deters

denial by the high type. Denial would allow to avoid a contribution without appearing

hypocritical if the other agent submits a high report, but also lower contributions by

the other agent. The last inequality in (6) stems from Assumption 1. Notice that this

equilibrium does not exist under the intermediate prior considered in Example 1.

5 Welfare

Next, we analyze welfare and derive some comparative statics. Given any strategy profile

(m, a), ex-ante expected utilitarian welfare (henceforth welfare) is given by

2E[Ei[ui(θi, si,m, a) | θi, si, θ̃i]],

where θ̃i denotes any belief system consistent with (m, a). Similar to Bénabou and

Tirole (2006), the welfare ranking is not affected if we only consider costs and benefits

of the public good, that is, disregard image.

Remark 1. The ex-ante expected total image in society is independent of the agents’

strategies and given by 2π.

We refer to Lemma 1 in Appendix A.6 for details. Furthermore, let

S∗ =
{

(m, a) ∈ S | mi(0, s) = mi(1, s) for all s ∈ S and ai(0, ·) ≡ 0 for i = 1, 2, or

mi(1, s) = s and mi(0, s) = 0 for all s ∈ S, ai(0, ·) ≡ 0,

ai(1, 0, 0) = 0 and ai(1, 1, 1) = 1 for i = 1, 2
}

denote the restriction to strategy profiles in which both types employ the same com-

munication strategy and the low type does not contribute, as well as the potential

denialist-equilibria. This set contains all strategy profiles that we have identified as
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potential equilibria in Section 4 as well as all strategy profiles with truthful communi-

cation.10 Truthful communication serves as a benchmark and may be interpreted as a

situation where information is public and contributions are made or enforced by a social

planner.

In the following, we restrict our attention to the strategy profiles in S∗ and refer to

the strategy profile which yields the highest welfare among the strategy profiles in S∗

as welfare-maximizing. Comparing welfare yields the following result.

Proposition 5. The welfare-maximizing strategy profile is such that

(i) if c ≤ 3/2, both types are truthful and the high type contributes conditional on a

high signal or a high report.

(ii) if 3/2 ≤ c ≤ (3 + 5π)/(2 + 2π), the low type is a denialist and the high type is

truthful and contributes conditional on a high signal or a high report.

(iii) if (3+5π)/(2+2π) ≤ c ≤ 9/4, both types are truthful and the high type contributes

conditional on a high signal and a high report.

(iv) if 9/4 ≤ c ≤ 3, the low type is a denialist and the high type is truthful and con-

tributes conditional on a high signal and a high report.

(v) if c ≥ 3, there is no information transmission (both types are truthful) and the high

type never contributes.

Notice that we omit the bounds from Assumption 1 here, as Proposition 5 also

holds outside these bounds. This result shows that if costs of contributing to the public

good are low, then full honesty and contributions by high types conditional on positive

information about the public good would be optimal for society. Hence, denial by low

types results in inefficiently low contributions in this case.

Interestingly, however, denial by low types may also increase welfare relative to

honesty if costs of contributing to the public good are intermediate. The high type

contributes partially because of the gain in image that comes with a contribution, at the

expense of the other agent’s image. Denial may therefore increase welfare by mitigating

the adverse consequences of image concerns, namely over-contributions by high types

when the other agent is a low type. This is not merely an academic possibility, and

we discuss applications related to climate change and energy conservation in Section 6.

Note that contributing solely conditional on a high signal, in absence of any information

transmission, never yields the highest welfare, i.e., some information transmission always

improves the outcome given high types contribute under some circumstances.

Since Proposition 5 does not restrict image concerns, actual equilibria may overlap

with these optimal regions. The following example illustrates our results and relates

10Notice that the set contains in total six potential equilibrium strategy profiles and three strategy
profiles with truthful communication. We refer to the proof of Proposition 5 for details.
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them to the denialist-equilibrium with contributions conditional on a high signal or a

high report (Theorem 1).

Example 2. Let π = 1/2. Figure 2 illustrates the welfare-maximizing strategy profiles

derived in Proposition 5. Recall that moving south-east (north) in the µ− (c− µ) scale

represents increasing image concerns (costs). The strategy profile in which the low type

is a denialist and the high type is truthful and contributes conditional on a high signal

or a high report is welfare-maximizing iff 3/2 ≤ c ≤ 11/6. Combined with the conditions

derived in Example 1, this strategy profile is a DD1-equilibrium and welfare-maximizing

iff

c− 3

4
> µ ≥ max

{
c− 1,

20

37

}
and

11

6
≥ c ≥ 3

2
. (7)

Given sufficiently high image concerns, the denialist-equilibrium with contributions con-

ditional on a high signal or a high report is welfare-maximizing if costs of contributing

to the public good are intermediate. Otherwise, efficiency would require truthful com-

munication (except for rather high costs). In particular, if the costs of contributing to

the public good and image concerns are rather low, the denialist-equilibrium features

inefficiently low contributions, see Figure 2.

Figure 2: Welfare-maximizing strategy profiles for the prior π = 1/2. The strategy
profiles from Proposition 5 (i)–(v) are indicated in grey (from light (i) to dark (v)). The
denialist-equilibrium with contributions conditional on a high signal or a high report is
indicated by horizontal lines. The parameter range on which this equilibrium is welfare-
maximizing (7) is indicated by vertical lines.

Next, we derive comparative statics on how image concerns affect welfare in equilib-

rium. As welfare of a particular equilibrium is increasing in image concerns, we only con-

sider costs and benefits of the public good. It follows from Remark 1 that net-of-image-

welfare of a strategy profile (m, a) is given by 2E[Ei[ui(θi, si,m, a) | θi, si, θ̃i]] − 2πµ,
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where θ̃i denotes any belief system consistent with (m, a). Combining our results on

equilibria and welfare, we show that when costs of contributing to the public good are

intermediate, sufficiently high image concerns increase net-of-image-welfare in equilib-

rium.

Corollary 1. Suppose that 27/20 < c < 39/20 and that agents coordinate on the welfare-

maximizing equilibrium. If µ < 1/2, then there exists µ′ > µ such that µ′ yields higher

net-of-image-welfare in equilibrium than µ.

Corollary 1 establishes that if costs of contributing to the public good are interme-

diate, then image concerns may increase net-of-image-welfare in equilibrium through a

change in the set of equilibria. Using Proposition 5, we first show that in the considered

cost-range, the denialist-equilibrium with contributions by the high type conditional on

a high signal or a high report yields the highest welfare among the equilibrium can-

didates. Next, recall from Proposition 3 that this equilibrium does not exist if image

concerns are low. We establish the claim by showing that we can choose high enough

image concerns for which the equilibrium does exist and hence net-of-image-welfare in

equilibrium is higher. This shows that image concerns may increase the efficiency of

public goods provision, even though it results in denialist communication.

6 Evidence

Most collective action problems feature uncertainty about the return on investment.

Many important examples concern institutional and behavioral change. In this section,

we highlight three applications of our model to institutional inertia, climate change

denial, and energy conservation. The model predicts that communication about the

necessity of change will be contentious, and that denial will arise naturally even if

everybody would benefit from change.

The (mostly qualitative) evidence on these topics is highly suggestive that the mech-

anisms in our model are at work. Nevertheless, they don’t fully identify these mecha-

nisms, as it is difficult to identify private information and preferences in field studies,

and control for all aspects of communication. Generating more direct evidence may

necessitate additional controls, for instance in the laboratory.

6.1 Institutional inertia

It is known since the days of Machiavelli that organizations are difficult to reform, even

if changes are potentially beneficial for everyone. This phenomenon is referred to as

institutional inertia, the tendency of (large) organizations to respond slowly to changes

in the environment. These include technology, laws and regulation, public opinion as

well as available information. A well-known example is General Motors, which has

once been the world leader in automobile production efficiency, but lost this position
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to Japanese manufacturers during the 1970s. Although senior management understood

the nature of the problem by the end of the decade, they were not able to close the

productivity gap (Rumelt, 1995).

Many studies conclude that change initiatives in organizations inevitably generate

resistance (Agocs, 1997; Armenakis and Bedeian, 1999). In particular, change requires

people to “[take] risks, particularly those associated with self esteem—loss of face, ap-

pearing incompetent, seemingly unable or unwilling to learn, etc.” (Jick, 2008, p.407).

Thus, change may require costly actions that threaten the image of those who wish to

keep the reputation of being a good employee.

Such pressure may generate denial about the benefits of change. Agocs (1997) mainly

discusses two forms of denial: denial of the legitimacy of the case for change, and

refusal to recognize responsibility to address the change issue. He justifies the focus on

these early stages of the change process as “reflecting the fact that change agents most

frequently deal with denial, and many proposals never get beyond that point” (p.920). In

this context, denial is understood as downplaying the credibility of the change message,

or the credibility of the messenger, or both.

This parallels the mechanisms in our model: downplaying the credibility of the

change message can be interpreted as denial in our terminology, and refusal to recog-

nize responsibility to address the change issue can be interpreted as inaction or not

contributing to the public good. Combined with the observation that people wish to

preserve a “good image” outlined above, this describes the behavior of low types in our

model. Hence, our stylized model is consistent with key findings on institutional inertia.

6.2 Climate change denial

One of the most prominent and important public good debates in the beginning of the

21st century concerns climate change. While there is little scientific doubt about the

occurrence of climate change and the role of human produced greenhouse gases like CO2,

there is still substantial uncertainty about the future costs of climate change, and the

effectiveness and cost of abatement technologies.11 Many studies document denial about

the importance or impact of climate change among substantial minorities in Western

countries (Hobson and Niemeyer, 2013). Only about half of Americans believe that

human activity is responsible for warming the planet, a fraction that has remained

rather stable over time (Pew Research Center, 2016).

Evidence from interviews and interactive focus groups show that the motives be-

hind such denial correspond to those in the model and involve the cost of behavioral

11Since 2007, the Intergovernmental Panel on Climate Change (IPCC) reports that the scientific
evidence for climate change is “unequivocal”, and says men-made activity has resulted in warming with
“very high confidence” (IPCC, 2007). At the same time, modeling the appropriate response to climate
change has yielded mostly speculative results. Pindyck (2013) reviews “integrated assessment models”
of the relation between economic policy and the climate, and concludes that such analyses “create a
perception of knowledge and precision, but that perception is illusory and misleading” (p.860).
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change and the wish to preserve the image of being a good citizen.12 Particularly,

Stoll-Kleemann, O’Riordan, and Jaeger (2001) organize focus groups in which randomly

selected individuals in Switzerland discussed possible consequences of climate change.

They find that even though people expressed awareness and anxiety about the occurrence

of climate change, they frequently downplay the problem by emphasizing uncertainty

around its impact, questioning the possibility for meaningful individual actions, or by

making optimistic projections about the impact of new technologies. Stoll-Kleemann,

O’Riordan, and Jaeger (2001) highlight the importance of image concerns. They ar-

gue that denial helps to deflect personal responsibility, and serves to “justify why they

should not act either individually or through collective institutions” (p.107).

Similarly, Norgaard (2006a,b) finds denial in her interviews with Norwegian subjects.

She cites the “fear of being a bad person” as one of the underlying motivations of this

denial. In order to deflect personal responsibility, people downplay the knowledge they

have about the effects of climate change:

“The notion that people are not acting against global warming because they

do not know reinforces a sense of their innocence in the face of these activi-

ties.” (2006b, p.366)

Stoll-Kleemann, O’Riordan, and Jaeger (2001) also link these denials explicitly to the

cost of contributions:

“The most powerful zone for denial was the perceived unwillingness to aban-

don what appeared as personal comfort and lifestyle-selected consumption

and behaviour in the name of climate change mitigation.” (2001, p.113)

These findings are thus in line with the idea that denial is motivated by the wish to

justify inaction and affects communication about climate change, which is the central

result of our model.

6.3 Conspicuous conservation

The literature on energy conservation, and in particular “conspicuous conservation”

(Griskevicius, Tybur, and Van den Bergh, 2010), also provides evidence for the mech-

anisms and welfare implications of our model. A key role for image concerns in our

model is that they deter hypocrisy. To avoid discrepancy between their actions and

their words, image concerns lead people either to contribute (high types) or engage in

denial (low types). Sexton and Sexton (2014) show that signaling “green” motivations

indeed leads to an increased willingness to pay of up to $4000 for hybrid or electric cars.

12Denial may be aided by the efforts of the fossil fuel industry to supply misinformation (Oreskes and
Conway, 2010, 2011). These actors are not included in our model, as we focus on agents who benefit
from the public good when others provide it, in this case cleaner air and less fossil fuel consumption.
We show that the demand for denial does not depend on the presence of actors with such clear interests
in the status quo.
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Hards (2013) interviews people about their energy conservation practices, and finds that

“eco-bling” can be status enhancing. Particularly,

“[b]eing seen to perform certain energy practices [...] can protect people

from being seen as hypocritical, especially if they feel part of an ethical-

environmental community. For example, Paul (56 years old) said that his

wood-burning stove gave him a sense of “satisfaction”, “self- righteousness”

or “smugness” because it showed he was not contributing to the environ-

mental problems about which he campaigns.” (2013, p.443, emphasis ours)

Conspicuous conservation also illustrates some of the counterintuitive welfare impli-

cations of the model. In particular, when image concerns and the cost of contributions

are relatively high, the model shows that denial may improve welfare by reducing over-

contributions by high types. Conspicuous conservation may indeed lead to excessive

investment in visible conservation measures, and crowd out less “glamorous” but more

efficient efforts like weatherizing homes (Wilk and Wilhite, 1985).

7 Extension: impure public goods and charitable giving

Our model can easily be extended to impure public goods and charitable giving. To

allow for an impure public good, the preferences of agent i are now given as:

ui(θi, si, m̂, â) ≡ (1 + θi)(âi + βâj)W − âic+ µEi [Ej [θi|θj , sj , m̂i, âi] | θi, si, m̂j , âj ] .

The novel parameter β ∈ [0, 1] allows for imperfect spillovers from contributions by the

other agent. The public good is called pure if β = 1 and impure otherwise. Additionally,

we allow the high type’s degree of intrinsic motivation to contribute to the public good

to take values θ̄ ∈ (0, 1], such that θi ∈ Θ = {0, θ̄}. For instance, if we interpret θ̄ as the

degree to which high types internalize the effect of a contribution on the other agent,

then θ̄ ≤ β seems reasonable. On the other hand, values θ̄ > β may be interpreted as

“warm glow” from the effect of a contribution on a third party (Andreoni, 1989). We

discuss this possibility in detail in Section 7.1 in the context of charitable giving. Notice

that Assumption 1 now reads 3/4 < c− µ < 3(1 + θ̄)/4. We recover our baseline model

if β = 1 and θ̄ = 1.

We restrict our attention to our main result on the denialist-equilibrium with con-

tributions by the high type conditional on a high signal or a high report (Theorem

1).

Proposition 6. There exists a DD1-denialist-equilibrium such that the high type con-
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tributes conditional on a high signal or a high report iff

c− 3

4
> µ ≥ max

{
c− (1 + θ̄)/2,

(1 + θ̄)β(3− π)(3− 2π)

2(π2 − 12π + 15)
,
β(3− π)(3− 2π)

4(π2 − 6π + 6)
,

(2(3− 2π)c− (1 + θ̄)(4− π(3− β)))(3− π)(3− 2π)

6(1− π)(2π2 − 10π + 9)

}
.

(8)

To avoid repetition, we mainly comment on the effect of the high types’ degree of

intrinsic motivation θ̄ and the level of spillovers β. Recall that the upper bound on image

concerns in (8) stems from Assumption 1. The first part of the lower bound on image

concerns, µ ≥ c − (1 + θ̄)/2, ensures that high types contribute if the other agent has

submitted a high report. This bound is decreasing in θ̄, which implies that contributions

become more attractive for high types if θ̄ increases. In particular, notice that θ̄ > 1/2

is necessary for the equilibrium to exist. The second part deters hypocrisy by the high

type. This bound is increasing in θ̄ and β, which implies that truthful communication

becomes more difficult to sustain if θ̄ or β increases. The third part is new compared

to Theorem 1 and deters hypocrisy by the low type. This bound is increasing in β,

which implies that denial becomes more difficult to sustain if β increases. This bound

does not appear in (4) as it is implied by the second lower bound if θ̄ = 1. If the high

type’s degree of intrinsic motivation is large enough, then she is more likely then the

low type to turn hypocrite. The last part deters denial by the high type. This bound

is decreasing in θ̄ and β, which implies that truthful communication becomes easier to

sustain if θ̄ or β increases.

In summary, the case for hypocrisy is weaker, while the case for denial is stronger

with an impure public good. The intuition is straightforward: if spillovers are low one

loses (gains) less from discouraging (encouraging) contributions by others.

7.1 Charitable giving

Our extended framework easily accommodates the case of charitable giving to a third

entity. In this case there are essentially no spillovers on the communication partner, i.e.,

β = 0. Some types may be intrinsically motivated to give, implying that θ̄ > β. This

may be interpreted as the high type experiencing “warm glow” from the effect of her

own contribution on a third party like a charitable organization.

For this case, we consider the denialist-equilibrium with contributions conditional

on a high signal or a high report. First, observe that the second and the third part

of the lower bound on image concerns in (8) vanish. Without spillovers from contri-

butions by the other agent, there is no reason to induce more contributions through

hypocrisy/alarmism for any of the types. Interestingly, this implies that the equilibrium

already exists for very low image concerns, i.e., the presence of spillovers is crucial to

our result on low image concerns (Proposition 3). Second, the last part of the lower
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bound is decreasing in β, so denial is more attractive for high types than in the baseline

model. Without spillovers, denial does not reduce expected benefits from contributions

by the other agent any more. This raises the attractiveness of denial for the high type,

and implies that the equilibrium no longer exists for intermediate image concerns and

costs of contributing. Figure 3 illustrates the equilibrium in the baseline model, β = 1,

and without spillovers, β = 0.

Figure 3: Denialist-equilibrium with contributions conditional on a high signal or a high
report for the prior π = 1/2 and θ̄ = 1. The high-spillover case, β = 1, is indicated by
horizontal lines, and the no-spillover case, β = 0, is indicated in grey.

In the empirical literature, there is ample evidence that people look for social excuses

not to give, providing support for the “justification motive”. For instance, people take

the other exit at the supermarket to avoid solicitors for charity (Andreoni, Rao, and

Trachtman, 2017), and are less often at home when a solicitation is announced in advance

(Dellavigna, List, and Malmendier, 2012). In laboratory studies, subjects choose to opt

out of giving situations at a personal cost to themselves (Dana, Cain, and Dawes, 2006),

and give less if they can credibly deflect blame for their selfish actions (Dana, Weber,

and Kuang, 2007; Andreoni and Bernheim, 2009).

The efficiency or impact of giving plays an important role in giving, and also in

excuses not to give. If given the choice, a substantial proportion of subjects in the

laboratory chooses not to know information about the impact, even if they would use

the information when they are forced to observe it (Dana, Weber, and Kuang, 2007;

Grossman and van der Weele, 2017). Exley (2016a) shows that when the impact of

a charitable donation is risky, subjects weight this risk more heavily when the cost of

the donation is theirs, rather than a third party’s. Exley (2016b) shows that when

presented with information about the effectiveness of a charity, subjects will weight low

effectiveness strongly as a reason not too give, but again, only when they personally

bear the cost of giving.

There is some suggestive evidence about the impact of such excuse-seeking for com-
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munication about effectiveness. Andreoni and Sanchez (2014) show that subjects in the

lab falsify belief statements to the experimenter about the trustworthiness of others, in

order to excuse their own selfish behavior.

8 Discussion and conclusion

We investigate communication about the return to public goods in the presence of social

preferences and image concerns. If intrinsic motivation to contribute to the public good

is sufficiently high, communication could in principle be very helpful for generating con-

tributions. However, our results show that such social preferences generate incentives

for “alarmism” and “hypocrisy”: opportunistic exaggeration of the importance of the

public good, in order to induce cooperation. Image concerns deter such hypocrisy and

make partially truthful communication possible. However, they also generate a “jus-

tification motive” that leads to the opposite communication bias: people who are not

inclined to contribute to the public good engage in “denial” in order to justify their

selfish actions.

These results reveal the inherent difficulties of information aggregation about public

goods, even if all agents benefit from the public good. Furthermore, if contributions are

cheap, denial leads to inefficiently low public goods provision through the suppression

of alarming signals. In the context of climate change, Stoll-Kleemann, O’Riordan, and

Jaeger (2001) conclude that there is

“both a coherence and a rationality to dissonance and denial that will not

make it easy for democracies to gain early consent for tough climate change

mitigation measures.” (2001, p.115).

Interestingly, denial may be better than full transparency in occasions where status

concerns lead to over-contribution. Section 6 showed examples in the context of energy

consumption, where “conspicuous conservation” and “eco-bling” may crowd out more

efficient contributions. In general, since partial denial is a feature of any equilibrium with

meaningful communication in our model, image concerns may increase the efficiency of

public goods provision by enabling such equilibrium.

Our model suggests that there are no straightforward policy solutions to biased

communication. Taking away incentives for misrepresentation requires incentives to

make public good investments individually rational, for instance through Pigouvian

taxation. However, this raises a chicken-and-egg problem, as it assumes the existence

of both the information and the political will to implement such policies, exactly the

elements that are missing in the context we have considered. The model does suggest

that since aggregation of private signals is likely to be flawed, the government may

consider it its task to spearhead the production and dissemination of information about

the social returns to public goods like climate change mitigation.
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Future research should delve further into the role of public science communication.

Reducing denial may be achieved by changing the moral frames surrounding public good

contributions, using what Kahan (2015) calls “disentanglement strategies”. Another

avenue is to extend our framework to larger groups of people. On the empirical side,

experimental investigations of strategic misrepresentation of information in public good

games and its underlying motives would deepen our understanding of the nature of

denial and alarmism.
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A Appendix: proofs

A.1 Proof of Proposition 1

Suppose without loss of generality that both types always submit m̂i = 1. Hence, reports are

uninformative and the high type’s contribution decision is based only on her private signal.

(i) Suppose that high types never contribute and let θ̃i denote any consistent belief system.

Consider the second stage and suppose that m̂i = 1. Notice that not contributing yields

an image of π, while contributing is off-equilibrium. Denote the image in this case by θ̂i

and let θ̃i denote any consistent belief system such that θ̃i(θj , sj , 1, 1) ≡ θ̂i. The high type

with si = 1 has no incentives to deviate to âi = 1 iff

U∗i (1, âi = 0|θi, si, θ̃i) ≥ U∗i (1, âi = 1|θi, si, θ̃i)⇔µπ ≥ 2E[W |si]− c+ µθ̂i

⇔θ̂i ≤ π +
c− 4/3

µ
≡ θ∗(1, 1).

As low types never contribute by Assumption 1, a deviation to âi = 1 is assigned to the

high type by the DD1-criterion (and hence yields a high image) whenever it is weakly
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beneficial for some belief θ̂i of the other agent. Hence, the high type with si = 1 has no

incentives to deviate to âi = 1 iff

θ∗(1, 1) ≥ 1⇔ µ ≤ 3c− 4

3(1− π)
, (9)

which is the desired upper bound on µ.13 Furthermore, (9) implies that also the high type

with si = 0 has no incentives to deviate to âi = 1 as her expected benefit from contributing

is lower.

If m̂i = 0, then any action is off-equilibrium. A high type with si = 1 prefers to contribute

when this yields a high image and not contributing a low image if

2E[W |si]− c+ µ ≥ 0⇔ µ ≥ 3c− 4

3
. (10)

We proceed by case distinction. First, suppose that (10) holds. By Assumption 1, low types

prefer not to contribute even if contributing would yield a high image and not contributing

a low image. Hence, applying the DD1-criterion yields, for any m̂j , D
∗(0, si, 0, 1, m̂j) = ∅

for all si and D∗(1, 1, 0, 1, m̂j) 6= ∅. Therefore, Θ∗(0, 1, m̂j) = {1}, i.e., the DD1-criterion

assigns a high image to action âi = 1 when m̂i = 0. Similarly, D∗(0, si, 0, 0, m̂j) = [0, 1]

for all si, D
∗(1, 1, 0, 1, m̂j) ( [0, 1] and therefore Θ∗(0, 0, m̂j) = {0}, i.e., the DD1-criterion

assigns a low image to action âi = 0 when m̂i = 0. Consider the first stage. There are

two possible deviations, either submitting a low report and contributing or submitting

a low report and not contributing. The former deviation yields a high image and the

latter a low image. Hence, a deviation to (0, 0) is dominated by (1, 0) as it yields a lower

image, while a deviation to (0, 1) yields the same payoff as (1, 1) and is therefore also not

profitable. Second, suppose that (10) does not hold. Then, contributing is strictly worse

than not contributing for the high type with any signal and for any beliefs assigned by

the other player. Hence, applying the DD1-criterion yields, for any m̂j , Θ∗(0, 1, m̂j) =

Θ∗(0, 0, m̂j) = {0, 1}, i.e., the DD1-criterion assigns an intermediate image of π to any

action when m̂i = 0. Consider the first stage. A deviation to (0, 0) yields the same payoff

as (1, 0) and is therefore not profitable, while a deviation to (0, 1) yields at most the same

image as (1, 1) and is therefore also not profitable, which finishes the first part.

(ii) Suppose that high types contribute if they have got a high signal and let θ̃i denote any

consistent belief system. Consider the second stage and suppose that m̂i = 1. The high

type with si = 1 has no incentives to deviate to âi = 0 iff

U∗i (1, âi = 1|θi, si, θ̃i) ≥ U∗i (1, âi = 0|θi, si, θ̃i)

⇔2E[W |si]− c+ µ ≥ µ(Pr(sj = 0|si)E[θ̃i(θj , 0, 1, 0)] + Pr(sj = 1|si)E[θ̃i(θj , 1, 1, 0)]).

(11)

Notice that

E[θ̃i(θj , 0, 1, 0)] =
2π

3− π
and E[θ̃i(θj , 1, 1, 0)] =

π

3− 2π
. (12)

13Notice that if (9) holds with equality, then the DD1-criterion assigns this deviation to the high type
as it is weakly beneficial for her in case it yields a high image. However, not contributing remains a best
response.

28



Substituting (12) into (11) yields

4

3
− c+ µ ≥ 2πµ

3

(
1

3− 2π
+

1

3− π

)
⇔4

3
− c ≥ −µ (1− π)(9− 4π)

(3− 2π)(3− π)

⇔µ ≥ (3c− 4)(3− π)(3− 2π)

3(1− π)(9− 4π)
, (13)

which is the desired lower bound on µ. The high type with si = 0 has no incentives to

deviate to âi = 1 iff

U∗i (1, âi = 0|θi, si, θ̃i) ≥ U∗i (0, âi = 1|θi, si, θ̃i)

⇔µ(Pr(sj = 0|si)E[θ̃i(θj , 0, 1, 0)] + Pr(sj = 1|si)E[θ̃i(θj , 1, 1, 0)]) ≥ 2E[W |si]− c+ µ,

which always holds as 2E[W |si]− c+ µ = 2/3− c+ µ < 0 by Assumption 1.

If m̂i = 0, then any action is off-equilibrium. By Assumption 1, low types prefer not

to contribute even if contributing would yield a high image and not contributing a low

image. A high type with si = 1, on the other hand, would prefer to contribute in this

case if (13) holds. Hence, as in part (i), applying the DD1-criterion yields, for any m̂j ,

Θ∗(0, 1, m̂j) = {1} and Θ∗(0, 0, m̂j) = {0}, i.e., the DD1-criterion assigns a high (low)

image to action âi = 1 (âi = 0) when m̂i = 0. Consider the first stage. Again, a deviation

to (0, 0) is dominated by (1, 0) as it yields a lower image, while a deviation to (0, 1) yields

the same payoff as (1, 1) and is therefore also not profitable, which finishes the second part.

Finally, if (13) does not hold, then (9) does hold since (3 − π)(3 − 2π)/(9 − 4π) < 1 for

all π ∈ (0, 1), which establishes existence of an equilibrium without information transmission.

Accounting for the bounds from Assumption 1 finishes the proof.

A.2 Proof of Proposition 2

First, notice that there are in total ten equilibrium candidates with consequential communication:

all strategy profiles with truthful communication (both types are truthful; one type is truthful,

while the other type over-/underreports) and in which high reports increase the likelihood of a

contribution by the high type (contribution conditional on a high signal or/and a high report).

We proceed by case distinction with respect to the types’ communication strategy and show

that all strategy profiles except those in which the low type is a denialist and the high type is

truthful cannot be part of a DD1-equilibrium.

(i) Suppose that both types are truthful and the high type contributes conditional on a high

signal or/and a high report.

First, suppose that the high type contributes conditional on a high signal and a high report.

Take a low type with si = 1 and consider a deviation to (m′i, a
′
i) = (0, 0). Agent i does not

have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µπ + Pr(sj = 1|si)πE[W |si, sj = 1] ≥ µπ

⇔µ ≤ 3/4. (14)
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Next, take a high type with si = 0 and consider a deviation to (m′i, a
′
i) = (1, 0). Agent i

does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔µπ ≥ Pr(sj = 0|si)µπ + Pr(sj = 1|si)π2E[W |si, sj = 1]

⇔µ ≥ 1. (15)

As (14) and (15) cannot both hold, such an equilibrium does not exist.

Second, suppose that the high type contributes conditional on a high signal or a high

report. Consider the first stage and let θ̃i denote any consistent belief system. Take a low

type with si = 1. As contributing is never profitable for the low type, we only need to

check a deviation to (m′i, a
′
i) = (0, 0). Agent i does not have incentives to do this deviation

iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si = 1)πE[W |si = 1, sj = 0] + Pr(sj = 1|si = 1)πE[W |si = 1, sj = 1]

≥ Pr(sj = 0|si = 1)µπ + Pr(sj = 1|si = 1)πE[W |si = 1, sj = 1]

⇔µ ≤ 1/2. (16)

Next, take a high type with si = 0. As contributing after receiving a high report is

optimal and always contributing never optimal, we only need to check a deviation to

(m′i, a
′
i) = (1,1{m̂j=1}). Agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si = 0)µπ + Pr(sj = 1|si = 0)[(1 + π)2E[W |si = 0, sj = 1]− c+ µ]

≥ Pr(sj = 0|si = 0)π2E[W |si = 0, sj = 0]

+ Pr(sj = 1|si = 0)[(1 + π)2E[W |si = 0, sj = 1]− c+ µ]

⇔µ ≥ 1/2. (17)

Combining (16) and (17) yields µ = 1/2. We ignore this equilibrium as we concentrate on

equilibria with positive measure of support, which finishes the first part.

(ii) Suppose that only the low type is truthful and the high type contributes conditional on a

high signal or/and a high report.

First, suppose that the high type underreports and contributes conditional on a high signal

or a high report. Consider the second stage. If m̂j = 1 and m̂i = 0, then not contributing

yields a low image and contributing a high image. Furthermore, notice that m̂j = 1 implies

that j is a low type with sj = 1. Hence, contributing independent of the signal si is optimal

for the high type iff

c− µ ≤ 2 min
si

E[W |si, m̂j = 1] = 2E[W |si = 0, sj = 1] = 1⇔ µ ≥ c− 1. (18)

If m̂i = 1, then not contributing yields a low image, while contributing is off-equilibrium.

Notice that contributing may be beneficial if the other player assigns a sufficiently high

image to this deviation. Denote this image by θ̂i and let θ̃i denote any consistent belief
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system such that θ̃i(θj , sj , 1, 1) ≡ θ̂i. Suppose m̂j = 0 and take a high type with si = 1.

Agent i does not have incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)

⇔0 ≥ Pr(sj = 0|si)(2E[W |si, sj = 0]− c+ µθ̂i) + Pr(sj = 1|si)π(2E[W |si, sj = 1]− c+ µθ̂i)

⇔0 ≥ 1 + 3π + (1 + 2π)(−c+ µθ̂i)

⇔θ̂i ≤
(1 + 2π)c− (1 + 3π)

(1 + 2π)µ
≡ θ∗(1, 1).

Notice that (18) implies that

θ∗(1, 1) ≤ 1− π

(1 + 2π)µ
< 1,

i.e., if the assigned image is larger than θ∗(1, 1) < 1, then the high type with si = 1 prefers

to take action âi = 1. Next, consider a low type with any si. Agent i does not have

incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)⇔ θ̂i ≤ θ∗(0, si),

where θ∗(0, si) > 1 since by Assumption 1 low types never contribute. Now, we need to

apply the DD1-criterion to determine the type that is most likely to take action âi = 1 when

m̂j = 0 and m̂i = 1. Notice that θ∗(θi, si) > 1 implies D∗(θi, si, 1, 1, 0) = ∅, which therefore

holds for low types, while D∗(1, 1, 1, 1, 0) 6= ∅ as θ∗(1, 1) < 1. Therefore, Θ∗(1, 1, 0) = {1},
i.e., the criterion assigns a high image, θ̂i = 1, to action âi = 1 when m̂j = 0 and m̂i = 1.

Similarly, suppose m̂j = 1 and take a high type with si = 1. Notice that m̂j = 1 implies

that j is a low type with sj = 1. Agent i does not have incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)

⇔0 ≥ 2E[W |si = 1, sj = 1]− c+ µθ̂i

⇔0 ≥ 3/2− c+ µθ̂i

⇔θ̂i ≤
c− 3/2

µ
≡ θ∗∗(1, 1).

Notice that (18) implies θ∗∗(1, 1) < 1. Applying the same reasoning as above yields

Θ∗(1, 1, 1) = {1}, i.e., the criterion assigns a high image, θ̂i = 1, to action âi = 1 when

m̂j = 1 and m̂i = 1. Therefore, let θ̃i denote any consistent belief system such that

θ̃i(θj , sj , 1, 1) ≡ 1 and consider the first stage. Take a high type with si = 1 and consider

a deviation to (m′i, a
′
i) = (1, 1). Agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)2E[W |si, sj = 0] + Pr(sj = 1|si)(1 + π)2E[W |si, sj = 1]− c+ µ

≥ Pr(sj = 0|si)(1 + π)2E[W |si, sj = 0] + Pr(sj = 1|si)(1 + π)2E[W |si, sj = 1]− c+ µ

⇔0 ≥ π,

which implies that such an equilibrium does not exist.

Second, suppose that the high type overreports and contributes conditional on a high signal
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or a high report. Then, submitting a low report and not contributing yields a low image.

Take a low type with si = 0 and consider a deviation to (m′i, a
′
i) = (1, 0). Agent i does not

have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 1|si)πE[W |si, sj = 1] ≥ Pr(sj = 0|si)[πE[W |si, sj = 0]

+ (1− π)µE[θ̃i(θj , 0, 1, 0)]] + Pr(sj = 1|si)πE[W |si, sj = 1]

⇔0 ≥ π/4 + (1− π)µE[θ̃i(θj , 0, 1, 0)],

which does not hold as the right-hand-side is strictly positive. Hence, such an equilibrium

does not exist.

Third, suppose that the high type underreports and contributes conditional on a high signal

and a high report. Consider the second stage. If m̂j = 1 and m̂i = 1, then not contributing

yields a low image, while contributing is off-equilibrium. Denote the image in this case by

θ̂i and let θ̃i denote any consistent belief system such that θ̃i(0, 1, 1, 1) = θ̂i. Also notice

that m̂j = 1 implies that j is a low type with sj = 1. Take a high type with si = 1. Agent

i does not have incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)⇔0 ≥ 2E[W |si, sj = 1]− c+ µθ̂i

⇔0 ≥ 3/2− c+ µθ̂i

⇔θ̂i ≤
c− 3/2

µ
≡ θ∗∗∗(1, 1).

Notice that Assumption 1 implies θ∗∗∗(1, 1) < 1. Applying the same reasoning as in the

first case yields Θ∗(1, 1, 1) = {1}, i.e., the criterion assigns a high image, θ̂i = 1, to action

âi = 1 when m̂j = 1 and m̂i = 1. Therefore, let θ̃i denote any consistent belief system such

that θ̃i(0, 1, 1, 1) = 1 and consider the first stage. Take a low type with si = 1 and consider

a deviation to (m′i, a
′
i) = (0, 0). Agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 1|si)πE[W |si, sj = 1] ≥ Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)]

+ Pr(sj = 1|si)[πµE[θ̃i(θj , 1, 0, 0)] + (1− π)µπ]

⇔3π/2 ≥ µ(E[θ̃i(θj , 0, 0, 0)] + 2πE[θ̃i(θj , 1, 0, 0)] + 2π(1− π)). (19)

Next, notice that

E[θ̃i(θj , 0, 0, 0)] =
3π

2 + π
and E[θ̃i(θj , 1, 0, 0)] =

3π

1 + 2π
. (20)

Substituting (20) into (19) yields

3π/2 ≥ µ
(

3π

2 + π
+

6π2

1 + 2π
+ 2π(1− π)

)
⇔3/2 ≥ µ 7 + 24π − 4π3

(2 + π)(1 + 2π)

⇔µ ≤ 3(2 + π)(1 + 2π)

2(7 + 24π − 4π3)
. (21)

Next, take a high type with si = 1 and consider a deviation to (m′i, a
′
i) = (1,1{m̂j=1}).
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Recall that this deviation yields a high image if m̂j = 1 by the DD1-criterion. Agent i

does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)[πµE[θ̃i(θj , 1, 0, 0)]

+ (1− π)(2E[W |si, sj = 1] + µ− c)] ≥ Pr(sj = 1|si)[2E[W |si, sj = 1] + (1− π)(µ− c)]

⇔µ(E[θ̃i(θj , 0, 0, 0)] + 2πE[θ̃i(θj , 1, 0, 0)]) ≥ 3π. (22)

Substituting (20) into (22) yields

µ

(
3π

2 + π
+

6π2

1 + 2π

)
≥ 3π ⇔ µ ≥ (2 + π)(1 + 2π)

1 + 6π + 2π2
. (23)

As
1

1 + 6π + 2π2
>

3

2(7 + 24π − 4π3)
,

(21) and (23) cannot both hold, which implies that such an equilibrium does not exist.

Finally, suppose that the high type overreports and contributes conditional on a high signal

and a high report. Then, submitting a low report and not contributing yields a low image.

Take a low type with si = 0 and consider a deviation to (m′i, a
′
i) = (1, 0). Agent i does not

have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔0 ≥ Pr(sj = 0|si)µE[θ̃i(θj , 0, 1, 0)] + Pr(sj = 1|si)[πE[W |si, sj = 1] + µE[θ̃i(θj , 1, 1, 0)]],

which does not hold as the right-hand-side is strictly positive. Hence, such an equilibrium

does not exist, which finishes the second part.

(iii) Suppose that the low type is alarmist and the high type is truthful and contributes condi-

tional on a high signal or/and a high report.

First, suppose that the high type contributes conditional on a high signal or a high report.

Consider the second stage. If m̂j = 1 and m̂i = 0, then contributing yields a high image,

while not contributing is off-equilibrium. Denote the image in this case by θ̂i and let θ̃i

denote any consistent belief system such that θ̃i(θj , sj , 0, 1) ≡ θ̂i. Take a high type with

si = 1. Agent i does not have incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)⇔2E[W |si, sj = 1]− c+ µ ≥ µθ̂i

⇔θ̂i ≤
3/2− (c− µ)

µ
≡ θ∗(1, 1).

Notice that Assumption 1 implies that θ∗(1, 1) > 0, i.e., if the assigned image is at most

θ∗(1, 1), then the high type with si = 1 has no incentives to take action âi = 0. Next,

consider a low type with any si. Agent i does not have incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)⇔ θ̂i ≤ θ∗(0, si),

where θ∗(0, si) < 0 since by Assumption 1 low types never contribute. Now, we need to

apply the DD1-criterion to determine the type that is most likely to take action âi = 0
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when m̂j = 1 and m̂i = 0. Notice that θ∗(θi, si) < 0 implies D∗(θi, si, 0, 0, 1) = [0, 1],

which therefore holds for low types, while D∗(1, 1, 0, 0, 1) 6= ∅ as θ∗(1, 1) > 0. Therefore,

Θ∗(0, 0, 1) = {0}, i.e., the criterion assigns a low image, θ̂i = 0, to action âi = 0 when

m̂j = 1 and m̂i = 0. Therefore, let θ̃i denote any consistent belief system such that

θ̃i(θj , sj , 0, 0) = 0 for (θj , sj) 6= (1, 0) and consider the first stage. Take a high type with

si = 0 and consider a deviation to (m′i, a
′
i) = (1,1{m̂j=1}). Agent i does not have incentives

to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)[µ+ (1− π)(2E[W |si, sj = 0]− c)]

+ Pr(sj = 1|si)[(1 + π)2E[W |si, sj = 1] + µ− c]

≥ Pr(sj = 0|si)[2E[W |si, sj = 0] + (1− π)(µ− c)]

+ Pr(sj = 1|si)[(1 + π)2E[W |si, sj = 1] + µ− c]

⇔µ+ (1− π)2E[W |si, sj = 0] ≥ 2E[W |si, sj = 0] + (1− π)µ

⇔µ ≥ 1/2. (24)

Next, take a low type with si = 0 and consider a deviation to (m′i, a
′
i) = (0, 0). Recall that

this deviation yields a low image if m̂j = 1 by the DD1-criterion. Agent i does not have

incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)πE[W |si, sj = 0] + Pr(sj = 1|si)πE[W |si, sj = 1]

≥ Pr(sj = 0|si)πµ+ Pr(sj = 1|si)πE[W |si, sj = 1]

⇔µ ≤ 1/4. (25)

As (24) and (25) cannot both hold, such an equilibrium does not exist.

Second, suppose that the high type contributes conditional on a high signal and a high

report. Then, submitting a low report and not contributing yields a high image. Take a

low type with si = 0 and consider a deviation to (m′i, a
′
i) = (0, 0). Agent i does not have

incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)πµE[θ̃i(θj , 0, 1, 0)] + Pr(sj = 1|si)πE[W |si, sj = 1] ≥ µ

⇔2πµE[θ̃i(θj , 0, 1, 0)] + π/2 ≥ 3µ.

Notice that

E[θ̃i(θj , 0, 1, 0)] =
π

3− 2π
, (26)

which yields

µ
2π2

3− 2π
+ π/2 ≥ 3µ⇔ π/2 ≥ µ9− 6π − 2π2

3− 2π
⇔ µ ≤ 3π − 2π2

2(9− 6π − 2π2)
. (27)

Next, take a high type with si = 0 and consider a deviation to (m′i, a
′
i) = (1, 0). Agent i
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does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔µ ≥ Pr(sj = 0|si)πµE[θ̃i(θj , 0, 1, 0)] + Pr(sj = 1|si)π2E[W |si, sj = 1]

⇔3µ ≥ 2πµE[θ̃i(θj , 0, 1, 0)] + π.

Substituting (26) yields

3µ ≥ µ 2π2

3− 2π
+ π ⇔ µ ≥ 3π − 2π2

9− 6π − 2π2
. (28)

As (27) and (28) cannot both hold, such an equilibrium does not exist, which finishes the

proof.

A.3 Proof of Proposition 3

Suppose µ < 1/2. By Proposition 2, we only need to show that the communication strategy

profile in which the low type is a denialist and the high type is truthful is not part of an

equilibrium with consequential communication.

First, suppose that the high type contributes conditional on a high signal or a high report.

Notice that
(3− π)(3− 2π)

π2 − 12π + 15
>

1

2
> µ for all π ∈ (0, 1),

i.e., Theorem 1 (presented later in Section 4) implies that this strategy profile is not an equilib-

rium. Second, suppose that the high type contributes conditional on a high signal and a high

report. Let B(π) ≡ π(2π2 − 24π + 51)− 27 and notice that if B(π) > 0, then

π(3− π)(3− 2π)

B(π)
> 1 > µ for all π ∈ (0, 1),

i.e., Proposition 4 (presented later in Section 4) implies that also this strategy profile is not an

equilibrium, which finishes the proof.

A.4 Proof of Theorem 1 and Proposition 6

Proposition 6 in Section 7 extends Theorem 1 to impure public goods and lower intrinsic moti-

vation of high types to contribute to the public good. In the following, we first prove Proposition

6 and then derive Theorem 1 by setting β = 1 and θ̄ = 1.

Suppose that low types are denialist and high types are truthful and contribute conditional

on a high signal or a high report. Consider first the second stage. If m̂j = 1 and m̂i = 0, then

not contributing yields a low image and contributing a high image. Furthermore, notice that

m̂j = 1 implies that j is a high type with sj = 1. Hence, contributing independent of the signal

si is optimal for the high type iff

c− µ ≤ (1 + θ̄) min
si

E[W |si, m̂j = 1] = (1 + θ̄)E[W |si = 0, sj = 1] = (1 + θ̄)/2

⇔µ ≥ c− (1 + θ̄)/2, (29)

which is the first desired lower bound on µ.
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If m̂j = 1 and m̂i = 1, then contributing yields a high image, while not contributing

is off-equilibrium. Notice that not contributing may be beneficial if the other player assigns a

sufficiently high image to this deviation. Denote this image by θ̂i and let θ̃i denote any consistent

belief system such that θ̃i(θj , sj , 1, 0) ≡ θ̂i. Take a high type with si = 1. Agent i does not have

incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)⇔(1 + θ̄)E[W |si, sj = 1]− c+ µ ≥ µθ̂i

⇔θ̂i ≤
3(1 + θ̄)/4− (c− µ)

µ
≡ θ∗(1, 1).

Notice that (29) implies that

θ∗(1, 1) ≥ 1 + θ̄

4µ
> 0,

i.e., if the assigned image is at most θ∗(1, 1) > 0, then the high type with si = 1 does not want

to take action âi = 0. Next, consider a low type with any si. Similarly, agent i does not have

incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)⇔ θ̂i ≤ θ∗(0, si),

where θ∗(0, si) < 0 since by Assumption 1 low types never contribute. Thus, low types even

have an incentive to take action âi = 0 if this yields a low image. Now, we need to apply the

DD1-criterion to determine the type that is most likely to take action âi = 0 when m̂j = 1 and

m̂i = 1. Notice that θ∗(θi, si) < 0 implies D∗(θi, si, 1, 0, 1) = [0, 1], which therefore holds for

low types, while D∗(1, 1, 1, 0, 1) ( [0, 1] as θ∗(1, 1) > 0. Therefore, Θ∗(1, 0, 1) = {0}, i.e., the

criterion assigns a low image, θ̂i = 0, to action âi = 0 when m̂j = 1 and m̂i = 1.

If m̂j = 0 and m̂i = 1, again contributing yields a high image, while not contributing is

off-equilibrium. Let θ̃i denote any consistent belief system such that θ̃i(θj , sj , 1, 0) ≡ θ̂i. Take a

high type with si = 0. Agent i does not have incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)

⇔Pr(sj = 0|si)((1 + θ̄)E[W |si, sj = 0]− c+ µ) + Pr(sj = 1|si)(1− π)((1 + θ̄)E[W |si, sj = 1]

− c+ µ) ≥ Pr(sj = 0|si)µθ̂i + Pr(sj = 1|si)(1− π)µθ̂i

⇔(1 + θ̄)Pr(sj = 0|si)E[W |si, sj = 0] + (1 + θ̄)Pr(sj = 1|si)(1− π)E[W |si, sj = 1]

+ (Pr(sj = 0|si) + Pr(sj = 1|si)(1− π))(µ(1− θ̂i)− c) ≥ 0

⇔(1 + θ̄)(1− π/2)− (3− π)(c− µ) ≥ (3− π)µθ̂i

⇔θ̂i ≤
(1 + θ̄)(1− π/2)

µ(3− π)
− c− µ

µ
≡ θ∗∗(1, 0).

Notice that (1 + θ̄)(1−π/2)/(3−π) < 2/3 for all π ∈ (0, 1) and θ̄ ∈ (0, 1], which yields, together

with Assumption 1,

θ∗∗(1, 0) <
2

3µ
− 3

4µ
< 0,

i.e., the high type with si = 0 even has an incentive to take action âi = 0 if this yields a low
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image. If si = 1, then agent i does not have incentives to take action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)

⇔Pr(sj = 0|si)((1 + θ̄)E[W |si, sj = 0]− c+ µ) + Pr(sj = 1|si)(1− π)((1 + θ̄)E[W |si, sj = 1]

− c+ µ) ≥ Pr(sj = 0|si)µθ̂i + Pr(sj = 1|si)(1− π)µθ̂i

⇔(1 + θ̄)Pr(sj = 0|si)E[W |si, sj = 0] + (1 + θ̄)Pr(sj = 1|si)(1− π)E[W |si, sj = 1]

+ (Pr(sj = 0|si) + Pr(sj = 1|si)(1− π))(µ(1− θ̂i)− c) ≥ 0

⇔(1 + θ̄)(2− 3π/2)− (3− 2π)(c− µ) ≥ (3− 2π)µθ̂i

⇔θ̂i ≤
(1 + θ̄)(2− 3π/2)

µ(3− 2π)
− c− µ

µ
≡ θ∗∗(1, 1).

Notice that (2− 3π/2)/(3− 2π) > 1/2 for all π ∈ (0, 1), which yields, together with (29),

θ∗∗(1, 1) >
1 + θ̄

2µ
− 1 + θ̄

2µ
= 0,

i.e., if the assigned image is at most θ∗∗(1, 1) > 0, then the high type with si = 1 does not

want to to take action âi = 0. Next, consider a low type with any si. As in the previous case,

θ∗∗(0, si) < 0 by Assumption 1 and therefore, Θ∗(1, 0, 0) = {0}, i.e., the criterion assigns a low

image, θ̂i = 0, to action âi = 0 when m̂j = 0 and m̂i = 1.

Finally, if m̂j = 0 and m̂i = 0, then not contributing yields an intermediate image of

θ̃i(θj , sj , 0, 0) depending on the type and signal of the other agent, while contributing is off-

equilibrium. By Assumption 1, the low type never contributes, while contributing after submit-

ting a low report may be beneficial for the high type if the other player assigns a sufficiently

high image to this deviation. As before, denote this image by θ̂i and let θ̃i denote any consistent

belief system such that θ̃i(θj , sj , 0, 1) ≡ θ̂i. Take a high type with si = 0. Agent i does not have

incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)(1− π)µθ̃i(0, 1, 0, 0) ≥ Pr(sj = 0|si)·

((1 + θ̄)E[W |si, sj = 0]− c+ µθ̂i) + Pr(sj = 1|si)(1− π)((1 + θ̄)E[W |si, sj = 1]− c+ µθ̂i)

⇔µ2E[θ̃i(θj , 0, 0, 0)] + (1− π)θ̃i(0, 1, 0, 0)

3− π
≥ (1 + θ̄)(1− π/2)

3− π
− c+ µθ̂i. (30)

By Assumption 1, the right-hand-side of (30) is negative for any belief θ̂i and all π ∈ (0, 1)

and θ̄ ∈ (0, 1], i.e., the high type with si = 0 does not want to take action âi = 1. Hence,

D∗(θi, si, 0, 1, 0) = ∅ for (θi, si) 6= (1, 1), which implies that if the high type with si = 1 benefits

from contributing for some beliefs of the other agent, D∗(1, 1, 0, 1, 0) 6= ∅, then Θ∗(0, 1, 0) = {1},
i.e., the criterion assigns a high image, θ̂i = 1, to action âi = 1 when m̂j = 0 and m̂i = 0 in this

case.

Next, we consider the first stage. Take a high type with si = 0. Notice that deviations

that involve contributing independently of m̂j are ruled out by the second stage (contributing

is not optimal if m̂j = 0). Truthful reporting and never contributing is also ruled out by the

second stage if (29) holds (see case (m̂i = 0, m̂j = 1)). Furthermore, overreporting and never

contributing yields the same low image as the previous deviation by the DD1-criterion if m̂j = 1

(see case (m̂i = 1, m̂j = 1)) and is therefore also ruled out. Hence, the only deviation left is
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overreporting and contributing if the other agent sends a high report, i.e., a deviation to the

strategy (m′i, a
′
i) = (1,1{m̂j=1}). Recall that this strategy yields a low image if m̂j = 0 by the

DD1-criterion. Therefore, let θ̃i denote any consistent belief system such that θ̃i(θj , sj , 1, 0) = 0

for all (θj , sj). Agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)[π((1 + θ̄)(1 + β)E[W |si, sj = 1]− c+ µ)

+ (1− π)µθ̃i(0, 1, 0, 0)] ≥ Pr(sj = 0|si)π(1 + θ̄)βE[W |si, sj = 0]

+ Pr(sj = 1|si)π((1 + θ̄)(1 + β)E[W |si, sj = 1]− c+ µ)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)(1− π)µθ̃i(0, 1, 0, 0)

≥ Pr(sj = 0|si)π(1 + θ̄)βE[W |si, sj = 0]

⇔2µE[θ̃i(θj , 0, 0, 0)] + (1− π)µθ̃i(0, 1, 0, 0) ≥ π(1 + θ̄)β/2. (31)

Next, notice that

E[θ̃i(θj , 0, 0, 0)] =
2π

3− π
and θ̃i(0, 1, 0, 0) =

π

3− 2π
. (32)

Substituting (32) into (31) yields

µ

(
4

3− π
+

1− π
3− 2π

)
≥ (1 + θ̄)β/2⇔ µ ≥ (1 + θ̄)β(3− π)(3− 2π)

2(π2 − 12π + 15)
, (33)

which is the second desired lower bound on µ. If si = 1, then deviations that involve never

contributing are ruled out by the second stage if (29) holds (see cases (m̂i = 0, m̂j = 1) and

(m̂i = 1, m̂j = 1)). Underreporting and always contributing is also ruled out as it only lowers the

likelihood of a contribution by the other player compared to the considered equilibrium candidate

(high report and always contributing). Hence, the only deviations left are those that involve

contributing if the other agent sends a high report, i.e., deviations to the strategies (m′i, a
′
i) =

(0,1{m̂j=1}) and (m′′i , a
′′
i ) = (1,1{m̂j=1}). Consider first a deviation to (m′i, a

′
i) = (0,1{m̂j=1}).

Let θ̃i denote any consistent belief system and recall that this deviation yields an intermediate

image of θ̃i(θj , sj , 0, 0) depending on the type and signal of the other agent if m̂j = 0. Agent i

does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔(1 + πβ)(1 + θ̄)(Pr(sj = 0|si)E[W |si, sj = 0] + Pr(sj = 1|si)E[W |si, sj = 1])− c+ µ

≥ Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)[π((1 + θ̄)(1 + β)E[W |si, sj = 1]

− c+ µ) + (1− π)µθ̃i(0, 1, 0, 0)]

⇔(1 + θ̄)(2(1 + πβ)− 3π(1 + β)/2)− (3− 2π)c

≥ µE[θ̃i(θj , 0, 0, 0)] + 2(1− π)µθ̃i(0, 1, 0, 0)− (3− 2π)µ. (34)
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Substituting (32) into (34) yields

(1 + θ̄)(2(1 + πβ)− 3π(1 + β)/2)− (3− 2π)c ≥ µ
(

2π

3− π
+

2π(1− π)

3− 2π
− (3− 2π)

)
⇔(1 + θ̄)(2(1 + πβ)− 3π(1 + β)/2)− (3− 2π)c ≥ µ−3(1− π)(2π2 − 10π + 9)

(3− π)(3− 2π)

⇔µ ≥ (2(3− 2π)c− (1 + θ̄)(4− π(3− β)))(3− π)(3− 2π)

6(1− π)(2π2 − 10π + 9)
, (35)

which is the third desired lower bound on µ. Second, consider a deviation to (m′′i , a
′′
i ) =

(1,1{m̂j=1}) and recall that this strategy yields a low image if m̂j = 0 by the DD1-criterion.

Therefore, let θ̃i denote any consistent belief system such that θ̃i(θj , sj , 1, 0) = 0 for all (θj , sj).

Agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′′i , a

′′
i |θi, si, θ̃i)

⇔(1 + πβ)(1 + θ̄)(Pr(sj = 0|si)E[W |si, sj = 0] + Pr(sj = 1|si)E[W |si, sj = 1])− c+ µ

≥ Pr(sj = 0|si)πβ(1 + θ̄)E[W |si, sj = 0] + Pr(sj = 1|si)π((1 + β)(1 + θ̄)E[W |si, sj = 1]− c+ µ)

⇔(1 + θ̄)(Pr(sj = 0|si)E[W |si, sj = 0] + Pr(sj = 1|si)E[W |si, sj = 1])− c+ µ

≥ Pr(sj = 1|si)π((1 + θ̄)E[W |si, sj = 1]− c+ µ)

⇔ (1 + θ̄)(2− 3π/2)

3− 2π
≥ c− µ

which is implied by (29) as (2 − 3π/2)/(3 − 2π) > 1/2 for all π ∈ (0, 1). Finally, consider a

low type. As the low type never contributes, the only possible deviation is submitting a high

report but not contributing, (m′i, a
′
i) = (1, 0). Recall that this strategy yields a low image by

the DD1-criterion and let θ̃i denote any consistent belief system such that θ̃i(θj , sj , 1, 0) = 0 for

all (θj , sj). If si = 0, then agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)[πβE[W |si, sj = 1] + (1− π)µθ̃i(0, 1, 0, 0)]

≥ Pr(sj = 0|si)πβE[W |si, sj = 0] + Pr(sj = 1|si)πβE[W |si, sj = 1]

⇔2µE[θ̃i(θj , 0, 0, 0)] + (1− π)µθ̃i(0, 1, 0, 0) ≥ πβ/2. (36)

Substituting (32) into (36) yields

µ

(
4

3− π
+

1− π
3− 2π

)
≥ β

2
⇔ µ ≥ β(3− π)(3− 2π)

2(π2 − 12π + 15)
,

which is implied by (33). If si = 1, then agent i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)[πβE[W |si, sj = 1] + (1− π)µθ̃i(0, 1, 0, 0)]

≥ Pr(sj = 0|si)πβE[W |si, sj = 0] + Pr(sj = 1|si)πβE[W |si, sj = 1]

⇔µE[θ̃i(θj , 0, 0, 0)] + 2(1− π)µθ̃i(0, 1, 0, 0) ≥ πβ/2. (37)
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Substituting (32) into (37) yields

µ

(
1

3− π
+

1− π
3− 2π

)
≥ β

4
⇔ µ ≥ β(3− π)(3− 2π)

4(π2 − 6π + 6)
, (38)

which is the fourth desired lower bound on µ. Hence, we have established that no type-signal

pair has incentives to deviate if (29), (33), (35) and (38) hold. Notice also that if one of the

four conditions does not hold, this claim is no longer valid. Accounting for the bounds from

Assumption 1 finishes the proof of Proposition 6.

Next, we derive Theorem 1. Suppose β = 1 and θ̄ = 1. Using (33), we obtain

(3− π)(3− 2π)

4(π2 − 6π + 6)
=

π2 − 12π + 15

4(π2 − 6π + 6)
· (3− π)(3− 2π)

π2 − 12π + 15
<

(3− π)(3− 2π)

π2 − 12π + 15
≤ µ

for all π ∈ (0, 1), i.e., (33) implies (38). Hence, no type-signal pair has incentives to deviate if

(29), (33) and (35) hold. Again, notice that if one of these conditions does not hold, this claim

is no longer valid. Accounting for the bounds from Assumption 1 finishes the proof of Theorem

1.

A.5 Proof of Proposition 4

Suppose that low types are denialist and high types are truthful and contribute conditional

on a high signal and a high report. Consider first the second stage. If m̂j = 1 and m̂i = 1,

then contributing yields a high image, while not contributing is off-equilibrium. Notice that

not contributing may be beneficial if the other player assigns a sufficiently high image to this

deviation. Denote this image by θ̂i and let θ̃i denote any consistent belief system such that

θ̃i(θj , sj , 1, 0) ≡ θ̂i. Take a high type with si = 1. Agent i does not have incentives to take

action âi = 0 iff

U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i)⇔2E[W |si, sj = 1]− c+ µ ≥ µθ̂i

⇔θ̂i ≤
3/2− (c− µ)

µ
≡ θ∗(1, 1).

Notice that Assumption 1 implies that θ∗(1, 1) > 0, i.e., if the assigned image is at most θ∗(1, 1) >

0, then the high type with si = 1 does not want to take action âi = 0. Next, consider a low

type with any si. Recall that by Assumption 1, low types do not contribute even if this yields a

low image. Thus, Θ∗(1, 0, 1) = {0}, i.e., the DD1-criterion assigns a low image, θ̂i = 0, to action

âi = 0 when m̂j = 1 and m̂i = 1. In particular, the deviation is not profitable for the high type

with si = 1. Take a high type with si = 0. Agent i does not have incentives to take action

âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)⇔0 ≥ 2E[W |si, sj = 1]− c+ µ

⇔µ ≤ c− 1, (39)

which is the desired upper bound on µ.

If m̂j = 0 or m̂i = 0, then not contributing yields some positive image θ̃i(θj , sj , m̂i, 0) > 0

depending on the type and signal of the other agent, while contributing is off-equilibrium. As

the low type never contributes, D∗(0, si, m̂i, 1, m̂j) = ∅ for all si. Hence, if the high type
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benefits from contributing for some si and beliefs of the other agent, D∗(1, si, m̂i, 1, m̂j) 6= ∅,
then Θ∗(m̂i, 1, m̂j) = {1}, i.e., the criterion assigns a high image, θ̂i = 1, to action âi = 1 when

m̂j = 0 or m̂i = 0 in this case. Therefore, let θ̃i denote any consistent belief system such that

θ̃i(θj , sj , m̂i, 1) ≡ 1 and consider the case m̂j = 0 and m̂i = 1; notice that contributing and not

contributing both yields a high image. Take a high type with si = 0. Agent i does not have

incentives to take action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)

⇔µ ≥ Pr(sj = 0|si)2E[W |si, sj = 0] + Pr(sj = 1|si)2E[W |si, sj = 1]− c+ µ

⇔c ≥ 2/3,

which is implied by (39). Take a high type with si = 1. Agent i does not have incentives to take

action âi = 1 iff

U∗i (m̂i, âi = 0|θi, si, m̂j , θ̃i) ≥ U∗i (m̂i, âi = 1|θi, si, m̂j , θ̃i)

⇔µ ≥ Pr(sj = 0|si)2E[W |si, sj = 0] + Pr(sj = 1|si)2E[W |si, sj = 1]− c+ µ

⇔c ≥ 4/3, (40)

which will later be shown to be implied by another condition. This shows that always contribut-

ing after submitting a high report is not optimal.

Next, we consider the first stage. Take a high type with si = 0. Notice that deviations

that involve contributing independently of m̂j yield a high image regardless of m̂i. Hence, as

m̂i = 1 yields a higher likelihood of a contribution by the other player, strategy (0, 1) is strictly

dominated by strategy (1, 1). Furthermore, a deviation to the latter strategy is ruled out by

the second stage (case m̂j = 0 and m̂i = 1). Similarly, deviations that involve contributing

if m̂j = 1 yield a weakly higher image and a higher likelihood of a contribution by the other

player if m̂i = 1. Hence, strategy (0,1{m̂j=1}) is strictly dominated by strategy (1,1{m̂j=1}).

Moreover, also a deviation to the latter strategy is ruled out by the second stage (case m̂j = 1

and m̂i = 1). Hence, the only deviation left is overreporting and never contributing, i.e., a

deviation to the strategy (m′i, a
′
i) = (1, 0). This strategy yields a high image if m̂j = 0 and a

low image if m̂j = 1 by the DD1-criterion. Therefore, let θ̃i denote any consistent belief system

such that θ̃i(θj , sj , 1, 0) = 1 for all (θj , sj) 6= (1, 1) and θ̃i(1, 1, 1, 0) = 0. Agent i does not have

incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)µE[θ̃i(θj , 1, 0, 0)]

≥ Pr(sj = 0|si)µ+ Pr(sj = 1|si)[π2E[W |si, sj = 1] + (1− π)µ]

⇔2µE[θ̃i(θj , 0, 0, 0)] + µE[θ̃i(θj , 1, 0, 0)] ≥ π + (3− π)µ. (41)

Next, notice that

E[θ̃i(θj , 0, 0, 0)] =
2π

3− π
and E[θ̃i(θj , 1, 0, 0) =

π

3− 2π
. (42)
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Substituting (42) into (41) yields

µ

(
4π

3− π
+

π

3− 2π

)
≥ π + (3− π)µ⇔ µ

π(2π2 − 24π + 51)− 27

(3− π)(3− 2π)
≥ π. (43)

For (43) to hold it is necessary that

B(π) ≡ π(2π2 − 24π + 51)− 27 > 0, (44)

which is the desired lower bound on π.14 Given (44) holds, we obtain

µ ≥ π(3− π)(3− 2π)

B(π)
, (45)

which is the first desired lower bound on µ. Notice that the right-hand-side of (45) is strictly

decreasing in π on the range where (44) holds and attains 1 at π = 1, which implies µ ≥ 1.

Together with (39), we obtain c ≥ 2, which implies (40) as claimed above.

If si = 1, then the strategies (0, 1) and (0,1{m̂j=1}) are again strictly dominated. Further-

more, also a deviation to the strategies (1, 1) (case m̂j = 0 and m̂i = 1) and (1, 0) (case m̂j = 1

and m̂i = 1) is ruled out by the second stage. Hence, the only deviation left is underreporting

and never contributing , i.e., a deviation to the strategy (m′i, a
′
i) = (0, 0). This strategy yields an

intermediate image of θ̃i(θj , sj , 0, 0) depending on the type and signal of the other agent. Agent

i does not have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µ+ Pr(sj = 1|si)[π(4E[W |si, sj = 1]− c+ µ) + (1− π)µ]

≥ Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)µE[θ̃i(θj , 1, 0, 0)]

⇔3µ+ 2π(3− c) ≥ µE[θ̃i(θj , 0, 0, 0)] + 2µE[θ̃i(θj , 1, 0, 0)]. (46)

Substituting (42) into (46) yields

3µ+ 2π(3− c) ≥ µ
(

2π

3− π
+

2π

3− 2π

)
⇔2π(3− c) ≥ −µ3(1− π)(9− 4π)

(3− π)(3− 2π)

⇔µ ≥ 2π(c− 3)(3− π)(3− 2π)

3(1− π)(9− 4π)
, (47)

which is the second desired lower bound on µ. Finally, consider a low type. As the low type

never contributes, the only possible deviation is submitting a high report but not contributing,

(m′i, a
′
i) = (1, 0). Recall that this strategy yields a high image if m̂j = 0 and a low image if

m̂j = 1 by the DD1-criterion. Therefore, let θ̃i denote any consistent belief system such that

θ̃i(θj , sj , 1, 0) = 1 for all (θj , sj) 6= (1, 1) and θ̃i(1, 1, 1, 0) = 0. If si = 0, then agent i does not

14Notice that the corresponding cubic equation B(π) = 0 has exactly one real solution on (0, 1), which
is irrational and slightly larger than 4/5. In particular, (44) holds if π exceeds this value.
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have incentives to do this deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)µE[θ̃i(θj , 1, 0, 0)]

≥ Pr(sj = 0|si)µ+ Pr(sj = 1|si)[πE[W |si, sj = 1] + (1− π)µ]

⇔2µE[θ̃i(θj , 0, 0, 0)] + µE[θ̃i(θj , 1, 0, 0)] ≥ π/2 + (3− π)µ. (48)

Substituting (42) into (48) yields

µ

(
4π

3− π
+

π

3− 2π

)
≥ π/2 + (3− π)µ⇔ µ

π(2π2 − 24π + 51)− 27

(3− π)(3− 2π)
≥ π/2,

which is implied by (44) and (45). If si = 1, then agent i does not have incentives to do this

deviation iff

U∗i (m∗i , a
∗
i |θi, si, θ̃i) ≥ U∗i (m′i, a

′
i|θi, si, θ̃i)

⇔Pr(sj = 0|si)µE[θ̃i(θj , 0, 0, 0)] + Pr(sj = 1|si)µE[θ̃i(θj , 1, 0, 0)]

≥ Pr(sj = 0|si)µ+ Pr(sj = 1|si)[πE[W |si, sj = 1] + (1− π)µ]

⇔µE[θ̃i(θj , 0, 0, 0)] + 2µE[θ̃i(θj , 1, 0, 0)] ≥ 3π/2 + (3− 2π)µ. (49)

Substituting (42) into (49) yields

µ

(
2π

3− π
+

2π

3− 2π

)
≥ 3π/2 + (3− 2π)µ⇔ µ

π(4π2 − 30π + 57)− 27

(3− π)(3− 2π)
≥ 3π/2, (50)

which is also implied by (44) and (45).15 Hence, we have established that no type-signal pair

has incentives to deviate if (39), (44), (45) and (47) hold. Notice also that if one of these

four conditions does not hold, this claim is no longer valid. Accounting for the bounds from

Assumption 1 finishes the proof.

A.6 Proof of Proposition 5

We first determine welfare of strategy profiles in S∗.

Lemma 1. The strategy profile in which

(i) there is no information transmission (both types are truthful) and the high type never

contributes yields welfare 2πµ.

(ii) there is no information transmission and the high type contributes conditional on a high

signal yields welfare 2π(1 + π/3− c/2 + µ).

(iii) both types are truthful and the high type contributes conditional on a high signal or a high

report yields welfare 2π(5(3 + π)/12− 2c/3 + µ).

(iv) both types are truthful and the high type contributes conditional on a high signal and a high

report yields welfare 2π((3 + π)/4− c/3 + µ).

15To see why, notice that π(4π2 − 30π + 57) − 27 ≥ 3(π(2π2 − 24π + 51) − 27)/2 > 0 for all π on the
range where (44) holds. Combined with (45), this yields (50).
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(v) the low type is a denialist and the high type is truthful and contributes conditional on a

high signal or a high report yields welfare 2π(1 + 2π/3− (3 + π)c/6 + µ).

(vi) the low type is a denialist and the high type is truthful and contributes conditional on a

high signal and a high report yields welfare 2π(π − πc/3 + µ).

In particular, the ex-ante expected total image in society is equal to 2π, independent of the

agents’ strategies.

Proof. (i) As both types employ the same communication strategy, their ex-ante expected

utility is µπ, which yields welfare 2(πµπ + (1− π)µπ) = 2πµ.

(ii) The ex-ante expected utility of a high type is

Pr(si = 1) (2E[W |si = 1]− c+ µ+ Pr(sj = 1|si = 1)π2E[W |si = 1, sj = 1])

+ Pr(si = 0)
(
Pr(sj = 1|si = 0)(π2E[W |si = 0, sj = 1] + µE[θ̃i(θj , 1, 1, 0)])

+ Pr(sj = 0|si = 0)µE[θ̃i(θj , 0, 1, 0)]
)

=
1

2

(
4

3
(1 + π)− c+ µ

(
1 +

1

3
E[θ̃i(θj , 1, 1, 0)] +

2

3
E[θ̃i(θj , 0, 1, 0)]

))
. (51)

Notice that

E[θ̃i(θj , 0, 1, 0)] =
2π

3− π
and E[θ̃i(θj , 1, 1, 0)] =

π

3− 2π
. (52)

Substituting (52) into (51) yields

1

2

(
4

3
(1 + π)− c+

µ

3

(
3 +

π

3− 2π
+

4π

3− π

))
=

1

2

(
4

3
(1 + π)− c− µ π2 + 4π − 9

(3− π)(3− 2π)

)
.

The ex-ante expected utility of a low type is

Pr(si = 1)
(
Pr(sj = 1|si = 1)(πE[W |si = 1, sj = 1] + µE[θ̃i(θj , 1, 1, 0)])

+ Pr(sj = 0|si = 1)µE[θ̃i(θj , 0, 1, 0)]
)

+ Pr(si = 0)
(
Pr(sj = 1|si = 0)(πE[W |si = 0, sj = 1] + µE[θ̃i(θj , 1, 1, 0)])

+ Pr(sj = 0|si = 0)µE[θ̃i(θj , 0, 1, 0)]
)

=
1

2

(
2

3
π + µ

(
E[θ̃i(θj , 1, 1, 0)] + E[θ̃i(θj , 0, 1, 0)]

))
. (53)

Substituting (52) into (53) yields

1

2

(
2

3
π + µ

(
π

3− 2π
+

2π

3− π

))
=

1

2

(
2

3
π + µ

π(9− 5π)

(3− π)(3− 2π)

)
.

Together, this yields welfare

π

(
4

3
(1 + π)− c− µ π2 + 4π − 9

(3− π)(3− 2π)

)
+ (1− π)

(
2

3
π + µ

π(9− 5π)

(3− π)(3− 2π)

)
=2π

(
1 +

π

3
− c

2
+ µ

)
.
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(iii) The ex-ante expected utility of a high type is

Pr(si = 1) (2(1 + π)E[W |si = 1]− c+ µ) + Pr(si = 0)
(
Pr(sj = 0|si = 0)µπ

+ Pr(sj = 1|si = 0)(2(1 + π)E[W |si = 0, sj = 1]− c+ µ)
)

=
1

2

(
(1 + π)

5

3
+

2

3
µπ − 4

3
(c− µ)

)
.

The ex-ante expected utility of a low type is

Pr(si = 1)πE[W |si = 1] + Pr(si = 0)
(
Pr(sj = 1|si = 0)πE[W |si = 0, sj = 1]

+ Pr(sj = 0|si = 0)µπ
)

=
1

2

(
5

6
π +

2

3
µπ

)
.

Together, this yields welfare

π

(
(1 + π)

5

3
+

2

3
µπ − 4

3
(c− µ)

)
+ (1− π)

(
5

6
π +

2

3
µπ

)
= 2π

(
(3 + π)

5

12
− 2

3
c+ µ

)
.

(iv) The ex-ante expected utility of a high type is

Pr(si = 1)
(
Pr(sj = 1|si = 1)(2(1 + π)E[W |si = 1, sj = 1]− c+ µ)

+ Pr(sj = 0|si = 1)µπ
)

+ Pr(si = 0)µπ

=
1

2

(
1 + π − 2

3
(c− µ) +

4

3
µπ

)
.

The ex-ante expected utility of a low type is

Pr(si = 1)
(
Pr(sj = 1|si = 1)πE[W |si = 1, sj = 1] + Pr(sj = 0|si = 1)µπ

)
+ Pr(si = 0)µπ

=
1

2

(
π

2
+

4

3
µπ

)
.

Together, this yields welfare

π

(
1 + π − 2

3
(c− µ) +

4

3
µπ

)
+ (1− π)

(
π

2
+

4

3
µπ

)
= 2π

(
3 + π

4
− c

3
+ µ

)
.

(v) The ex-ante expected utility of a high type is

Pr(si = 1) (2(1 + π)E[W |si = 1]− c+ µ) + Pr(si = 0)
(
Pr(sj = 1|si = 0)·

(π(4E[W |si = 0, sj = 1]− c+ µ) + (1− π)µE[θ̃i(θj , 1, 0, 0)])

+ Pr(sj = 0|si = 0)µE[θ̃i(θj , 0, 0, 0)]
)

=
1

2

(
4

3
+ 2π − 3 + π

3
c+ µ

(
3 + π

3
+

1− π
3

E[θ̃i(θj , 1, 0, 0)] +
2

3
E[θ̃i(θj , 0, 0, 0)]

))
. (54)
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Next, notice that

E[θ̃i(θj , 0, 0, 0)] =
2π

3− π
and E[θ̃i(θj , 1, 0, 0) =

π

3− 2π
. (55)

Substituting (55) into (54) yields

1

2

(
4

3
+ 2π − 3 + π

3
c+

µ

3

(
3 + π +

π(1− π)

3− 2π
+

4π

3− π

))
=

1

2

(
4

3
+ 2π − 3 + π

3
c+ µ

π3 − 5π2 − π + 9

(3− 2π)(3− π)

)
.

The ex-ante expected utility of a low type is

Pr(si = 1)
(
Pr(sj = 1|si = 1)(πE[W |si = 1, sj = 1] + (1− π)µE[θ̃i(θj , 1, 0, 0)])

+ Pr(sj = 0|si = 1)µE[θ̃i(θj , 0, 0, 0)]
)

+ Pr(si = 0)
(
Pr(sj = 1|si = 0)·

(πE[W |si = 0, sj = 1] + (1− π)µE[θ̃i(θj , 1, 0, 0)])

+ Pr(sj = 0|si = 0)µE[θ̃i(θj , 0, 0, 0)]
)

=
1

2

(
2

3
π + µ

(
(1− π)E[θ̃i(θj , 1, 0, 0)] + E[θ̃i(θj , 0, 0, 0)]

))
. (56)

Substituting (55) into (56) yields

1

2

(
2

3
π + µ

(
π(1− π)

3− 2π
+

2π

3− π

))
=

1

2

(
2

3
π + µ

π(π2 − 8π + 9)

(3− 2π)(3− π)

)
.

Together, this yields welfare

π

(
4

3
+ 2π − 3 + π

3
c+ µ

π3 − 5π2 − π + 9

(3− 2π)(3− π)

)
+ (1− π)

(
2

3
π + µ

π(π2 − 8π + 9)

(3− 2π)(3− π)

)
=2π

(
1 +

2

3
π − 3 + π

6
c+ µ

)
.

(vi) The ex-ante expected utility of a high type is

Pr(si = 1)
(
Pr(sj = 1|si = 1)π(4E[W |si = 1, sj = 1]− c) + µ

)
+ Pr(si = 0)µ(Pr(sj = 1|si = 0)E[θ̃i(θj , 1, 0, 0)] + Pr(sj = 0|si = 0)E[θ̃i(θj , 0, 0, 0)])

=
1

2

(
2

3
π(3− c) + µ

(
1 +

1

3
E[θ̃i(θj , 1, 0, 0)] +

2

3
E[θ̃i(θj , 0, 0, 0)]

))
. (57)

Substituting (55) into (57) yields

1

2

(
2

3
π(3− c) +

µ

3

(
3 +

π

3− 2π
+

4π

3− π

))
=

1

2

(
2

3
π(3− c)− µ π2 + 4π − 9

(3− 2π)(3− π)

)
.
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The ex-ante expected utility of a low type is

Pr(si = 1)µ(Pr(sj = 1|si = 1)E[θ̃i(θj , 1, 0, 0)] + Pr(sj = 0|si = 1)E[θ̃i(θj , 0, 0, 0)])

+ Pr(si = 0)µ(Pr(sj = 1|si = 0)E[θ̃i(θj , 1, 0, 0)] + Pr(sj = 0|si = 0)E[θ̃i(θj , 0, 0, 0)])

=
1

2
µ(E[θ̃i(θj , 1, 0, 0)] + E[θ̃i(θj , 0, 0, 0)]). (58)

Substituting (55) into (58) yields

1

2
µ

(
π

3− 2π
+

2π

3− π

)
=

1

2
µ

π(9− 5π)

(3− 2π)(3− π)
.

Together, this yields welfare

π

(
2

3
π(3− c)− µ π2 + 4π − 9

(3− 2π)(3− π)

)
+ (1− π)µ

π(9− 5π)

(3− 2π)(3− π)
= 2π

(
π − πc

3
+ µ

)
.

Finally, observe that the ex-ante expected total image of strategy profiles in S∗ is constant

at 2π, which finishes the proof.

In the following, we identify the equilibria in S∗ with the respective parts of Lemma 1. First,

notice that (v) yields higher welfare than (ii) iff

2π(1 + 2π/3− (3 + π)c/6 + µ) > 2π(1 + π/3− c/2 + µ)⇔ c < 2

and (iv) yields higher welfare than (ii) iff

2π((3 + π)/4− c/3 + µ) > 2π(1 + π/3− c/2 + µ)⇔ c > (3 + π)/2,

i.e., (ii) never yields the highest welfare. Second, (iii) yields at least as high welfare than (v) iff

2π(5(3 + π)/12− 2c/3 + µ) ≥ 2π(1 + 2π/3− (3 + π)c/6 + µ)⇔ c ≤ 3/2.

Third, (v) yields at least as high welfare than (iv) iff

2π(1 + 2π/3− (3 + π)c/6 + µ) ≥ 2π((3 + π)/4− c/3 + µ)⇔ c ≤ (3 + 5π)/(2 + 2π).

Fourth, (iv) yields at least as high welfare than (vi) iff

2π((3 + π)/4− c/3 + µ) ≥ 2π(π − πc/3 + µ)⇔ c ≤ 9/4.

Finally, (vi) yields at least as high welfare than (i) iff

2π(π − πc/3 + µ) ≥ 2πµ⇔ c ≤ 3,

which finishes the proof as the thresholds are strictly increasing.

A.7 Proof of Corollary 1

Suppose 27/20 < c < 39/20. Recall that in Section 4 we have identified equilibrium candidate

strategy profiles to be such that either
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(i) there is no information transmission and the high type never contributes,

(ii) there is no information transmission and the high type contributes conditional on a high

signal,

(iii) the low type is a denialist and the high type is truthful and contributes conditional on a

high signal or a high report, or

(iv) the low type is a denialist and the high type is truthful and contributes conditional on a

high signal and a high report.

We have already shown in the proof of Proposition 5 that (iii) yields higher welfare than (ii) and

that (iv) yields higher welfare than (i) on this cost range. Furthermore, it follows from Lemma

1 that (iii) yields higher welfare than (iv) iff

2π(1 + 2π/3− (3 + π)c/6 + µ) > 2π(π − πc/3 + µ)⇔ c < 2,

which implies that (iii) yields the highest welfare, and by Remark 1 also the highest net-of-

image-welfare, among the equilibrium candidates.

Next, fix any π ∈ (0, 1) and suppose that µ < 1/2, which implies (Proposition 3) that (iii) is

not an equilibrium. It is left to show that we can choose µ′ > µ such that (iii) is an equilibrium

under µ′ and hence net-of-image-welfare in equilibrium has increased.

Consider µ′ = c − 3/4 − ε > µ, with ε > 0 small enough. First, notice that by definition,

c− 3/4 > µ′ > c− 1. Second,

µ′ = c− 3/4− ε > 3/5− ε > (3− π)(3− 2π)

π2 − 12π + 15
.

It left to show that the last inequality of (4) is satisfied. Using that c = µ′ + 3/4 + ε, we get

µ′ − ((3− 2π)(c− 1)− 1)(3− π)(3− 2π)

3(1− π)(2π2 − 10π + 9)

=µ′ − ((3− 2π)(µ′ − 1/4 + ε)− 1)(3− π)(3− 2π)

3(1− π)(2π2 − 10π + 9)

=
2π(π2 − 6π + 6)

3(1− π)(2π2 − 10π + 9)

( (3− π)(3− 2π)(7− 2π − 4ε)

8π(π2 − 6π + 6)︸ ︷︷ ︸
>6/5

−µ′
)

>0,

where the last inequality holds since µ′ = c− 3/4− ε < 6/5− ε, which finishes the proof.
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