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Abstract

We consider a medical research project that was carried out at the University of Kiel (Germany). This paper deals with the task of scheduling this real-world project. The original problem is shown to be an instance of an extension of the well-known resource-constrained project scheduling problem (RCPSP) with makespan minimization as objective. We obtain a moderately sized problem which consists of 62 activities with time-varying resource request and 27 renewable resources with time-varying availabilities. Subsequently, a genetic algorithm that has recently been suggested for the RCPSP is employed to schedule the real-world project. Within less than one minute, a schedule is obtained which is proved to be optimal. Moreover, we compare the schedule found by the genetic algorithm with the hand-made one according to which the original project was performed. The makespan of the computed schedule is more than 10% shorter than the hand-made one. We conclude that computer based systems are useful for scheduling projects of moderate size, and that the genetic algorithm considered here is well suited for solving real-world project scheduling problems.

Keywords: Project Management and Scheduling, Resource-Constraints, Real-World Project, Genetic Algorithms, Computational Results.

1 Introduction

Scheduling a project of medium or large size usually is a tedious and time-consuming task. A particular difficulty is to obtain a good schedule in terms of a given objective while observing numerous constraints. Consequently, it is advisable to make use of a computer based scheduling system.

In this paper, we consider a medical research project that was performed in 1994 according to a hand-made schedule. Our goal is to show that scheduling this project using an algorithmic tool would not only have made the scheduling process more convenient, but would also have resulted in a much better schedule than the hand-made one. Additionally, we demonstrate that a computer based procedure allows to evaluate several alternative schedules that are determined for different scenarios. Our results suggest to solve a wide range of project scheduling problems by computer, especially if they have a similar structure like the one considered here, such as many medical, biological, and pharmacological research projects.

In order to provide a basis for a scheduling algorithm, we formalize the original research project as an instance of the well-known resource-constrained project scheduling problem (RCPSP) which additionally covers resource availability and request varying with time. For the classical RCPSP, the currently most powerful exact algorithms of Brucker et al. [2], Demeulemeester and Herroelen [4, 5], Mingozzi et al. [19], and Sprecher [22] are able to solve instances with 30 activities and 4 renewable resources, whereas problems with 60 activities and more are still intractable if the resources are scarce. Resource requirements that vary with time, as to be considered for the research project in this paper, make the scheduling problem even harder to solve, see Sprecher [21]. Consequently, we have to use a heuristic procedure to obtain a near-optimal schedule for the research project at hand. Numerous heuristics have been proposed for the RCPSP, see e.g. Kolisch [11, 12], Kolisch and Drexel [18], Baar et al. [1], Kohlmorgen et al. [10], Lee and Kim [15], Cho and Kim [3], and Hartmann [8]. In order to schedule the medical research project, we employ the
genetic algorithm proposed by Hartmann [8]. This approach was shown to outperform two other genetic algorithms (cf. Lee and Kim [15] and Özdamar [20]) as well as a priority rule based sampling method (cf. Kolisch [12]) on a set of systematically generated standard test instances (cf. Kolisch et al. [14]). Moreover, it can easily be adapted to the RCPSP with time-varying resource availability and request.

The remainder of the paper is organized as follows: Section 2 provides a description of the RCPSP with time-varying resource capacity and requirement. After the description of the medical research project in Section 3, the real-world data are transformed into an instance of the extended RCPSP in Section 4. Section 5 summarizes the basic characteristics of the genetic algorithm (GA) which is applied to schedule the project. Section 6 gives the results of our computational experiments. Finally, Section 7 states some conclusions.

2 Problem Description

Within the classical resource-constrained project scheduling problem (RCPSP), the activities of a project have to be scheduled such that the precedence and resource constraints are observed and the makespan of the project is minimized. The problem considered here extends the RCPSP in that it allows the resource availabilities as well as the resource requirements to be varying with time. We will denote this problem as RCPSP/τ for short. It can be described as follows.

We consider a project which consists of J activities (jobs) labeled j = 1, . . . , J. Due to technological requirements, there may be precedence relations between some of the jobs. These precedence relations are given by sets of immediate predecessors Pj indicating that an activity j may not be started before all of its predecessors are completed. The precedence relations can be represented by an activity-on-node network which is assumed to be acyclic. We consider additional activities j = 0 representing the single source and j = J + 1 representing the single sink activity of the network.

With the exception of the (dummy) source and (dummy) sink activity, each activity requires certain amounts of (renewable) resources to be performed. The set of resources is referred to as K. Denoting the set of periods as T, the availability of resource k ∈ K in period t ∈ T is given by Rk(t).

The processing time (duration) of an activity j is denoted as pj. Its request for resource k in the t-th period it is in process is given by rjk(t), where t = 1, . . . , pj. Once started, an activity may not be interrupted. W.l.o.g., we assume that the dummy source and the dummy sink activity have a duration of zero periods and no request for any resource.

We assume the parameters to be nonnegative and integer valued. The objective is to determine a schedule with minimal makespan such that both the precedence and resource constraints are fulfilled.

3 The Medical Research Project

We consider a medical research project that took place in 1994 at the University of Kiel (Germany). A detailed description of this project as well as the results can be found in Fitting [6], see also Löser et al. [17]. The research deals with the relationship between polyamine synthesis and cancer. While it has been shown by e.g. Löser et al. [16] that polyamines
cannot be used for cancer diagnosis, the inhibition of polyamine synthesis provides a successful approach to tumor growth inhibition, cf. e.g. Marton and Pegg [18]. The objective of the research project considered here is to examine the impact of certain medicaments and a special diet on the polyamine synthesis and on the stimulated pancreas growth of rats. The medicaments are given to (male) rats. After a prespecified number of days, a rat is sacrificed. Immediately afterwards, several organs (pancreas, liver, prostate, and small gut) are examined.

In the following, we give a description of those details of the medical research project that are relevant for scheduling the project.

- **Experiments:** We have 6 medicaments, which will simply be denoted as $a, \ldots, f$, that are tested in 7 specific combinations $A, \ldots, G$. Each medicament combination is tested over several specific durations on rats which are given a normal diet as well as on rats which are given a special diet. If special food is given, the test duration is 7 days. Otherwise, for the normal diet, we have test durations of 2, 3, and 6 days. Any medicament except for $a$ and $b$ requires an additional preparation time of 2 days when tested in accordance with the normal food, resulting in total durations of 4, 5, and 8 days for a corresponding combination. Testing a medicament combination with a given diet type over a given duration is called an experiment. Once an experiment has been started, it may not be interrupted.

- **Repetitions:** Each experiment is repeated several times in order to allow a statistical evaluation. The number of repetitions varies from experiment to experiment due to the following reasons: First, some of the experiments have already been performed in a similar way, therefore only a few repetitions are sufficient for obtaining reliable results (clearly, the number of rats to be sacrificed must be kept as small as possible). Second, some of the medicaments are scarce and expensive. In fact, three of the experiments are not performed at all, i.e. we have 0 repetitions. Table 1 displays the number of repetitions with respect to medicament combination, duration, and diet type of the experiments of the original project.

- **Temporal arrangement:** Several repetitions should be carried out in parallel, that is, they should start and finish at the same day. This keeps the schedule easier to survey. Moreover, it allows the researcher to dose the medicaments more exactly. However, performing too many repetitions of an experiment in parallel may cause systematical errors. Especially the last day of an experiment (i.e. the day on which the organs are examined) is assumed to be critical in this sense. Therefore, the repetitions of one experiment should finish on at least 2 and at most 3 different days.

- **Examination days:** Due to limited laboratory capacities, the organs of a rat can only be examined on Wednesday, Thursday, and Friday, which will thereafter be called examination days throughout this paper. As examinations must take place on the last day of an experiment, an experiment must finish on an examination day. In addition, the capacity of some equipment in the laboratory is limited: On each examination day, the organs of at most 6 rats can be examined. The calendar showing the examination days is given in Table 2. The days are consecutively numbered, up to the planning horizon of 84 days.
<table>
<thead>
<tr>
<th>medicament combination</th>
<th>diet: normal</th>
<th>special</th>
<th>duration:</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>A = {a}</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B = {b}</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C = {b, c}</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D = {b, d}</td>
<td>5</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E = {b, c, e, f}</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F = {b, d, e, f}</td>
<td>6</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G = {c}</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Experiments and repetitions

<table>
<thead>
<tr>
<th>Mo</th>
<th>Tu</th>
<th>We</th>
<th>Th</th>
<th>Fr</th>
<th>Sa</th>
<th>Su</th>
<th>Mo</th>
<th>Tu</th>
<th>We</th>
<th>Th</th>
<th>Fr</th>
<th>Sa</th>
<th>Su</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>43</td>
<td>44</td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
<td>55</td>
<td>56</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>57</td>
<td>58</td>
<td>59</td>
<td>60</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
<td>W</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
</tbody>
</table>

Table 2: Calendar — working (W) and examination (E) days
• **Working days:** The researcher is allowed to specify some days for vacation and for evaluation of some preliminary results. On the remaining days which are called working days the researcher is in the laboratory. The first working day of the project was June 6, 1994. The original working days are entered into the calendar of Table 2. The tasks of the researcher are examining on the last day of an experiment as well as feeding and giving the medicaments. During the duration of an experiment based on normal food, the researcher must be in the laboratory on each day. However, an experiment related to special food (which always takes 7 days) requires his presence only on days 1, 5, 6, and 7, while on the other days, feeding and giving medicaments are not necessary. Due to the high effort of feeding, giving medicaments, and examining, the researcher can handle only 20 rats at the same time. That is, on each working day at most 20 experiment repetitions requiring his presence in the laboratory can be processed.

• **Objective:** The researcher is responsible for determining a project schedule which observes the restrictions given above. His objective is an early project completion; this also leads to free laboratory capacities for further research projects.

4 **Transformation to the RCPSP/τ**

4.1 **Resources**

We start the transformation by defining the set of renewable resources which will be given by $K = \{1, \ldots, 27\}$. The capacities of the first two resources are varying with time. Therefore, we have to specify the set of periods first. As we have a planning horizon of 84 days (see Table 2), we obtain $T = \{1, \ldots, 84\}$, and each period corresponds to one day. Now we are ready to define resource $k = 1$ which reflects the laboratory equipment. On day $t \in T$, its capacity is given by

$$R_1(t) = \begin{cases} 6, & \text{if } t \text{ is an examination day} \\ 0, & \text{otherwise.} \end{cases}$$

The second resource corresponds to the researcher. His capacity on day $t \in T$ is

$$R_2(t) = \begin{cases} 20, & \text{if } t \text{ is a working day} \\ 0, & \text{otherwise.} \end{cases}$$

Finally, we introduce one resource for each experiment in order to control its temporal arrangement. According to Table 1, we have 25 experiments with a number of repetitions greater than zero. Hence, we obtain 25 resources $k = 3, \ldots, 27$ of this type with a constant availability of $R_k(t) = 1$ for all $t \in T$.

The idea behind these latter resources will become clear when we define the activities in the next subsection.
4.2 Activities

The basic idea of the definition of the activities of the project is to comprise those repetitions of an experiment that should be processed in parallel into one activity. Consequently, as the repetitions of an experiment should finish on 2 or 3 different days, each experiment will consist of 2 or 3 activities. An experiment related to 4 repetitions then corresponds to 2 activities, each of which consists of 2 repetitions. An experiment related to 5 repetitions corresponds to 3 activities, two of which consist of 2 repetitions while the third one consists of the remaining repetition. Table 3 defines the transformation of experiment repetitions into activities. For each number of repetitions of one experiment in the first row, the number of activities corresponding to that experiment is shown in the second row. The third row then displays the number of repetitions of each of the resulting activities. In accordance with the number of repetitions stated in Table 1, we obtain \( J = 62 \) activities. The processing time \( p_j \) of activity \( j \in \{1, \ldots, 62\} \) is given by the duration of the related experiment. There are no precedence relations between the activities. Clearly, a dummy source and a dummy sink activity can be added.

<table>
<thead>
<tr>
<th>Repetitions</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>activities</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>repetition jobs</td>
<td>1,1</td>
<td>2,1</td>
<td>2,2</td>
<td>2,2,1</td>
<td>2,2,2</td>
<td>3,2,2</td>
<td>3,3,3</td>
</tr>
</tbody>
</table>

Table 3: Transforming experiment repetitions into activities

Now we have to define the resource requirements of the activities. We consider an activity \( j \) which corresponds to \( \rho \) repetitions of the related experiment. The first resource which reflects the laboratory equipment is requested only on the last day of an activity:

\[
r_{j1}(t) = \begin{cases} 
\rho, & \text{if } t = p_j \\
0, & \text{otherwise.}
\end{cases}
\]

The second resource is related to the researcher. If the experiment related to activity \( j \) is based on normal food, the researcher must be in the laboratory on each day, that is, we obtain a constant request of

\[
r_{j2}(t) = \rho \text{ for all } t \in \{1, \ldots, p_j\}.
\]

Otherwise, if the special diet has to be considered, we have a resource requirement varying with time (recall, the duration of such a job is always 7 days):

\[
r_{j2}(t) = \begin{cases} 
\rho, & \text{if } t \in \{1, 5, 6, 7\} \\
0, & \text{otherwise.}
\end{cases}
\]

As already mentioned, the remaining resources are responsible for the temporal arrangement of the experiments. Each of these resources is related to a unique experiment and vice versa. First, we consider the resource \( k > 2 \) that is related to the experiment of activity \( j \). We define the time-varying resource requirement by

\[
r_{jk}(t) = \begin{cases} 
1, & \text{if } t = p_j \\
0, & \text{otherwise.}
\end{cases}
\]
That is, the activities of one experiment request their experiment-specific resource in their last period. As the capacity of this resource is one unit per period, this ensures that two activities of an experiment cannot finish on the same day. Finally, activity \( j \) does not request any resource \( k > 2 \) that is related to another experiment:

\[
r_{jk}(t) = 0 \text{ for all } t \in \{1, \ldots, R_j\}.
\]

Note that abstract resources in project scheduling models do not necessarily reflect traditional resources such as manpower or machines. They can also be employed to impose desired properties of a schedule. Actually, the use of resources 3, \ldots, 27 is an example for this technique.

5 Genetic Algorithm

Introduced by Holland [9], genetic algorithms (GAs) serve as a heuristic meta strategy to solve hard optimization problems. For an introduction into GAs, we refer to Goldberg [7]. We apply the GA proposed by Hartmann [8] for the RCPSP to schedule the medical research project discussed in the previous sections. This GA approach can be summarized as follows:

- **Encoding:** An individual \( I \) is represented by an activity sequence \( j_1, \ldots, j_J \). This activity sequence is assumed to be a precedence feasible permutation of the set of activities, that is, we have \( \{j_1, \ldots, j_J\} = \{1, \ldots, J\} \) and \( P_{ji} \subseteq \{0, j_1, \ldots, j_{J-1}\} \) for \( i = 1, \ldots, J \). Each genotype is related to a uniquely determined schedule (phenotype) which is computed using the following serial scheduling scheme: First, the dummy source activity is started at time 0. Then we schedule the activities in the order that is prescribed by the sequence \( j_1, \ldots, j_J \). Thereby, each activity is assigned the earliest feasible start time.

- **Crossover:** We apply a two-point crossover which combines partial job sequences of the parent individuals to form children. Thereby, the relative positions of the activities in the parents' job sequences are maintained. We consider two individuals selected for crossover, a mother \( M \) and a father \( F \). Then we draw two random integers \( q_1 \) and \( q_2 \) with \( 1 \leq q_1 < q_2 \leq J \). Now the daughter individual \( D \) is determined by taking the job sequence of the positions \( i = 1, \ldots, q_1 \) from the mother, that is,

\[
j_i^D := j_i^M.
\]

The positions \( i = q_1 + 1, \ldots, q_2 \) are derived from the father. However, the jobs that have already been taken from the mother may not be considered again. We obtain:

\[
j_i^D := j_k^F \text{ where } k \text{ is the lowest index such that } j_k^F \notin \{j_1^D, \ldots, j_{q_2-1}^D\}.
\]

The remaining positions \( i = q_2 + 1, \ldots, J \) are again taken from the mother, that is,

\[
j_i^D := j_k^M \text{ where } k \text{ is the lowest index such that } j_k^M \notin \{j_1^D, \ldots, j_{q_2-1}^D\}.
\]

The son individual is computed analogously, taking the first and third part from the father and the second one from the mother. As shown by Hartmann [8], this crossover operator produces precedence feasible offspring if also the parents fulfill the precedence assumption.
• **Mutation**: Given a permutation based individual \( I \), the mutation operator modifies the related job sequence as follows: For all positions \( i = 1, \ldots, J - 1 \), activities \( j_i^T \) and \( j_{i+1}^T \) are exchanged with a probability of \( p_{\text{mutation}} \) if the resulting job sequence is precedence feasible.

• **Selection**: The selection operator makes use of a simple survival-of-the-fittest strategy. It repeatedly removes the least fit individual from the population until the original size is reached (ties are broken arbitrarily).

• **Initial population**: The initial population is determined with a sampling procedure which employs a randomized version of the well-known precedence based LFT priority rule, cf. Kolisch [12].

• **Stopping criteria**: In the implementation used here, the GA stops if either a pre-specified maximal number of schedules has been computed or if a given time limit is reached.

6 Computational Results

The following computational results were obtained on a Pentium-based computer with 133 MHz clock-pulse and 32 MB RAM. The genetic algorithm was coded in ANSI C, compiled with the GNU C compiler and tested under Linux.

6.1 Schedule for Original Data

In order to gain computational experience, we have applied the GA to the original project data and varied the maximal number of schedules to be computed. Table 4 summarizes the results. Limiting the number of schedules to 1,000, we obtain a makespan of 68 days. The best schedule with a makespan of 67 days is found within a moderate computation time of less than 12 seconds after 2,000 schedules have been evaluated. Further increasing the number of schedules does not lead to a shorter project duration. In fact, we will show in the next subsection that a makespan of 67 days is already optimal.

<table>
<thead>
<tr>
<th>Schedules</th>
<th>makespan</th>
<th>CPU-sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>68</td>
<td>5.6</td>
</tr>
<tr>
<td>2,000</td>
<td>67</td>
<td>11.8</td>
</tr>
<tr>
<td>5,000</td>
<td>67</td>
<td>29.5</td>
</tr>
<tr>
<td>10,000</td>
<td>67</td>
<td>58.8</td>
</tr>
<tr>
<td>100,000</td>
<td>67</td>
<td>581.8</td>
</tr>
<tr>
<td>hand-made</td>
<td>75</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 4: Makespan w.r.t. computation time

Before the medical research project was carried out, the researcher made a schedule by hand, i.e. without any computer based support. As listed in Table 4, the resulting makespan of the project as performed in 1994 was 75 days. Thus, a heuristic like our GA would not
only have made the scheduling process much easier and more convenient, it would also have
determined a schedule with a makespan 10.7% shorter than that of the hand-made schedule.
Moreover, the GA would have decreased the number of working days the researcher had to
spend in the laboratory by 17.4%.

6.2 Optimality Issues

Before we examine the schedule computed by the GA for the original project data, we study
the general capability of the GA to solve instances of the RCPSP/r. We show that the
search space of the GA does not necessarily contain an optimal or even feasible solution
when applied to this problem class. This is because the GA employs a serial scheme which
schedules each activity as early as possible.

**Theorem 1** There are instances of the RCPSP/r for which the GA cannot find an (existing) optimal solution.

*Proof.* We consider the following counterexample which consists of $J = 2$ non-dummy
activities without precedence relations among them. Both activities have a processing time
of $p_1 = p_2 = 2$ periods. The set of periods is $T = \{1, 2, 3, 4\}$. We have one resource, that
is, $K = \{1\}$, with time-varying capacity

$$R_1(t) = \begin{cases} 2, & \text{if } t \in \{1, 2, 4\} \\ 4, & \text{if } t = 3. \end{cases}$$

The time-varying resource requirements of the activities are given by

$$r_{11}(t) = r_{21}(t) = \begin{cases} 1, & \text{if } t = 1 \\ 2, & \text{if } t = 2. \end{cases}$$

Now consider the schedules shown in Figure 1. Schedule (a) is optimal with a makespan
of 3 periods. The search space of the GA consists of two individuals with activity sequences
1,2 and 2,1, respectively. The related schedules are those of Figure 1 (b) and (c), respectively. As the first activity in the sequence is always started as early as possible, i.e. at time
0, the GA can only find these suboptimal schedules with a makespan of 4 periods. 

**Theorem 2** There are instances of the RCPSP/r for which the GA cannot find an (existing) feasible solution.

*Proof.* We consider again the counterexample defined in the proof of Theorem 1. Setting
$R_1(4) := 1$ instead of 2 induces that none of the two activity sequences of the search space
of the GA is related to a feasible schedule as the first job in the sequence is always started
at time 0. The feasible (and optimal) solution for this modified instance still is obtained
from starting both activities at time 1, cf. Figure 1 (a). 

Nevertheless, the GA (or any other heuristic based on the serial scheme which sched-
ules an activity at the earliest feasible start time) may be an appropriate approach to the
RCPSP/r. Consider as an example the so-called parallel scheduling scheme which is widely
applied to the classical RCPSP although it cannot always find an optimal schedule for this
problem class, cf. e.g. Kolisch [12]. In fact, we can prove that the schedule found by the GA
for the original data of the medical research project is optimal:
### Theorem 3
The optimal duration of the medical research project considered in this paper is 67 days.

**Proof.** From Table 1 we know that 109 experiment repetitions have to be scheduled. Given that only 6 rats may be examined per examination day, we need at least 19 examination days which are also working days. Considering the calendar of Table 2, the earliest project completion is on day 66 by the above arguments.

We now show that there is no feasible schedule with a makespan of 66 days. The number of experiment repetitions with a duration of more than 3 days is 95, cf. again Table 1. These repetitions require at least 16 examination days which are also working days. As we consider durations of more than 3 days, however, these repetitions cannot finish on any of the days 3, 24, 45, and 59, cf. the calendar of Table 2. Consequently, the 16th examination and working day for finishing repetitions with a duration of more than 3 days is day 67. That is, 67 days is a lower bound on the project duration. As the upper bound found by the GA is also 67 days, the related schedule is optimal. \(\square\)

### 6.3 Impact of Data Variations
Applying a computer-based scheduling system to a real-world project makes it easier to find a good schedule which fulfills all the restrictions. In addition, such a system offers the possibility of varying some of the data and rerun the scheduling procedure in order to find alternative schedules with only a low effort. In particular, this allows to answer the following questions: Can we find a schedule of equal length, if we tighten one of the constraints? Can we find a schedule with a shorter makespan, if we loosen some of the restrictions?

The first approach to finding alternative schedules is by varying the number of repetitions that can be handled by the researcher at the same time (i.e. the capacity of the researcher resource). The resulting project durations can be found in Table 5. Probably the researcher would accept a higher number of simultaneously processed repetitions if this could shorten the project. The results, however, show that this is not the case. In fact, this is not a surprise as the proof of Theorem 3 indicates that a makespan shorter than 67 days can only be achieved when changing the examination or working day constraints. Moreover, the researcher would prefer a schedule with less than 20 repetitions at the same time if this
would not lead to a longer project duration. Table 5 shows that a schedule with equal makespan can be found for only 18 simultaneous repetitions. Note that tightening this constraint makes it harder for the GA to find an optimal solution as it takes more than 10 seconds. Decreasing the maximum number of simultaneous repetitions to 16, however, increases the makespan by 6 days. Observe that the last day of the project must be an examination day, and that days 69, 70, 71, and 72 are no examination days.

<table>
<thead>
<tr>
<th>Repetitions</th>
<th>makespan after 10 sec</th>
<th>makespan after 60 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>20 (original)</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td>18</td>
<td>68</td>
<td>67</td>
</tr>
<tr>
<td>16</td>
<td>73</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 5: Varying the maximal number of repetitions in process each day

Next, we examine the impact of calendar changes concerning the working and examination days. Table 6 shows that additional vacations of the researcher result in a longer project duration. On the other hand, additionally working on one weekend does not shorten the makespan (this is again due to the fact that the examination constraints are critical). Finally, we have examined the impact of using the laboratory equipment on a Monday and/or Tuesday as well, e.g. if there is some flexibility concerning other research projects which use this laboratory. The last two rows of Table 6 indicate that this may result in a reduction of the makespan (as well as a reduction of the number of days the researcher has to be in the laboratory).

<table>
<thead>
<tr>
<th>Calendar change</th>
<th>makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>none (original)</td>
<td>67</td>
</tr>
<tr>
<td>no work on day 57</td>
<td>68</td>
</tr>
<tr>
<td>no work on days 57, 58</td>
<td>73</td>
</tr>
<tr>
<td>no work on days 62, 63</td>
<td>73</td>
</tr>
<tr>
<td>additionally work on days 6, 7</td>
<td>67</td>
</tr>
<tr>
<td>additionally examine on day 30</td>
<td>67</td>
</tr>
<tr>
<td>additionally examine on day 65</td>
<td>66</td>
</tr>
<tr>
<td>additionally examine on days 64, 65</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 6: Impact of calendar changes — time limit: 60 sec

The last data variation to be tested affects the temporal arrangement of activities belonging to the same experiment. Up to this point, we have tried to exclude systematical errors by distributing the examinations related to one experiment on different days (as is common practice). One can argue, however, that other potential sources for errors (in addition to the examination process) occur during the total experiment duration. An example is the dosing of the medicaments. In order to avoid these errors, we have to ensure that different activities of one experiment do not overlap at all. This can easily be achieved
by adapting the request of activity $j = 1, \ldots, J$ for the resource $k$ that is related to its experiment as follows:

$$r_{jk}(t) = 1 \text{ for all } t \in \{1, \ldots, p_j\}.$$ 

This adaption allows further changes of the project data which improve the behaviour of the genetic algorithm. So far, we have enforced the activities of one experiment to be performed in sequence (i.e. they do not overlap). Now consider two activities of one experiment that correspond to the same number of repetitions. As these activities are equal, the order in which they are executed is irrelevant. Consequently, we may introduce a precedence relation between these two jobs. Doing so, we reduce the search space of the GA, of course without excluding all optimal solutions. Notice that the GA exploits the added precedence relations when computing the initial population.

Finally, consider those experiments for which all (two or three) activities correspond to the same number of repetitions. As the order of these equal activities is irrelevant, we may impose an arbitrary order by adding precedence relations. In this case, we may omit the resource which is responsible for the temporal arrangement of the experiment. Reducing the number of resource constraints results in lower computation times for each schedule. Consequently, the GA can evaluate more schedules within the same time limit.

Table 7 shows that forcing the activities of one experiment to be performed in sequence (without overlapping) increases the project makespan by one week. This is still less than the duration of the project according to the original hand-made schedule, see again Table 4.

<table>
<thead>
<tr>
<th>Repetition jobs of one experiment</th>
<th>makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>overlapping allowed (original)</td>
<td>67</td>
</tr>
<tr>
<td>always in sequence</td>
<td>74</td>
</tr>
</tbody>
</table>

Table 7: Changing the temporal arrangement — time limit: 60 sec

7 Conclusions

In this paper, we have scheduled a real-world medical research project with a genetic algorithm that had been proposed for the classical resource-constrained project scheduling problem (RCPSP). After a description of the medical research project, we have transformed the real-world data into an instance of the RCPSP with time-varying resource availability and request. Thereby, we have shown how to use the modeling concepts (resources, activities) in order to formalize the real-world situation. Our computational experiments revealed that the genetic algorithm is capable of finding good schedules within moderate computation times of up to one minute. We were able to prove that the schedule computed for the original project data is optimal. Moreover, the makespan of the computed schedule is more than 10 % shorter than the duration of the project according to the original hand-made schedule. Finally, we demonstrated how to obtain alternative schedules for different project scenarios.

It is noteworthy that there are no precedence relations to be observed in the original medical research project. Consequently, a heuristic which exclusively makes use of precedence informations (such as many widely used priority rule based procedures) would be
doomed to failure. The genetic algorithm employed here takes all characteristics of the RCPSP into account, which makes it a widely applicable tool for scheduling real-world projects.
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