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Abstract 
This contribution summarizes recent work in the fi eld of lot sizing and 

scheduling. The objective is not to give a comprehensive literature sur-
vey, but to explain d ifferences of fo rmal models and to provide some first 
readings recommendations. Our focus is on capacitated, dynamic, and 
deterministic cases. To under score the importance of the resear ch efforts, 
current practice is described and its shortcomings are exposed. Math-
ematical programming models where the planning horizon is subdivided 
into several discret e periods are given for both, approaches that are well-
established and approaches which may represent tomorrow's state of the 
art. Two research directions are discussed in more detail: Continuous 
time models and multi-level lot sizing and scheduling. The paper con-
cludes with some ad vice for future research activities. 

Keywords: Production planning, lot sizing, scheduling, CLSP, DLSP, CSLP, 
PLSP, BSP 

1 Background and Motivation 

1.1 Problem Context 

Consider the Organization of an in-house production system. Typically, the 
architecture of such a system is build up from several production cells, so-called 
segments, which may be implemented in different fashions (flow lin es or work 
centers for instance). This macro-structure further refines into a micro-structure 
as each segment provides the capability to perform a bunch of Operations. 

Raw materials and component parts are floating concurrently through this 
complex system in order to be processed and assembled until a final product 
comes out being ready for deliverance. 

Production planning and scheduling is one of the most challenging subjects 
for the management there. It appears to be a hierarchical process ranging from 
long- to medium- to short-term decisions. Our focus will be the short-term 
scope which links to medium-term decisions via the master production schedule 
(MPS). The MPS defines the external (or independent) demand, i.e. due dates 
and order sizes for final products. The goal now is to find a feasible production 
plan which meets the requests and provides release dates and amounts for all 
products including component parts. For economical reasons, finding a feasible 
plan is not sufficient. In the usual case, production plans can be evaluated by 
means of an objective function (e.g. a function which measures the Setup and the 
holding costs). Then, the aim is to find a feasible production plan with optimum 
(or close to optimum) objective function value. 
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1.2 Problem Outline 

Let the manufacturing process be triggered by orders which originate from cus-
tomers or from other facilities. Suppose now, that the Output of the make-
to-order system under concern is or at least includes a set of non-customized 
products. Certainly, this is a valid assumption for many firms no matter what 
industry they belong to and no matter of w hat size they are. 

To motivate a planning activity, we first need to identify a subject of concern 
that is worth (in terms of economical rationale) to be considered. A first clue 
are large inventories. Due to the opportunity costs of capital and the direct 
costs of storing goods, holding items in inventory and thus causing holding costs 
should be avoided. On the other hand, if different parts are making use of 
common resources, say machines, and a setup action must take place to prepare 
proper operation, then opportunity costs (i.e. setup costs) are incurred since 
production is delayed. Another aspect of sharing resources is that the production 
of such parts cannot coincide if different setup states are required. Hence, orders 
must be sequenced. In summary, we have a trade-off between low setup costs 
(favoring large production lots) and low holding costs (favoring a lot-for-lot-like 
production where sequence decisions have to be made due to sharing common 
resources). Essentially, the problem of short-term production planning turns 
out to be a lot sizing and scheduling problem then. 

If we ask about how to solve this production planning problem, we first 
need a deeper understanding of its basic attributes. The first key element we 
have to remember is the stream of component parts floating through a complex 
production system. Operations may be executed only if parts being subject of 
these particular Operations are indeed available. In other words, a production 
plan must respect the precedence relations of Operations. Hence, multi-level 
structures must be taken into account. For the sake of convenience, we do not 
further distinguish between Operations and items (also called products or parts). 
Each operation produces an item, and each item is the output of an operation. 
Apparently, we face a mtilti-item problem here. 

The second key element of our problem is the presence of scarce capacity. 
As usual in in-house production systems, producing an item requires a certain 
amount of one or more resources (e.g. manpower, machine time, energy, ...) 
with limited capacity per time unit. Thus, production planning must take scarce 
capacity into account. 

The (known or estimated) externa! demand (given by the MPS) is to be met 
promptly at the end of each period. Backlogging and shortages are not allowed 
here which enforces a high service level. The demand may vary over time. This is 
called dynamic demand. All rel evant data for the planning process are assumed 
to be deterministic which is justified by having a short-term planning problem 
on hand. 
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1.3 Case Descriptions 

To underscore the practical importance of (multi-level) lot sizing and scheduling, 
we enumerate some real-world reports demanding for methods to be applied. A 
case at Eastman Kodak Company and an elaborate analysis attached with results 
of a Simulation of this case can be found in [67]. Another case at Owens-Corning 
Fiberglas Corporation is described in [89]. Mathematical models of cases can be 
found in [48] (t ire production) and [111] (p harmaceutical industry). 

1.4 Current Practica 

In most commercial production planning and control systems, the logic of manu-
facturing resource planning (MRP II) is implemented [117]. The working prin-
ciple of this approach tries to construct feasible production plans in a stepwise 
manner. Basically, three phases can be discriminated which are outlined now. 

Phase I: Starting with end items, lot sizes are computed level by level for all 
items in the multi-level gozinto-structure. By doing so, capacity constraints are 
ignored. 

Phase II: The result obtained by phase I usually exceeds the available capacity 
in some periods. Hence, some lots are shifted in order to find a plan which 
meets the capacity limits. By doing so, precedence relations among the items 
are ignored. 

Phase III: Sequence decisions are made and orders are released to the shop floor. 

Let us consider a small example to assess the MRP II concept. Assume the 
following data: Two items are to be produced sharing a single machine. Among 
these items there is a precedence relation: For each unit of item j = 1 we must 
produce one unit of item j = 2 in advance. The minimum lead t ime is assumed 
to be zero. The inventory is empty. The planning horizon is T = 4 weeks 
long. We have two shifts per working day, and five working days per week. The 
working time per shift and week is 40 hours. Hence, the capacity Ct is 80 hours 
per week t = 1,..., 4. The external demand djt, the item-specific holding costs 
hj for having one unit in inventory at the end of a week, the item-specific setup 
costs Sj, and the capacity Pj that is needed to produce one unit of a specific item 
are given in Table 1. 

Running an MRP II module may give the following result (see Table 2): 
Phase I: Starting with the end item 1, lot sizes are computed. For item 1 we 
have a lot of size 55 in period 1 and a lot of size 45 in period 3. This defines the 
demand for item 2 for which it seems to be best to produce just in time. The 
resulting plan is not feasible due to capacity restrictions. Hence, Phase II takes 
over: In period 1 as well as in period 3 the available capacity is exceeded. Thus, 
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djt t = 1 2 3 4 hj s.i P.i 
j = 1 30 25 25 20 25 900 1 
3 = 2 10 850 1 

Table 1: Data of the Example 

we shift 30 units of item 1 from period 1 to period 2, and 10 units of item 1 from 
period 3 to period 2. The plan still is not feasible, because the demand for item 
1 in period 1 (30 units) is not met promptly. Also, the lot of size 40 for item 1 in 
period 2 cannot be produced, because we are short on i tem 2. The subsequent 
Phase III provides no satisfying answer either: The lot of size 40 can be delayed, 
but this implies that the demand for item 1 in periods 1, 2, and 3 can only be 
fulfilled late. Note, phase III makes sequence decisions. The annotations given 
in brackets in Table 2 re present the outcome of these decisions. 

Phase t = 1 2 3 4 Comment 

I 55 45 Lot sizing for item 1 

I 55 
55 

45 
45 

Lot sizing for item 2 

II 25 
55 

40 35 
45 

Capacity check 

III 25(2 nd) 
55(W) 

35(2 nd) 
45(W) 

^ Scheduling 

Table 2: Results for the Example 

A feasible Solution for the example is shown in Table 3. 

t = 1 2 3 4 
30(2 nd) 25(2ncQ 45 
50(1 st) 50(W) 

Table 3: A F easible Solution for the Example 

In summary following the MRP II concept we have what practitioners com-
plain about: Long lead times, high work-in-process, and backlogging. The 
research Community is thus eager to find more sophisticated approaches. Some 
of these will be reviewed in the remaining part of this paper. 
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1.5 Brief History Review 

Research on lot sizing started with the classical economic order quantity (EOQ) 
model [3, 37, 54]. The assumptions for the EOQ-model are a single-level pro
duction process with no capacity constraints which makes the problem become 
a single-item problem. The demand for that item is assumed to be stationary, 
i.e. demand occurs continuously with a constant rate. The EOQ-model is a 
continuous time model with an infinite planning horizon. The optimal Solution 
is easy to derive. 

Since these assumptions appear to be very restrictive, other models have 
evolved. First to mention is the economic lot scheduling problem (ELSP) [35, 94] 
where capacity restrictions come in. Because scarce resources are usually shared 
in common by several items, the ELSP is a single-level, multi-item problem. 
However, the ELSP still assumes stationary demand. It is a continuous time 
model, too, and the planning horizon is infinite again. Solving the ELSP optim-
ally is NP-hard [60]. Hence, heuristics dominatethe arena [31, 46, 118]. 

A quite different step was made from the EOQ-model assumptions towards 
dynamic demand conditions. The so-called Wagner-Whitin (WW) problem 
[114] assumes a finite planning horizon which is subdivided into several discrete 
periods. Demand is given per period and may vary over time. However, capa
city limits are not considered which means that the single-level WW-problem 
is a single-item problem. The problem can be viewed as a shortest path prob
lem. This Interpretation reveals that optimal Solution procedures for the WW-
problem exist which are polynomially bounded. Exact Solution pr ocedures are 
presented in [1, 38, 113]. 

The next generation of models has combined capacitated and dynamic ap-
proaches and bothered the Community since then. Surveys of lot sizing literature 
can be found in [6, 26, 79]. 

Also, scheduling was integrated with lot size decisions. This is what our 
review is about. Section 2 thus presents established single-level models for lot 
sizing and scheduling as well as new trends. Section 3 discusses continuous time 
approaches. Multi-level extensions are dealt with in Section 4. Finally, Section 
5 provides some suggestions for future research directions. 

2 Single-Level Lot Sizing and Scheduling 

2.1 The Capacitated Lot Sizing Problem 

The capacitated lot sizing problem (CLSP) can be seen as the extension of the 
WW-problem to capacity constraints. Similar to the ELSP, the CLSP is a 
multi-item problem. 

The decision variables for the CLSP are given in Table 4. Table 5 provides 
the parameters. 
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Symbol Definition 
Ijt Inventory for item j at the end of pe riod t. 
qjt Production quantity for item j i n period t. 
Xjt Binary variable which indicates whether a setup for 

item j occurs in period t (xjt = 1) or not (xjt = 0). 

Table 4: Decision Variables for the CLSP 

Symbol Definition 
Ct Available capacity of the machine in period t. 
djt External demand for item j in period t. 
hj Non-negative holding costs for item j. 
Ijo Initial inventory for item j. 
J Number of items. 
Pj Capacity needs for producing one unit of item j. 
sj Non-negative setup costs for item j. 
T Number of per iods. 

Table 5: Parameters for the CLSP 

Using this notation, the CLSP can formally be couched as a mixed-integer 
Programming model: 

j T 
min^ + hjljt) (1) 

j=11=I 
subject to 

Ijt = Ij(t-1) + qjt ~ djt t= l' T 

f T ß) 
j 

^ jPjQjt ^ C* t — 1,..., T (4) 
j-1 

The objective (1) is to minimize the sum of setup and holding costs. Equa-
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tions (2) are the inventory balances. Due to the restrictions (3), production of 
an item can only take place if the machine is setup for that particular item. 
Constraints (4) ar e the capacity constraints. The setup variables are defined to 
be binary (5) and the inequalities (6) a re the non-negativity conditions. 

The CLSP is called a large bücket problem [36], bec ause several items may 
be produced per period. Such a period typically represents a time slot of, say, 
one week in the real world. The planning horizon usually is less than six months. 

Solving the CLSP optimally is known to be NP-hard [9, 45]. If positive 
setup times are incorporated into the model, the feasibility problem is NP-
complete [82]. Hence, there are only afew attempts to solve the CLSP optimally 
[7, 21, 36, 47]. Many authors have developed heuristics [16, 28, 29, 57, 76, 83]. 

Scheduling decisions are, however, not integrated into the CLSP. The usual 
approach therefore is to solve the CLSP first, and to solve a scheduling problem 
for each period separately afterwards. A review of the scheduling literature can 
be found in [10, 11, 90]. A recent attempt to hierarchically integrate lot sizing 
and scheduling is described in [24, 25, 80]. 

Let us return to the example given in Subsection 1.4. If we would use a Solu
tion procedure for the CLSP during phase I, the problem of capacity violations 
would vanish and phase II would no longer be necessary. However, due to the 
multi-level gozinto-structure it is easy to figure out an example where the CLSP 
is used on a level by level basis and does not yield a feasible Solution. Also, 
phase III, which is the scheduling phase, is not integrated. 

2.2 The Discrete Lot Sizing and Scheduling Problem 

Subdividing the (macro-)periods of the CLSP into several (micro-)periods leads 
to the discrete lot sizing and scheduling problem (DLSP). In this subsection we 
will use the term period for short in order to refer to a micro-period. The fun
damental assumption of the DLSP is the so-called "all-or-nothing" production: 
Only one item may be produced per period, and, if so, production uses the füll 
capacity. 

The DLSP is called a small bücket problem [36], because at most one item can 
be produced per period. Hence, periods in the DLSP-model usually correspond 
to small time slots such as hours or shifts. 

The decision variables and the parameters for the DLSP are the same as for 
the CLSP (see Tables 4 and 5). Since we c onsider short periods, it does not 
make much sense to raise setup costs in every period in which production takes 
place as it is done in the CLSP. Thus, setup costs should be incurred only if the 
production of a new lo t begins. Note, the production of a lot may last several 
periods. To model this, we need a new decision variable (see Table 6) and a new 
Parameter (see Table 7) both representing the setup state in a certain period. 

Mathematically, the DLSP can now be specified as a mixed-integer pro-
gramming model: 
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Symbol Definition 
Vjt Binary variable which indicates whether the machine 

is setup for item j in period t (yjt = 1) 
or not (yjt = 0). 

Table 6: A New Decision Variable for the DLSP 

Symbol Definition 
yjo Binary value which indicates whether the machine 

is setup for item j a t the beginning of period 1 (yjo = 1) 
or not (yj0 =0). Of course, %o < 1 must hold. 

Table 7: A New P arameter for the DLSP 

J T 
min J2(si + hi Jjt) (7) 

j=I t=i 
subject to 

4* = Ij(t-1) + ~djt t = l'T 

Pj1jt = Ctyjt t = i' 'T 
j 

X><1 t = l,...,T (10) 
j=i 

Xjt > Vjt — Vj{t-1) j _ 1 rp (11) 

%tE{0,l} (12) 

(13) 

The objective function as well as most of th e constraints equal those of th e 
CLSP. The " all-or-nothing" assumption comes in via equations (9) where in 
contrast to the CLSP the left and the right hand side must be equal. Restrictions 
(10) make sure that at most one item can be produced per period. In combination 
with the constraints (9) capacity limits are taken into account. Most authors 
assume that the capacity does not vary over time, i.e. C\ ~ — CT • The 



beginning of a new lo t is spotted by the inequalities (11). The conditions (12) 
define the setup state variables to be binary. Note, that in contrast to the CLSP, 
a non-negativity constraint for the a^-variables is sufficient (see the inequalities 
(13)). This is due to the combination of restrictions (11) a nd (12) together with 
the objective (7). 

Complexity considerations for the DLSP are published in [12, 97, 98]. Solving 
the DLSP optimally is known to be NP-hard. A feasible Solution can be obtained 
in polynomial time. If setup times or parallel machines are considered, even 
the feasibility problem is NP-complete. Some state-of-the-art articles about 
Solution procedures for the DLSP are [2, 17, 42, 43, 58, 81, 85, 100]. 

Again, let us consider the example in Subsection 1.4. The DLSP combines 
phases I to III. However, in the presence of m ulti-level precedence constraints 
among the items, the DLSP, when applied level by level, still does not guarantee 
a feasible Solution. The advantage over the CLSP is that minimum lead times 
such eis transportation time or time for cooling can easily be taken into account, 
because of having short time periods in mind. If the CLSP is used as a basis 
with periods representing, say, weeks, (short) minimum lead times must either 
be ignored or be overestimated. The latter leads to high total lead times which 
is certainly not desired. 

2.3 The Continuous Setup Lot Sizing Problem 

The "all-or-nothing" assumption of the DLSP seems to be fairly strict and is 
primarily motivated by causing "nice" properties which make efficient imple-
mentations of mathematical programming approaches possible. A step towards 
more realistic situations is the continuous setup lot sizing problem (CSLP). It is 
very similar to the DLSP. The difference is that the " all-or-nothing" assumption 
is given up. Still, only one item may be produced per period. 

The decision variables and the parameters equal those of the DLSP. A mixed-
integer programming model of th e CSLP can be stated as follows: 

j T 

subject to 

+ hjljt) (14) 
j=it=i 

ht = hit-x)+qjt - djt (is) 

J 
53%, <1 t = (17) 
j=l 
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1) t=i]...,T (18) 

^«>0 (2°) 

Comparing the DLSP and the CSLP models reveals that only restrictions 
(16) and (9) differ. Production quantities can now be of any continuous size. Of 
course, capacity restrictions must not be violated. 

At first glance, the difference between the DLSP and the CSLP seems to 
be almost neglectable. However, t here is an important aspect which can eas-
ily be overseen: In the DLSP, setup costs are incurred whenever a new lot 
begins. Assume, for example, that a lot for item j is completed in period 
t. Furthermore, assume that another lot for the same item j is scheduled in 
period t' > t. Consider now th e case where the machine is idle in the periods 
T = t + l, 1. In the DLSP, setup costs for item j are incurred twice. In 
the CSLP, however, setup costs would occur only once. This is, because in the 
CSLP one can have yj(t+i) = ... = yj(t>-\) = 1 which does not contradict to 
9j(t+1) = • • • = Qj(t'-i) = 0 as it does in the DLSP. 

Compared to the DLSP, the CSLP has attracted only little research interest. 
It is dealt with in [8, 66, 68]. 

2.4 The Proportional Lot Sizing and Scheduling Problem 

A shortcoming of the CSLP model is that, if the capacity of a period is not used 
in füll, the remaining capacity is left unused. An attempt to avoid this is the 
proportional lot sizing and scheduling problem (PLSP). Roughly speaking, the 
basic idea of the PLSP is to use remaining capacity for scheduling a second item 
in the particular period. 

If two items are produced in a period, it must be clear in which order these 
items are to be produced. This is accomplished by interpreting the setup state 
decision variables yjt in the following manner: yjt is the setup state of the 
machine at the end of a period. The underlying assumption of the PLSP is that 
the setup state can be changed at most once per period. Production in a period 
may take place if the machine is properly set up either at the beginning or at 
the end of t he period. Hence, at most two items may be produced per period. 

To give a formal specification of the PLSP, we use the decision variables 
and the parameters of the DLSP. A mixed-integer programming model for the 
PLSP can be formulated as follows: 

j T 
+ hjljt) (21) 

j=it=i 
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subject to 

jfjt = Ij(t-1) + qjt - djt Jt_ (22) 

< Q(%(,-1) + %,) ^ = i''' " ^ (23) 

J 
Y^Pj<ljt<Ct t = (24) 
3 = 1 

J 
5>t<l t = l,...,T (25) 
3 = 1 

«it > Ujt - yj(t-1) t = l',T (26) 

%«E{o,i} ;':i; " ^ (2?) 

While the objective function and most of the constraints equal the CSLP 
model, we sh ould explain what is new. The inequalities (23) make sure that 
production of an item in a certain period can only take place, if the machine is 
properly set up either at the beginning or at the end of that period. Since more 
than one item may be produced per period, (24) is introduced to keep the total 
capacity requirement per period within limits. 

Similar to the CSLP, idle periods between two lots of th e same item do not 
cause additional setup costs. 

Several variants of the PLSP are studied in [33, 34, 51, 69, 70, 75]. 

2.5 The General Lot Sizing and Scheduling Problem 

A critique against small bücket models is that for real world problem sizes the 
number of p eriods is prohibitively large. This argument may apply for mathe-
matical programming approaches. For common sense heuristics it is definitely 
not true, because instances with hundreds of periods can nowadays be solved 
on personal Computers with reasonable effort. 

Nevertheless, it is a valid point that imposing a restriction on the number 
of items which may be produced per period is primarily motivated by modeling 
concerns. Comparing the small bücket lot sizing and scheduling models with 
the CLSP-model reveals that only little needs to be added in order to model 
sequence decisions. 

Recent research has thus returned to take large bücket models into account 
where in contrast to the CLSP lot sizing and scheduling is done simultaneously. 
A practical case of large bücket lot sizing and scheduling is described in [102]. In 
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[50, 103] la rge bücket lot sizing models are presented, but only a partial rather 
than a total order among the production quantities is determined. Large bücket 
lot sizing and scheduling models and methods are given in [52, 53, 65]. 

In more detail we discuss here the so-called general lot sizing and schedul
ing problem (GLSP) [44]. The parameters are the same as for the DLSP. The 
underlying idea for the GLSP comes from lot sizing with stationary demand 
where each lot is uniquely assigned to a position number in order to define a se-
quence [118]. T he fundamental assumption for the GLSP is that a user-defined 
Parameter restricts the number of lots per period (see Table 8). 

Symbol Definition 
Nt Maximum number of lots in period t. 

Table 8: A New P arameter for the GLSP 

Straightforwardly, the position numbers are 1,..., N\, N\ + 1,..., NT- As a 
short-hand notation, we will use Ft = 1 + NT to denote the first position 
in period t, and Lt = Ft + Nt — 1 to denote the last position in period t. 
N = £f=i Nt is the total number of p ositions and thus the maximum number 
of lots that can be built. As we will see, restricting the number of lots per 
period is purely motivated by modeling concerns, and research on large bücket 
models without such assumptions is worthwhile. If, however, the parameters 
Nt are chosen as being large numbers, the restriction is of t heoretical interest 
only. For procedures to be developed it remains to prove that they show a good 
Performance not only for small values Nt. 

The decision variables are basically the same as for the DLSP. To be formally 
correct, we give a precise definition in Table 9. 

Symbol Definition 
Jjt Inventory for item j at the end of per iod t. 
qjn Production quantity for item j a t position n. 
Xjn Binary variable which indicates whether a setup for 

item j occurs at position n (xjn — 1) or not (xjn = 0). 
yjn Binary variable which indicates whether the machine 

is ready to produce item j at position n (yjn = 1) 
or not (yjn = 0). 

Table 9: Decision Variables for the GLSP 

A mixed-integer programming model for the GLSP can now be given as 
follows: 
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J N J T 
min ^2 52 ̂  5Z 5Z ̂  (^9) 

j=ln=l j=lt=l 
subject to 

4* = -O(t-i) + ~~t = i' 'T 
n=Ft '"'' 

Pjqjn<Ctyjn n= l',...',7V (31) 

3 Lt 
53 5^ Pj1jn — Ct t = 1,... ,T (32) 
j = 1 n=Ft 

J 
53 %'n < 1 n = 1,...,JV (33) 
J=I 

xjn > Vjn ~ yj(n-l) n = 1, . . . , N 

!/jn € {o, 1} (35) 

-0 11:::7 <3«> 

>t> n = 1',.. AT <37) 

Again, the objective (29) is to minimize the total sum of setup and holding 
costs. Equations (30) are the inventory balances. Note, a particular item may 
be produced at several positions in a period. Inequalities (31) g uarantee that, 
if a lot for item j is scheduled at position n, the machine is in the correct 
setup state. Capacity restrictions are incorporated via constraints (32). The 
restrictions (33) enforce a unique setup state. The position at which a setup 
must take place is determined with the inequalities (34). The conditions (35) 
are the binary conditions for the setup state variables and restrictions (36) and 
(37) are the non-negativity constraints. 

Other GLSP-papers than [44] are not published yet. However, this reference 
discusses two model variants and three variants of a heuritic for the GLSP. Note, 
if we have Nt = 1 for all t = 1,..., T, the GLSP equals the CSLP. 

In the context of the example discussed in Subsection 1.4, the GLSP can be 
seen to integrate phases I to III. Since the GLSP is formulated for a single-level 
gozinto-structure only, Solution procedures for this problem may be applied level 
by level in the case of multi-level gozinto-structures. As for all other single-level 
approaches, this does not guarantee feasible solutions. Purthermore, the GLSP 
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is a large bücket model and thus the problem associated with incorporating 
minimum lead times is back again. 

3 Continuous Time Lot Sizing and Scheduling 

Away from discrete time models, a continuous time axis (as it is used in the 
EOQ- and ELSP-models) may be used for dynamic demand conditions as well. 
[92] stresses the close relationship between scheduling (as described in [10, 11, 
90]) a nd lot sizing and scheduling. 

In [62, 63] this idea is picked up. Each demand is characterized by its deadline 
and its size. Demands are interpreted as Jobs and the demand size determines 
the processing time of a Job. An Important assumption is that the capacity, 
e.g. the speed of the machine, is constant over time, and thus, the processing 
time of a job does not depend on the schedule. Another fundamental assumption 
is that Jobs are not allowed to be split which means that a certain demand must 
always be processed in one piece. Of course, several demands (= Jobs) for the 
same item may be grouped together to form one lot and to save setup costs. 
Due to this assumption, the problem is referred to as a batching and scheduling 
problem (BSP) rather than a lot sizing and scheduling problem. 

To give a formal presentation of the BSP, let us assume the following: A 
unique number is assigned to each job to identify it. Hence, if there are N 
demands to be fulfilled, we can assume without loss of generality that 1,..., N 
are the job numbers. Furthermore, 0 and N + 1 are the numbers of dummy jobs 
which are to be scheduled as the first and the last job, respectively. 

A Solution of the BSP is uniquely characterized by the sequence in which jobs 
are to be scheduled and by the completion time for each job. These decision 
variables are specified in Table 10. The parameters are given in Table 11. 

Symbol Definition 
rn 
xnk 

Completion time of job n. 
Binary variable which indicates that job n 
is scheduled right before job k. 

Table 10: Decision Variables for the BSP 

A mixed-integer program for the BSP can now be given as follows: 

NN N N 
min in 23 Sj(n)j(k)xnk + ^3 hj(n)Pn(fn ?n) (38) 

n=0 * = i Ac^fft 
subject to 
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Symbol Definition 
B A big number. 
fn Deadline for job n. 
hj Holding costs for item j. 
j(n) The item for which job n represents demand. 
N Number of jobs. 
Pn Processing time of job n. 
Sji Sequence dependent setup costs for items. 

Table 11: Parameters for the BSP 

JV+l 
y ] xnk — 1 n = 0,. ..,N 
k = 1 k^n 
N 
) ] xkn — 1 n— 1,. .., N -f-1 
k=0 kjtn 

rn+Pk<rk + 5(1 - xnk) 
n = 0,. 
k — 1,. 

,,N 
.,N + 1 

<
 

VI *5 3 II .,N 

Xnk 6 {0,1} 
n — 0,. 
in — 1,. 

• > N 
.,N + 1 

IV
 

O
 

n = 1,. .,N + 1 

(39) 

ro = 0 

(41) 

(42) 

(43) 

(44) 
(45) 

The objective (38) is to minimize the total sum of setup and holding costs. 
Note, due to the definition of the 2^-variables it is quite easy to incorporate 
sequence dependencies into the model. The holding costs for a job are calculated 
by multiplying the holding costs for the corresponding item with the processing 
time of the job (and with the earliness of the job). This is, because a demand is 
fulfilled if the whole job which represents that particular demand is processed. 
Equations (39) make sure that each job has exactly one successor; only job N +1 
has none. Analogously, Equations (40) guarantee that each job has exactly one 
predecessor; only job 0 has none. Due to restrictions (41), jobs do not overlap. 
Constraints (41) in combination with constraints (39) and (40) defines a total 
order among the jobs. Backlogging cannot occur, because of the inequalities 
(42). Constraints (43) are the binary conditions, and restrictions (44) are the 
non-negativity conditions for the decision variables. The completion time of the 
dummy job 0 is zero as stated in equation (45). 

In this BSP-model formulation, idle periods among jobs for the same item 
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do not cause additional setups which is similar to the CSLP, the PLSP, and the 
GLSP as stated above. 

A variety of BSP-models as well as Solution methods for it are discussed in 
[62]. Under restrictive assumptions such as equal holding costs for all items or 
unit processing times for all items, efficient procedures to compute the optimum 
sequence are derived. For a variant of the BSP it can be shown that it is equi-
valent to the DLSP, and thus, Solution procedures for the BSP can be employed 
to solve DLSP-instances [63]. By utilizing the idea of un ique position numbers 
to which jobs are to be assigned (compare the GLSP-model formulation), a 
model can be formulated which uses position numbers as decision variables and 
which is amenable to the constraint (logic) programming paradigm (see [64] for 
a similar idea where decision variables are used as indices; a related idea can be 
found in [116]). 

With respect to the example in Subsection 1.4 the BSP, too, can be seen 
as an approach to integrate phases I to III. And again, as long as multi-level 
gozinto-structures are not taken into account, using the BSP level by level does 
not guarantee feasible solutions. Minimum lead times can easily be incorporated 
into the model. 

4 Multi-Level Lot Sizing and Scheduling 

All approaches reviewed so far are for the single-level case only. In most real-
world situations, however, we face complex multi-level gozinto-structures, and 
thus need Solution procedures capable to deal with these. 

As a consequence, multi-level lot sizing has attracted research interest. An 
extensive review of the literature is given in [75]. 

Many authors have considered a multi-level WW-type of p roblem, i.e. they 
ignored capacity constraints. Most of them have tested so-called improved 
heuristics where methods for the single-level WW-problem are applied level 
by level in order to construct a feasible plan (see e.g. [23, 49, 107]). More 
sophisticated approaches are described in [5, 61, 77, 88, 91, 96, 97, 101]. A 
sensitivity analysis is done in [93,112], and complexity results for uncapacitated, 
multi-level lot sizing are provided in [4], 

Most authors who consider capacitated, multi-level lot sizing make restrictive 
assumptions. [69, 70, 78, 95, 97, 99], for example, take only a single bottleneck 
machine into account. [82, 84, 86, 110] f ocus on assembly gozinto-structures. 
The work in [13] is confined to two levels only. The multi-level CLSP, where 
general gozinto-structures and multiple machines are taken into account, is dealt 
with in [55, 56, 104, 105, 108, 109]. 

The literature on multi-level lot sizing and scheduling is sparse. A hierarch-
ical Integration of some lot sizing and some scheduling procedure is discussed in 
[24, 25, 80, 106]. The only work where multi-level lot sizing and scheduling is 
done simultaneously under quite general assumptions such as general gozinto-
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structures and multiple machines is documented in [71, 72, 73, 74, 75]. In these 
references, the multi-level PLSP is tackled. 

To give a formal specification of the multi-level PLSP, we use the same 
decision variables as for the single-level PLSP. Some of t he single-level PLSP 
Parameters are used again, some must be redefined, and some parameters are 
new. To avoid confusion, we list all multi-level PLSP parameters in Table 12. 

Symbol Definition 
a,ji "Gozinto"-factor. Its value is zero if item i is not an a,ji 

immediate successor of item j. Otherwise, it is the 
quantity of i tem j that is directly needed to 
produce one item i. 

Cmt Available capacity of machine m in period t. 
djt External demand for item j i n period t. 
hj Non-negative holding cost for having one unit of 

item j one period in inventory. 
IjO Initial inventory for item j. 
3m Set of all items that share the machine m, 

i.e. Jm d= {j G {1,..., J) | rrij = m). 
J Number of items. 
M Number of machines. 
rtij Machine on which item j is produced. 
Pj Capacity needs for producing one unit of item j. 
sj Non-negative setup cost for item j. 
Sj Set of immediate successors of item j, 

i.e. Sj d— {i £ {1,..., J} | ctji > 0}. 
T Number of periods. 
vj Positive and integral lead time of item j. 
*0 Unique initial setup state. 

Table 12: Parameters for the Multi-Level PLSP 

The following mixed-integer model gives a precise specification for the multi-
level PLSP. 

J T 
min 52 + hjljt) (46) 

j=It=I 
subject to 

Ijt = Ij(t-I) + 1jt - djt - 53 aiiHt l _ j' 'T (47) 
»6<Sy ' " ' ' 
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min{t+Vj,T} 

: £ 
i£Sj T — t+1 

^ - 13 23 aiiqiT t = 0,'.. .,'T — 1 (48) 

PMt < Cm,t{yj(t~i) + yjt) 3i = (49) 

(50) 
j£j, 

j€Jm 

xjt > yjt - Vj(t-1) Jt_ iW'p (52) 

%«€{o,i} (53) 

(^) 

The objective function and most of the constraints equal the single-level 
PLSP-model. Hence, we restrict ourseif to an explanation of the new a spects. 
Equations (47) are the inventory balances. At the end of a period t we have in 
inventory what was in there at the end of period t — 1 plus what is produced 
minus external and internal demand. To fulfill internal demand we must respect 
positive lead times which represents the time for transportation and cooling, for 
instance. Restrictions (48) guarantee so. 

Research on several Variante of the multi-level PLSP is summarized in [75]. 
It can be proven that the (multi-level) DLSP and the (multi-level) CSLP are 
special cases of the (multi-level) PLSP. Compared to the DLSP, for instance, 
the PLSP is a much more thorny problem, because it lacks "nice" properties. 
However, efiicient heuristics for the multi-level PLSP do already exist and justify 
more research effort. 

The multi-level PLSP integrates phases I to III from the example in Sub
section 1.4. In contrast to the above mentioned models, it additionally pays 
attention to multi-level gozinto-structures. Thus, the multi-level PLSP is a 
promising candidate for replacing traditional MRP II logic. 

5 Further Research Opportunities 

Ongoing research tries to incorporate additional real-world aspects into lot sizing 
and scheduling models and methods. Quite important are the consideration of 
positive setup times [17, 32, 53, 62, 100] and sequence dependencies [30, 32, 43, 
44, 52, 53, 62, 65, 100]. 
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Lot sizing and scheduling with parallel machines represents another challen-
ging subject [14, 15, 65, 75, 97, 98]. 

Also, backlogging attracts increasing research interest, but most authors stick 
to the WW-problem [22, 39, 49, 59, 115]. 

Taking into account that planning in practice has to be done on a rolling 
horizon basis is yet another topic worth to be attacked. Again, the uncapacitated 
type of problem is the matter of concern in most cases [18, 20, 27, 40, 41, 87], 
and an open gap remains for capacitated lot sizing and scheduling [75]. 

Apparently, lot sizing and scheduling interacts with other planning activities 
in a firm, e.g. distribution planning, cutting and packing, and project scheduling 
[75]. The coordination of these planning tasks is thus a must in order to avoid 
high transaction costs. However, researc h has almost neglected the problem of 
coordination and provides no ad vice (as an exception see [19] where production 
and distribution planning is coordinated). Since making use of cost saving op-
portunities is a vital aspect in the presence of competition, solving coordination 
Problems is probably the most crucial goal for future work. 
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