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Abstract

In this paper, we investigate the temporal dynamics of correlations between sentiment indices

worldwide. Employing the tools of Random Matrix Theory (RMT) and Principal Component

Analysis (PCA), our paper aims to extract latent information embedded in the interactions between

economic and business sentiment indices around the world. We find that: (i) The dynamics of the

sentiment indices across countries can be well explained by the evolution of a single factor (the

“market mode”); (ii) during most periods, some groups of countries exhibit sentiment dynamics

less associated with (or divergent from) the market mode, while (iii) during the financial crisis, no

country or group of countries has been able to escape the market mode, which accounts for almost

all movements in the indices. We argue that strong “global” information signals, like the collapse

of the US housing market in 2007, can lead to a homogenization of the expectation structure

around the world, as such information can provide a coordination signal for a global phase of low

confidence.

JEL classification numbers: C19, E30, E71, G01
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I. INTRODUCTION

The analysis of business cycles in different countries is one of the fundamental issues in

international economics. So far, much of the analysis is often directed at investigating the

synchronization and convergence of “tangible” macroeconomic variables like GDP growth

rates, unemployment rates, and so forth (e.g. Bordo and Hebling, 2003; Bordo and Hebling,

2011; Artis et al., 2011; Kose at al., 2012; Ferroni and Klaus, 2015). However, up until

now, issues related to the correlations between the expectation structures across different

countries have been receiving less attention.

Expectations are a key driver of fluctuations in economic activity since most economically

relevant decisions have a strong inter-temporal component (e.g. investment, consumption or

saving decisions). This was emphasized, in particular, by Keynes (1936), and later by Min-

sky (1977) and Akerlof and Shiller (2009). Empirically, such claims are supported by studies

by authors like Santero and Westerlund (1996), Howrey (2001), Taylor and McNabb (2007),

Carriero and Marcellino (2011), Milani (2011), van Aarle and Kappler (2012), or Milani

(2014) in which the structure of the expectations is measured by sentiment or confidence

indices. The expectations themselves are formed on the basis of past experience or on cur-

rently incoming information signals from the economy. We argue that “global” information

signals, like the collapse of the US housing market in 2007, can lead to a homogenization

of the expectation structure around the world, as such information can provide a coordina-

tion signal for a global phase of pessimistic expectations. Here we confine ourselves to the

phenomenological analysis of coordination of expectations. Whether this synchronization is

justified in fundamental terms by the spillovers between countries in real economic activity,

or whether it constitutes another, psychological factor of contagion, should be investigated

in subsequent research.

This study contributes to the understanding of cross- correlations between economic and

business sentiment indices worldwide. We aim to answer three main research questions: (i)

how many statistically significant common factors can we extract from the joint dynamics

of the sentiment indices worldwide; (ii) how well do these common factors account for the

dynamics of the individual indices; and (iii) how does the weight of these factors change

over time?

We analyze two data sets, i.e. the Business Confidence Index (BCI) collected by the
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OECD and the Economic Sentiment Indices (ESI) collected by the Eurostat.1 In terms

of methods, instead of using traditional approaches based on econometric models, we em-

ploy Random Matrix Theory (see, for example, Laloux et al., 1999; Bouchaud and Potters,

2009) and Principal Component Analysis (see, for example, Jolliffe, 1986; Billio et al., 2012;

Wang et al., 2011) to investigate the dynamics of the correlation matrix of country-specific

sentiment/confidence indices. We extract the hidden factors encoded in the empirical cor-

relations across countries by analyzing the group of eigenvalues (and their corresponding

eigenvectors) deviating from the random bulk. In this way, we can capture the evolution of

the statistically significant factors underlying the dynamics of the correlation matrix. The

extent to which different countries are affected by these factors can be thought of as the risk

of sentiment contagion that the individual countries are facing during a particular period.

This paper is structured as follows. In Sec. II we briefly describe the data and methods

employed in our study. Sec. III reports our main findings. Discussions and concluding

remarks are found in Sec. IV.

II. DATA AND METHODS

A. Data

We consider two data sets containing country-specific sentiment indices. The first data

set is collected by the OECD, which consists of all the OECD members and several other

countries including China, Russia, India, Turkey, and Brazil. We name this data set OECD+.

The data set captures the Business Confidence Index (BCI) measured monthly for each

country. The index is based on the entrepreneurs’ assessments of their current production,

orders and stocks, as well as on their expectations for the immediate future (e.g. OECD,

2016).2 To avoid the problem of missing data in some reported countries, we confine our

analysis to the period from January 2002 until the end of 2015. This gives us data on the

monthly business confidence indices in 33 countries.

The second data set reports the Economic Sentiment Indices (ESI) of Eurozone members

1 See the next section for a more detailed description of the two data sets.
2 See OECD. (2016). Business Confidence Index (indicator). doi:10.1787/3092dc4f-en (Accessed on 29

January 2016).
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and other European countries. The ESI summarizes consumer confidence, as well as the

developments and expectations in the other surveyed sectors, i.e. industry (manufacturing),

services, retail trade and construction sectors (e.g. EC, 2016).3 In our analysis, we name

this group of countries EU+. We use this data set for the period from January 1997 to

December 2015, which gives us 24 monthly economic sentiment indices associated with 24

European countries.

B. Methods

Correlation matrix

Given the reported N indices for every month {SIi,t}i=1:N from time t =1 to t= T, we

apply a standard normalization procedure to the data.4 First, we consider the difference in

logs across periods

Ii,t = ln(SIi,t+1)− ln(SIi,t). (1)

As a second step, we define the normalized log-sentiment index for the time horizon T as

Xi,t =
Ii,t − 〈Ii,t〉

σi,t

, (2)

where 〈Ii(t)〉 and σi(t) are respectively the time average and the standard deviation of Ii(t)

over the time horizon T. Now we have 〈Xi〉 = 0 and Var(Xi) = 1. Next, we consider the

rectangular matrixX = {Xi,t}NxT and the associated correlation matrix of theN normalized

log-sentiment indices

C = {Cij}NxN =
1

T
XXT , (3)

where the notation XT stands for the matrix transposition of X. The value of Cij denotes

the correlation between country index i and j, where −1 < Cij < 1, for 1 ≤ i < j ≤ N .

Note that, for any i we always have Cii = 1. In case Cij > 0 (< 0) the two countries i and

j are positively (negatively) empirically correlated, while Cij = 0 indicates a lack of any

correlation.

Similarity matrix

3 See EC. (2016). Economic Sentiment Index (ESI). http://ec.europa.eu/economy_finance/db_

indicators/surveys/index_en.htm (Accessed on 29 January 2016).
4 In our study, we choose T=36 (months), which satisfies the condition that T>N.
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One of the methods we use, to study the central question of the evolution of the sentiment

correlation matrix over time, is the method proposed in Münnix et al. (2012), which is often

applied when identifying states of stock markets.5 The main idea is to come up with a

measure of the similarity between correlation matrices from different periods. Suppose we

observe two correlation matrices C(t1) and C(t2) associated with the two distinct periods

t1 and t2 from the sample {1, 2, ...T }, then the similarity S between those two matrices is

defined as

St1,t2 = 〈|C(t1)− C(t2)|〉, (4)

where |...| is the notation for the absolute value. Note that a higher value of St1,t2 indicates

that the “distance” between two correlation matrices is higher; in contrast, a smaller value

of St1,t2 reveals a higher level of similarity between the two matrices.

Random Matrix Theory

RMT, which was originally developed in nuclear physics by Wigner and Dirac to ex-

plain complex quantum systems, has emerged as one of the most important techniques for

extracting latent information embedded in empirical correlations from the financial sector

(e.g. Laloux et al., 1999; Laloux et al., 2000; Plerou et al., 2002; Kim and Jeong, 2005;

Meng et al., 2014; Jiang et al., 2014; Uechi et al., 2015; MacMahon and Garlaschelli, 2015).

Surprisingly, the applications of RMT in macroeconomic time series are very limited.6 Only

a few studies, such as those by Ormerod and Mounfield (2002) and Ormerod (2008), have

employed that technique to investigate the phenomenon of business cycle synchronization

over time.

Define {λi}i=N
i=1 to be the eigenvalues of the correlation matrix C and consider the prob-

ability density function of these eigenvalues

ρC(λ) =
dn(λ)

d(λ)
, (5)

where n(λ) is the number of eigenvalues of C less than λ.

According to RMT, if all Xit
iid∼ N (0, σ2), for N, T → ∞ and Q = T

N
→ a = constant > 1,

the probability density function ρC(λ) of eigenvalue λ will follow the so-called Marchenko-

5 One can also use other similarity measures such as the one proposed in Münnix et al. (2010).
6 We suggest the readers to, for instance, Bouchaud and Potters (2009) for a more detailed review of the

financial applications of RMT.
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Pastur (M-P) law

ρC(λ) =
Q

2πσ2

√

(λRMT
max − λ)(λ− λRMT

min )

λ
, for λRMT

min ≤ λ ≤ λRMT
max , (6)

and ρC(λ) = 0 elsewhere, with λRMT
max and λRMT

min being, respectively, the upper and lower

bounds of eigenvalues associated with a random correlation matrix with the variance σ2 and

Q = T
N
. According to RMT these bounds are given by

λRMT
max = σ2(1 +

√

1/Q)2, and λRMT
min = σ2(1−

√

1/Q)2. (7)

We are interested in the latent information encoded in the eigenvectors corresponding

to the largest eigenvalues deviating from the bulk of eigenvalues associated with a random

correlation matrix with the same variance and the same Q. Suppose λ1 > ... > λk > λRMT
max >

... > λN are the eigenvalues of the empirical correlation matrix C in descending order and

their corresponding eigenvectors are u1, u2, ..., uN . Then, eigenvalues outside the support

of the M-P law would indicate factors of significant correlation across the country specific

indices as these eigenvalues lie outside the range of observations that could be attributed to

random sampling. As a limit law, the M-P result applies to broad classes of random matrices.

In particular, it applies to general matrices with identically and independently drawn entries

with variance 1 for which all the moments are finite. It also holds asymptotically for random

variables with fat tails (hyperbolic decay of their density functions) as long as the fourth

and higher moments exist. However, preasymptotically, for finite N and T, large realizations

could lead to spurious large eigenvalues outside the M-P spectrum (cf. Birole et al. (2007)

and literature therein). In the Appendix, we provide additional statistical results that

indicate that such spurious eigenvalues do not occur in our data. The elements of the

eigenvector u1 can be interpreted as the effect of the strongest common factor (extracted

from the correlation matrix) on all country-specific indices (see, for example, Plerou et al.,

2002). In the following, we will be referring to this factor as the “market mode” or the

“market factor”. In our study, we will investigate the temporal dynamics of the largest

eigenvalues (larger than λRMT
max ) and their corresponding eigenvectors, in order to identify

periods with distinct cross-country sentiment correlation structures, as well as, to quantify

the systemic risk associated with these periods (see, for example, Billio et al., 2012; Zheng

et al., 2012; Meng et al., 2014; Nobi and Lee, 2016).

Decomposition and noise filtering
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Note that we can diagonalize the correlation matrix C as

C = UΛUT , (8)

where Λ = diag{λ1, ..., λN} and the matrix {U}NxN is orthonormal, whose ith column is the

normalized eigenvector ui associated with λi. From Eq. (8) we have

λi = uT
i Cui = uT

i Cov(Xt)ui = Var(uT
i Xt). (9)

The total variance of Xt is then

N
∑

i=1

Var(Xi,t) = N =
N
∑

i=1

λi =
N
∑

i=1

Var(uT
i Xt). (10)

Now we can see that λi indicates the portion of total variance of Xt contributed by the

principal component yi,t = uT
i Xt (e.g. Jolliffe, 1986).

We can rewrite Eq. (8) as

C =
i=N
∑

i=1

λiuiu
T
i . (11)

The expression Cm = λ1u1u
T
1 represents the part of the sentiment correlation structure

accounted for by the market mode (recall that the eigenvalues are indexed in descending

order). We can filter the market mode away from C. Following Kim and Jeong (2005), we

define the filtered correlation matrix

M = C− Cm. (12)

From Eq. (11), we can express M in the following way

M = C− λ1u1u
T
1 =

i=N
∑

i=2

λiuiu
T
i . (13)

The latent information encoded in the eigenvectors of the second largest eigenvalue can

also be useful if it is still large enough not to fall within the random bulk (i.e. if λ2 > λRMT
max ).

In general, information embedded in other eigenvalues larger than λRMT
max is associated with

important factors other than the market mode. In that case, the correlation matrix can be

decomposed as

C = Cm + Cg + [C− Cm + Cg], (14)

where Cg accounts for correlations captured by the second most important factor. For in-

stance, in the analysis of stock markets, it has been repeatedly suggested that the sectoral
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component can be captured by the eigenvectors associated with the second largest eigen-

values. In our study, we can think of the cultural and economic peculiarities of particular

countries or groups of countries (e.g. emerging markets) as being such a factor.

Absorption ratio

From Eq. (8) and Eq. (9), the absorption ratios are given by

Ei =
i

∑

j=1

λj/N (for i = 1, 2, ...N). (15)

Ei represents the fraction of the total variance of Xt explained by the first i principal com-

ponents (since
∑N

j=1 λj/N = trace(C)
N

= 1, we always have EN = 1). What we are interested

in, are comparisons between E1, ..., Ek and EN = 1 (i.e. EN stands for 100% of the variance

as shown in Eq. (10)), where k is the largest integer for which λk > λRMT
max is true. Besides

using the average of correlations, the absorption ratios can be used to infer the systemic risk

in the market (see, for example, Pukthuanthong and Roll, 2009; Billio et al., 2012; Zheng et

al., 2012; Meng et al., 2014). For instance, high values of E1 associated with a high λ1 signal

a strong co-movement of the individual sentiment indices, which implies a high systemic

risk.

Inverse Partition Ratio

The inverse of the Inverse Partition Ratio (IPR) measures the number of eigenvector

components (i.e. countries) strongly associated with a particular factor (the market mode,

for example). It is defined as

IPR(i) =
N
∑

j=1

ui(j)
4. (16)

Recalling that the elements of each eigenvector are normalized, i.e.
∑N

j=1 ui(j)
2 = 1 (∀i =

1, 2, ...N), it is easy to show that for all i =1 ,2,...N, we have

1

N
≤ IPR(i) ≤ 1, (17)

where IPR(i) = 1
N

if and only if ui(j)
2 = 1

N
for all j =1 ,2,...N; while IPR(i) = 1 if and

only if only one element of the eigenvector ui is different than zero, which implies that

only this element (country) contributes to this particular factor. Overall, the inverse of the

IPR indicates the number of eigenvector components that contribute significantly to that

eigenvector. More specifically, a low IPR indicates that countries contribute more equally.

In contrast, a large IPR would imply that the factor is driven by the dynamics of a small

number of countries.
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III. FINDINGS

We report the temporal dynamics of the distribution of correlations between sentiment

indices in Figure (1) for the BCI data (OECD+ group) and in Figure (2) for the ESI data

(EU+ group).7 Our first observation is that the distribution of Cij is generally asymmetric,

and its shape is not stable over time. A noticeable change can be easily detected for the

period of the financial crisis (2007 to 2009). More specifically, the average of correlations

and the kurtosis increase during that time, while the skewness decreases significantly. In

addition, we find that for all years, in the case of the BCI data, the average of correlations

is always positive and the distribution always is left-skewed, signaling that the mass of

the distribution of correlations is concentrated on the positive side. This implies that,

overall, countries tend to be more positively than negatively correlated (see, for example,

Plerou et al., 2002). A similar observation can be made for the ESI data, except for several

years, during which a positive skewness is observed (in particular, around the period when

the Eurozone was implemented). We provide the following potential explanation for the

increased number of negative correlations during that period. Before the introduction of the

Euro the interest rates in the “periphery” (Spain, Italy, Portugal, etc.) were much higher

than those in the “core” (Germany, Netherlands, France, etc.) of the monetary union.

Thus, during the implementation of the Eurozone, the sentiment in the “periphery” of the

union might have been positively affected by the convergence of the interest rates across

the Eurozone members, while the effect on the sentiment in the “core” might have been

negative.8 In other words, the convergence implies an increase of interest rates in the “core”

and a fall in the “periphery”, which might result in opposing sentiment dynamics in the

two areas of the union. In this rare case, the global information signal might have had

implications that differ across countries.

Since we observe that the sentiment correlation matrix is not stable over time, the question

of how to identify the different states of C comes to the fore. In the previous section, we

have introduced a method to quantify the similarity between correlation matrices (see Eq.

(4)). This method allows us to identify particular states of the sentiment correlation matrix.

7 The entries of the correlation matrix for each year have simply been pooled, after which a kernel density

estimator has been used to arrive at a distribution in a particular year.
8 For a discussion of the interest rate convergence in Eurozone see, for example, Arghyrou et al., 2009.
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FIG. 1: Evolution of the distribution of the elements of C, for BCI data in the OECD+ group.

Panel (a) shows the distribution of the elements of C from 2002 to 2013. Panel (b) reports the basic

statistical indicators of the elements of C including the mean, standard deviation (std.), skewness,

and kurtosis.

1998

2000

2002

2004

2006

2008

2010

2012

−0.8−0.6−0.4−0.200.20.40.60.81

0

1

2

3

4

 

years

C
ij

 

P
(C

ij
)

0.5

1

1.5

2

2.5

3

3.5

(a) Distribution of C, ESI data, EU+ group

1996 1998 2000 2002 2004 2006 2008 2010 2012 2014
−1

0

1

2

3

4

5

years

b
a

s
ic

 s
ta

ti
s
ti
c
s

 

 

mean
std.

skewness
kurtosis

(b) Statistics of C, ESI data, EU+ group

FIG. 2: Evolution of the distribution of the elements of C, for ESI data in the EU+ group. Panel

(a) shows the distribution of the elements of C from 1997 to 2013. Panel (b) reports the basic

statistical indicators of the elements of C including the mean, standard deviation, skewness, and

kurtosis.
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FIG. 3: Identifying states of correlation matrix using similarity-based analysis. Panel (a) shows

the similarity among correlation matrices C from 2002 to 2013, for BCI data in the OECD+ group.

Panel (b) shows the similarity among correlation matrices C from 1997 to 2013, for ESI data in

the EU+ group.

Figure (3) shows the similarity between the temporal correlation matrices for the BCI

data and for the ESI data, respectively in panels (a) and (b). Three states can be identified

from these panels, i.e. before 2007, from 2007 to 2009, and after 2009. We can see that

the period from 2007 to 2009 is very homogeneous with respect to the correlation structures

observed. The correlation matrices from the years 2007, 2008 and 2009 are very similar to

each other compared to matrices from other periods. This is consistent with what we have

found during our analysis of the evolution of the basic statistics of the correlation matrices

over time. In addition, in panel (b) we see that the correlation matrices for the EU+

group associated with the period of the European debt crisis (2011 to 2013) exhibit strong

similarities relative to correlation matrices from other periods. We can thus conclude that

for the EU+ we can detect an additional distinct state of the correlation matrix associated

with the time of the debt crisis in Europe. In the following, we are going to look more closely

at what these distinct states are characterized by.

We start by investigating the spectrum of the correlation matrix and its evolution over

time. In Figure (4) and Figure (5), panel (a) we see that the largest eigenvalue λ1 is typically

more than three times larger than the upper bound λRMT
max for the OECD+ group, and more

than 1.3 times larger for the EU+ group. In all years, λ1 always deviates from the random
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bulk associated with the M-P law. Figure (6) shows the distribution of the eigenvalues of

a random correlation matrix (with the same variance and the same Q) compared to the

actual distribution of the eigenvalues in 2007 for both groups of countries. For the EU+

group, during the whole sample period, only the first eigenvalue λ1 is larger than the upper

bound λRMT
max , while for the OECD+ group, in some years, a second eigenvalue λ2 crosses

this upper bound.9 The second factor may be interpreted as a group factor. On some rare

occasions (e.g. like in the years 2003, 2004 and 2010), particular countries (including some

“emerging markets”) can have sentiment dynamics opposing those of the rest of the world.

We can detect this by looking at the eigenvector elements associated with countries like

Mexico, Turkey, Slovakia, Russia, China in some years and recognizing that these elements

have the opposite sign of the elements associated with countries from the rest of the world.

Some developed countries like New Zealand and Australia for instance, also show a similar

behavior. All this suggests that the cross-country sentiment dynamics are driven primarily

by a single factor (the market mode) and only on rare occasions does a second factor become

marginally significant. In the following, we will thus be concentrating on the market mode

and on the relationship that countries or groups of countries have with it.

The evolution of the importance of the market factor for the cross-country sentiment

dynamics can also be observed in Figure (4) and Figure (5). We see that during the financial

crisis the importance of the market factor becomes overwhelming since both the largest

eigenvalue and the associated absorption ratio jump by approximately 100%. Since the

largest eigenvalue and the associated absorption ratio increase together, we can say that the

systemic worldwide component of sentiment was high during the period 2007 to 2009. We

can also see that, for the EU+ group, the absorption ratios after 2009 are still higher than

during the period before the financial crisis. The perceived threat to the Eurozone’s stability

stemming from the risk of sovereign default of some member states might have prevented

individual sentiment indices in Europe from diverging from the market mode.

9 We also observe that λ1 is always close to N〈Cij〉 (where 〈Cij〉 stands for the pooled average of C), which

supports the presence of one common factor affecting all indices.
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max ] explained by RMT. Panel (b) shows the absorption ratios associated with

the first and the second largest eigenvalues.
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FIG. 6: Distribution of eigenvalues of C in 2007, compared with RMT. Panel (a) for BCI data in

the OECD+ group. Panel (b) for ESI data in the EU+ group.

Next, let us look in more detail at the components of the eigenvector u1 associated with the

market mode. We find that in the period of financial crisis (2007 to 2009), the components

of u1 become more homogeneous, evidencing the synchronization of the sentiment indices

around the world (see Figures (7), (8), and (9)). This result holds true for both the EU+

and OECD+ groups. Still, a few countries like China, South Africa or New Zealand seem

to be somewhat less influenced by the market mode during the crisis. During normal times,

much more divergent behavior is observed. More specifically, in case of the OECD+ group,

countries like Italy, France, Belgium, Hungary, U.K., Austria, Slovenia, Denmark, Chile,

Netherlands or Germany contribute the most to the market mode, while the sentiment

dynamics in other countries like Finland, Korea, Mexico, New Zealand, Turkey, Slovakia,

Australia, Russia, China or India can be divergent to a certain extent. For the EU+ group,

countries like Belgium, Denmark, Germany, France, Italy, Netherlands or Sweden contribute

the most to the market mode, while the sentiment dynamics in other countries like Bulgaria,

Latvia, Poland, Romania, Slovakia or Finland can be divergent to a certain extent.
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by drastic changes in the the largest eigenvector components, i.e. they become more homogeneous
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FIG. 9: Eigenvector components of λ1 (Evec1). Without loss of generality, we assume that the

sign of the eigenvector element that has the largest absolute value is non-negative. The three left

panels (a), (c), and (e) are for BCI data in the OECD+ group, in 2003, 2007, and 2011. The three

right panels (b), (d), and (f) are for ESI data in the EU+ group, in 2003, 2007, and 2011. The

country code associated with each eigenvector component is also reported.
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We further analyze the eigenvectors by calculating the IPR. Figure (10) shows the IPR

versus the corresponding eigenvalues for the years 2003, 2007, and 2011 as examples. Panels

(a) and (b) do this for the OECD+ and for the EU+ groups, respectively. We find that for

those years, in which if the largest eigenvalue strongly deviates from the random bulk, the

associated eigenvector also exhibits the largest inverse of IPR, meaning that the sentiment

dynamics in the majority of the countries is influenced by the market mode.
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FIG. 10: Comparison of Inverse Participation Ratios of the eigenvectors of the correlation matrix

for periods before the financial crisis, during the financial crisis, and after the financial crisis. Panel

(a) shows the IPR for BCI in the OECD+ group, panel (b) shows the IPR for ESI in the EU+

group. In both panels, three years, (i) 2003, (ii) 2007, and (iii) 2011, are chosen as the examples.

Above, we have detected a common factor underlying the dynamics of the sentiment

indices. Now, we will compare the sentiment correlation matrix over time before and after

filtering the effect of that factor. The results are shown in Figures (11) and (12), respectively

for the OECD+ and EU+ groups. Overall, the raw correlations are significantly reduced

after the information encoded in the largest eigenvalue and its corresponding eigenvector

is subtracted. In addition, we can see that at the time of financial crisis (exemplified here

by the graph for 2007, which is the same for 2008 and 2009), the raw correlations between

countries increase but their filtered counterparts exhibit reduced correlations. In other

words, the increase in the raw correlations were accompanied by an increase in the fraction

of the correlations associated with the market mode. Note that for the OECD+ group, some

significant correlations still appear after the filtering in some years of the sample period.
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They are actually mainly contributed by emerging markets like China or India, for which

the informational signal associated with the collapse of the US housing market might have

been less relevant due to their limited exposure to toxic securities.
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FIG. 11: Correlations between countries, for BCI data in the OECD+ group. The three left panels

(a), (c), and (e) are the raw correlation matrices in 2003, 2007, and 2011. The three right panels

(b), (d), and (f) are the correlation matrices filtered by the RMT method in 2003, 2007, and 2011.
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FIG. 12: Correlations between countries, for ESI data in the EU+ group. The three left panels

(a), (c), and (e) are the raw correlation matrices in 2003, 2007, and 2011. The three right panels

(b), (d), and (f) are the correlation matrices filtered by the RMT method in 2001, 2007, and 2011.
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IV. CONCLUSIONS

In this paper, we have analyzed the evolution of the empirical correlations between the

macroeconomic sentiment indices in different countries. Overall, we observe different states

in the correlation structure, associated with a varying importance of the common factor

(“market mode”). The correlations between indices are significantly reduced after the effects

of that common factor are subtracted.

It would seem that many of the information signals worldwide have a common component,

since generally sentiment indices tend to comove. During normal times, however, the senti-

ment in various countries or groups of countries can “resist” the common factor or can even,

on rare occasions, “swim against the tide”. This is the case for some emerging markets like

China, Turkey and other countries like Australia, New Zealand. However, in the presence

of strong global information signals, we observe a strong synchronization of the sentiment

dynamics all over the world. We consider the collapse of the US housing market (2007-2009)

as an example of such global signals. In the case of the Eurozone debt crisis (2011-2013),

the sentiment synchronization is high only within Europe, which can be interpreted as an

indication that the Eurozone debt crisis is not perceived as a global information signal in

countries outside of Europe. Information signals can also cause the sentiments to diverge,

if the information has different implications for particular countries or groups of countries.

We consider the interest rate convergence associated with the establishment of the Eurozone

around the year 2000 to be an example of such an effect.

Overall, we believe that RMT and principal component analysis of the ensemble of world-

wide or regional sentiment data can reveal important information on the correlations between

business and consumer sentiment in different countries. The tools and results presented in

this paper should provide relevant input for business cycle forecasts and the analysis of

international co-movements of macroeconomic activity.
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VI. APPENDIX

In this section we will examine what happens to the upper bound of the largest eigenvalue

if the random variables Xi,t still have zero mean and unit variance but may have power law

tails with exponent µ. In such a case large changes in the sentiment indices may cause

spurious apparent correlations and substantial overestimation of the (theoretical) largest

eigenvalue of the sample correlation matrix C = 1
T
XXT (e.g. see Biroli et al. (2007) and

Bouchaud and Potters (2009)).

Denote S the largest element of |Xi,t| (for all i = 1, 2, ...N and all t in the considered

time window of length T ). According to Biroli et al. (2007), whenever S ≤ (NT )1/4, the

upper bound for the largest eigenvalue is λmax = (1 +
√
Q)2, and when S > (NT )1/4, the

largest eigenvalue becomes λmax = (1/Q + S/T 2)(1 + T/S2). In addition, if µ > 4, the

largest element of |Xi,t| is order of (NT )µ, and it is smaller than (NT )1/4. In this case,

λRMT
max = (1 +

√
Q)2 can be still used as the upper bound for the largest eigenvalue of C.

To check whether these conditions hold for our data sets, we first use the standard Hill

estimator (e.g. Hill (1975)), to examine the behavior of the exponent µ in the tails of |Xi,t|.
After that, we compare S, the largest value of Xi,t (in absolute terms), with (NT )1/4 to see

whether we can still use λRMT
max = (1 +

√
Q)2 as the upper bound of the eigenvalues of the

null-model.

The Hill estimator for different lengths of the tail of |Xi,t| in terms of a percentage of the

sample containing the largest observations in |Xi,t| (across all years and all countries in the

respective groups) is shown in figure (13) for the ESI data and in figure (14) for the BCI

data. We typically find that |Xi,t| have heavy tails with an exponent µ in the range from 2.7

to 7. In addition, when considering only the top 1% to 5% largest observations, µ is larger

than 3.

Furthermore, in order to have a more comprehensive assessment on the behavior of the

tail exponent, we decompose the entire observation period into separate time windows and

then estimate µ for each window. As shown in figure (15), with the top 5% largest elements

of |Xi,t|, µ is larger than 4 for most of the windows. However, in the case of the ESI data

(EU+ group), for the time window associated with the time of the financial crisis (2007-

2009), we observe that µ is in the range 3–4, implying the presence of large fluctuations in

sentiment indices during that time.
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While the existence of the fourth moment of the theoretical distribution of |Xi,t| seems

not to be guaranteed for all sub-samples, the crucial inequality S ≤ (NT )1/4 holds for

all considered time windows in both data sets (see Figure (16)). Taken together, these

results suggest that the relevant limit for the (theoretical) largest eigenvalue of C remains

λRMT
max = (1 +

√
Q)2.

2.5 3 3.5 4 4.5 5 5.5 6

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

5% largest indices, =  3.70

2 2.5 3 3.5 4 4.5 5 5.5 6

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

10% largest indices, =  3.02

2 3 4 5 6

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

15% largest indices, =  2.77

Hill estimator for different percentages of  sample size over the entire observation period

3.5 4 4.5 5 5.5 6

log(|X
i,t

|)

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

1% largest indices, =6.13

FIG. 13: Hill estimates of the tail exponent of the distribution of |Xi,t| based on different lengths

of the tail over the entire observation period for the ESI data (EU+ group). Panels (a), (b), (c),

and (d) show the results for tails defined as 1%, 5%, 10%, and 15% of the largest observations in

|Xi,t|, respectively. In each panel, we plot the empirical complementary cumulative distribution

function (CCDF) of |Xi,t| on a log-log scale. The solid line depicts the empirical CCDF, while the

dashed line represents the power law Pr(|Xi,t| > x) ∼ x−µ using the respective Hill estimate for µ.

26



2 2.5 3 3.5 4 4.5 5

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

5% largest indices, =  3.22

2 2.5 3 3.5 4 4.5 5

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

10% largest indices, =  3.20

1.5 2 2.5 3 3.5 4 4.5 5

log(|X
i,t

|)

10-3

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

15% largest indices, =  2.87

Hill estimator for different percentages of  sample size over the entire observation period

3.5 4 4.5 5

log(|X
i,t

|)

10-2

10-1

100

lo
g
(P

r(
|X

i,
t|>

x
))

1% largest indices, =6.72

FIG. 14: Hill estimates of the tail exponent of the distribution of |Xi,t| based on different lengths

of the tail over the entire observation period, for the BCI data (OECD+ group). Panels (a), (b),

(c), and (d) show the results for tails defined as 1%, 5%, 10%, and 15% of the largest observations

in |Xi,t|, respectively. In each panel, we plot the empirical complementary cumulative distribution

function (CCDF) of |Xi,t| on a log-log scale. The solid line depicts the empirical CCDF, while the

dashed line represents the power law Pr(|Xi,t| > x) ∼ x−µ using the respective Hill estimate for µ.
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FIG. 15: The tail exponent µ of the distribution of |Xi,t| in each time window, computed using the

Hill estimator on the 5% largest observations in the respective window.
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FIG. 16: The largest element of |Xi,t| compared to (NT )1/4 in each time window. We always

observe that max(|Xi,t|) < (NT )1/4.
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