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Abstract
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Keywords: Wage premium, education differential, skill biased technical change, general purpose technology.

∗We thank seminar participants at UBC and IFS for helpful comments on earlier drafts. This research is part of the research programme of the ESRC Centre for the Microeconomic Analysis of Public Policy at IFS. We are grateful to the ESRC, grant number RES-000-23-1524, for financial support. The usual disclaimer applies.
†University College London and Institute for Fiscal Studies
‡Vancouver School of Economics, UBC
§University College London and Institute for Fiscal Studies
Introduction

In the period extending from the mid-1990s to the present, the UK economy experienced a substantial transformation in educational attainment. Approximately 16% of the birth cohort born between 1965 and 1969 (who turned 25 in the early 1990s) held a university degree by age 30. For the cohort born just one decade later (who turned 25 in the early 2000s), the percentage with a university degree had more than doubled to 33%.

The speed of this increase is unmatched in most developed economies and substantially faster than in the US, the comparison country we focus on here. Given estimates of the impact of cohort-specific supplies of higher education workers on wage differentials for the US (e.g., Card and Lemieux [2001]), one might reasonably predict the UK education shifts to have had large effects on the UK wage structure. This was not the case. For the 1965-69 birth cohort, at age 30, the ratio of the median hourly wage for those with a first degree or higher (referred to as “BA” henceforth) to that of those with a secondary-education qualification (referred to as “high-school” or HS henceforth) was 1.45.\(^1\) In comparison, the BA-to-HS wage ratio at age 30 for the much higher educated 1975-79 birth cohort was 1.48. And this pair of cohorts is not an anomaly. As shown in Figure 1, the entire profiles of BA-to-HS wage differentials mapped against age are all essentially right on top of one another for the cohorts born after about 1960.

The similarity of age profiles for wage differentials across cohorts is striking, considering that the percentage with a Bachelors or higher degree at age 30 ranges from a low of 13% for the 1960-64 birth cohort to a high of 37% for the 1980-85 cohort. The puzzle we seek to address in this paper is, how did the UK economy absorb such a large increase in the number of educated workers without experiencing a relative wage response?\(^2\)

Our approach follows three steps. At the outset of the paper, we will establish a core set of facts using mainly UK Labour Force Survey (LFS) data. This will include the proportion of individuals with university degrees and more detail on the relative wage patterns just described. We present our results at the birth cohort level, finding that when we control for a common age profile, the education wage differentials are flat across the 1965-69 through 1975-79 birth cohorts. We find some decline in the post-1980 birth cohorts, those entering the labour market in the mid-2000s - a point to which we return when considering explanations. Note that the period investigated in the paper is after period when the BA-HS wage differential in the UK increased substantially [Machin and McNally, 2007].

In section 1.3, we provide a benchmark for the UK trends using the same plots for

---

\(^{1}\)Throughout this paper, BA refers to people with first degrees or equivalent. High school (HS) refers to people who obtained GCSE or equivalent qualifications at age 16. People who obtain vocational or sub-degree-level qualifications after getting their O-levels or GCSEs but have no degree-level qualifications are categorized into HS.

\(^{2}\)Chen [2013] shows that Taiwan underwent a similar sized increase in university attainment at approximately the same time as the UK and that it, too, experienced little change in its education wage differential. She argues that this can be explained with a model of skill biased technical change.
the US. In particular, we use the US data to estimate a more flexible version of the Card and Lemieux [2001] specification, regressing cohort specific changes in the BA/HS wage differential on a time trend and changes in the ratio of BA to HS employment. We employ those estimates to ask what one would predict for changes in the BA/HS wage differentials if the UK had faced the same elasticity of substitution between BA and HS workers and the same relative demand shift as the estimates imply for the US. We find that under this scenario, the UK BA/HS wage differential would have been predicted to fall by about 20 percentage points between the 1950-55 cohort and the 1985-89 cohort one, whereas in reality there is no significant difference between these two cohorts. Thus, a simple story based on an exogenous technical change affecting all advanced countries does not fit with the UK data patterns. In short, our puzzle is how the UK absorbed such large increases in educational attainment with the education wage differential being unchanged when a reasonable benchmark suggests that it should have fallen substantially.

One possible explanation is that compositional shifts across cohorts mean either that the increase in the supply of skills was not as large as it appeared or that compositional shifts disguised an actual decline in the education wage differential. If either of these were true then there is no real puzzle, that is, it is not really the case that large increases in educational attainment were accompanied by negligible changes in the education
wage differential. The second step in our analysis will be to try to uncover the extent to which the core patterns reflect compositional shifts across cohorts. Section 2 examines shifts associated with immigration (the UK shifted to being a substantial immigration receiving country in this period Dustmann et al. [2013]); the increase in the proportion of workers with above-Bachelors university degrees (Lindley and Machin [2013]); and potential differences between public and private sector workers. Neither the immigration shifts nor the increase in the proportion of workers with advanced degrees changes our core patterns. Looking at the private sector only, we continue to find an unchanging education wage differential for the birth cohorts with the largest increases in educational attainment (the 1970-74 and 1975-79 cohorts) but we we find some added evidence of a larger decline in the education differential among the post-1980 cohorts that enter the labour market in the mid-2000s and after. A successful explanation will need to account for this combination of a lack of change in the differential in the cohorts with the biggest educational gains followed by a small decline in the differential for subsequent cohorts for which the increases in education are smaller.

Section 2.4 then discusses potential composition shifts in terms of unobserved abilities. With such a large shift of people from lower to higher education, there could have been considerable changes in the average and median abilities within each education group, and it is possible that the wage ratio patterns we described are ultimately due to offsetting selection effects. We assess this possibility by adopting different assumptions about who constituted the increased degree holders in a bounding exercise. Under an hierarchical ability model, we show that bounds on movements in the education differential continue to point to at most small changes in the education differential between the 1965-69 and 1975-79 cohorts. The bounds, however, do point to the possibility of larger declines in the education differential for the post-1980 cohorts.

In another exercise, we ask how much selection is needed to reconcile the UK relative wage movements with their US counterparts, finding that the required selection is, in some years, implausibly large. Moreover, the extent of the selection would have to vary considerably across time and age in a manner just sufficient to leave the BA-HS wage ratio unchanged. We cannot rule out such time varying composition shifts but we find it very unsatisfying as an explanation and search for economic models that generate the observed wage patterns endogenously.

Thus, in the third step we evaluate competing economic theories for why the UK would have experienced large increases in the supply of high education workers but no change in the education wage differential. One key possibility is that these patterns are reflections of factor price equalization from trade theory. To the extent this is true, we should observe shifts in industrial composition toward skill-intensive sectors. We look for this pattern in UK LFS data but do not find evidence in favour of it: the proportion of workers with a university degree increased substantially in all sectors. This result points to the possible influence of technological change in the form of a General Purpose Technology that affects production in all sectors of the economy.

The standard model of that General Purpose Technology arriving as an exogenous
technical change seems to us to provide an unsatisfying explanation. In particular, the combination of a substantial increase in the number of university degree holders and the lack of a change in their relative wages indicates the presence of a set of demand shifts that exactly offset the variable changes in educational supply across cohorts. In our view, explanations in which such demand shifts arrive exogenously are not very believable. Versions of exogenous skill-biased demand shift models based on tasks that have been used to discuss polarization can be shown to imply a similar specification for an educational wage differential regression to that derived from the canonical model and so do not improve on the explanation. Given this, our belief is that it is more reasonable to consider economic models in which the lack of change in the education differential arises endogenously.

The model we propose builds on the insights in Caroli and Van Reenen [2001] and Bloom et al. [2012] that the use of IT capital is accompanied by the use of decentralized organizational structures. Bloom et al. [2012] show that US multinationals use a more decentralized structure relative to UK firms even when both are observed operating in the UK. They argue that UK firms are laggards in adopting decentralized structures because of regulation based inflexibilities. We offer an alternative explanation: that at the time of the development of the new IT related structures, the low education level in the UK implied that it was less profitable for UK firms to adopt the new approach. Then, as the UK education level ramped up, the UK underwent a technological transformation.

To capture these ideas, we propose a model in which firms can choose between a centralized organizational structure, with a few managers directing large numbers of other workers, and a decentralized structure in which decision making and supervision is spread more widely through the workforce. Firms employ high educated and low educated workers, with the former being relatively more productive at decision-making and management related tasks. The structure of the model is the same as a standard 2-good, 2-factor trade model, implying that the factor price invariance result holds. In particular, as the proportion of high educated workers increases, firms shift toward using the decentralized technology but, as long as the economy is operating in the cone of diversification, the wages for the two groups do not change. Eventually, though, with continuing increases in the education level of the workforce, the economy will transit to using only the decentralized technology, after which the education wage differential will begin to decline. Notice that, in this framework, there is no clear distinction between graduate and non-graduate jobs. It is the set of tasks in a job that defines an appropriate match with a skill level. The bundle of tasks associated with a job will change endogenously with a change in the organisational structure induced by the change in the proportion of educated workers.

We argue that this model fits with the core patterns in the UK data. In particular, we show that underlying the lack of change in the educational differential are completely invariant HS and BA real wage levels - a remarkable pattern that is implied by the model. In addition, the model can account for the seemingly odd pattern of the wage differential declining for the cohorts after the ones with the biggest increases in edu-
cational attainment. We investigate further implications by examining the relationship between the education composition of the workforce and the extent to which workers feel they control how they do their own work using matched worker-workplace survey data from the UK Workplace and Employer (WERS) data. We show that the regions where the increases in the BA proportion were largest had the greatest uptake of decentralized organizational forms.

We are not the first researchers to note the substantial increase in degree-holding in the UK. For example, Carpentier [2004] documented the trend in student numbers from 1920 to 2002, which increased sharply around the early 90s. They also showed a reduction in university expenditure per student around the same time. Many other studies have also documented the substantial increase in the share of graduates in the 1990s or across cohorts [OLeary and Sloane, 2005, Walker and Zhu, 2008, Green and Zhu, 2010, Devereux and Fan, 2011]. The cross-cohort movement has been used by some researchers as a source of variation for identifying the return to a university degree in the UK. [Devereux and Fan, 2011].

Previous papers have also noted the lack of a reduction in the college wage premium over time or across recent UK cohorts [Machin and McNally, 2007, McIntosh, 2006, Walker and Zhu, 2008]. However, those papers either appeal to the explanation that there have been offsetting relative demand shifts stemming from exogenous skill biased technical change or do not attempt to explain the lack of change in the relative wages at all. We add to the previous literature by providing a more thorough investigation of potential causes of the wage and employment patterns. We also present a potential explanation that does not rely on exogenous skill biased demand shifts that just happen to be the right size to match the change in educational attainment across each possible pair of cohorts.

1 The puzzle and the background

1.1 Changes to educational attainment

We begin with the two plots that define the puzzle we investigate. We will use the shorthand of calling the group with university degrees BA's, even though it includes other types of Bachelors degrees and more advanced degrees. For both the US and the UK, we summarize the data by plotting cohort effects corresponding to 5-year birth cohorts from a regression of either the ratio of median BA to median HS wages or the BA proportion on a fifth order polynomial in age and a complete set of cohort dummies. We focus on cohort effects because we believe this is the right level of variation for considering variation in education outcomes, allowing us to abstract from lifecycle patterns.

\footnote{For the BA plots, we normalize the age variables so that the intercept corresponds to age 30 and then add the estimated intercept to our cohort effects in the plots so that the heights correspond to effects at age 30.}

\footnote{Previous studies have also selected cohorts as the appropriate level of variation (e.g., Fortin [2006]).}
Constructing cohort effects in this way controls for differences in the age ranges over which the different cohorts are present in our data.

Figure 2 contains plots of the cohort effects for the BA proportion for both the UK and the US. The UK has strikingly lower proportions of people with a university education in the cohorts born before 1965; proportions that are less than half those in the corresponding US cohorts. But between the 1965-69 and the 1975-79 cohorts, the UK completely closes that gap, experiencing increases in the proportion with a BA of around 8 percentage points between each cohort. After the 1975-79 cohort, the UK proportion of BAs grows at a much slower rate that is more similar to the US growth rate. Remarkably, between the 1960-64 cohort and the 1980-84 cohort, the proportion of people with a BA in the UK tripled; between the 1965-69 and 1975-79 cohorts, alone, it approximately doubled.

Figure 2: Proportion of People with a BA or Higher Education by Cohort, UK and US

The big increase in the UK proportion in the BA group between the 1965-69 and 1975-79 cohorts corresponds to a rapid increase in higher education enrolment from 1988 to 1994. This large increase has been documented in many studies (O’Leary and Sloane [2005], Carpentier [2006], Walker and Zhu [2008], Green and Zhu [2010], Devereux and Fan [2011]) and has been used as an arguably exogenous source of variation in studies of the causal impact of education [Devereux and Fan, 2011].
The expansion of higher education over the past few decades was a reflection of specific policy choices made by the UK government. Since the Robbins Report in 1963, policy related to the higher education sector has been moving toward implementation of the principle that university places should be available to all who are qualified by ability and attainment to pursue them and who wish to do so. The 1960s saw the foundation of more than 20 universities and dozens of polytechnics. Polytechnics were a form of higher education institution that taught both degree-level courses and below-degree-level courses, with their degrees certified by a chartered body called Council for National Academic Awards (CNAA). A CNAA degree from a polytechnic was technically equivalent to a university degree and we treat them as equivalent in our analysis. The Education Reform Act (ERA) of 1988 changed some block grants to tuition fees (paid by Local Education Authorities for each student). In response, polytechnics increased enrolment with lower funding per student. The other major education policy change in 1988 was the replacement of CSEs and O-Levels with GCSEs as the exams that students take at age 16. That reform led to an increase in education attainment at the secondary level and hence an increase in the proportion of the young with sufficient academic credentials for admission to universities. In 1992, polytechnics gained the right to issue degrees and became fully-fledged universities. The reclassification of polytechnics as universities led to a big jump in the number of university students in 1992; but the rapid increase in student numbers in higher education started in 1988 and continued until 1994. This corresponds to the 1970-74 and 1975-79 cohorts in our plots since those cohorts would have turned 18 between 1988 and 1997. In 1994, due to pressures on public expenditures and the desire to protect resources per student, the government introduced the maximum student number control. This limited the number of full-time undergraduates at individual universities every year. As a result, the growth in student numbers slowed down, though, as we can see from the post 1975-79 cohorts in Figure 2 it by no means stopped.

1.2 Changes in relative wages

The second main pattern relates to wages. Similar to Figure 2, we regress the median wage ratios on cohort dummies and an age polynomial, and plot the estimated cohort effects along with their 95% confidence intervals in Figure 3. We normalize the ratios to zero for the 1965-69 cohorts in both countries. In the US, the wage ratio increases rapidly for the 1954-59 and 1960-64 cohorts (cohorts that would have entered the labour market in the 1980s), grows more slowly until the 1970-74 cohort, and then resumes somewhat more rapid growth with the 1975-79 cohort (i.e., roughly with people entering the labour market after 2000). This fits with what has been previously documented about movements in the education differential in the US, albeit presented here at the cohort instead of the year level (see, e.g., Card and DiNardo [2002]). In comparison,

5This has been clearly shown in Figure 2 in Carpentier [2006]
the UK experienced some increase in the education differential across the pre-1965-69 cohorts (albeit smaller than for the US), fitting with results about the UK education differential before 1990 (Machin [2001]). But between the 1965-69 and 1975-79 cohorts, when the proportion of cohort members with a BA or higher degree doubled, the education differential is almost completely unchanged. There is some decline in the point estimates for the post-1980 birth cohorts but the decline is only about 5 percent relative to the 1965-69 cohorts and is not statistically significant at the 5 percent level.

Figure 3: Ratio of BA median wage to that of high-school graduates, cohort effects

The absence of significant changes to the relative wages between the 1965 and 1975 cohorts is consistent with previous studies which found the UK graduate wage premium to be stable in the 90s and early 2000s [Chevalier et al., 2004, McIntosh, 2006, Machin and Vignoles, 2006, Machin and McNally, 2007, Walker and Zhu, 2008]. Two earlier papers [OLeary and Sloane, 2005, Walker and Zhu, 2005], using data up to 2003, found the university premium to have fallen somewhat over the cohorts that experienced the higher education expansion. However, the authors later revised their cohort conclusions with more years of LFS data in Walker and Zhu [2008]. The latter paper reported that on average, there was little reduction to the university premium for men between the pre-expansion and post-expansion cohorts and a 10% rise for women. The change in results appears to stem from being able to follow cohorts beyond their mid-20s in the more recent data.
1.3 Establishing a Benchmark Using the Canonical SBTC Model for the US

The combination of the large increase in the supply of more educated workers and the lack of change in the relative wage in the UK in the post 1965 birth cohorts necessarily implies that the UK experienced a relative demand shift favouring the more educated in the last two decades.

In this sense, examining data at the national level for the UK in isolation, one could explain the wage and education patterns by appealing to a standard story of Skill Biased Technical Change (SBTC). Of course, without a direct measure of technological change such a story cannot be rejected: the technological change becomes a residual that takes whatever value is needed to exactly offset the supply shifts. Often, though, technological change is assumed to have the same effect in all developed countries (Antonczyk et al. [2010]), and we can use that idea to form a benchmark against which to judge the UK experience. We do so using the US, which we see as a good benchmark both because of its similarities to the UK in terms of recent inequality movements and general structure of the economy, and because the SBTC model has been most fully investigated for the US. In particular, will use the Card and Lemieux [2001] (CL henceforth) estimation framework. Their approach is useful for us because it is couched in cohort related terms.

CL start from an aggregate production function expressed as a function of college (C) and high school (H) workers:

\[ y_t = (\theta_H H_t^\rho + \theta_C C_t^\rho)^\frac{1}{\rho} \]  

where, \( \theta_H \) and \( \theta_C \) are factor specific productivity shifters and \( \rho = 1 - \frac{1}{\sigma_E} \), with \( \sigma_E \) being the elasticity of substitution between the education groups. To allow for differences across cohorts, \( C_t \) and \( H_t \) are, in turn, written as CES aggregators of employment in the education group in specific age groups indexed by \( j \). The cohort specific productivity shifters are given by \( \alpha_j \) for the H group and \( \beta_j \) for the C group. They assume a common elasticity of substitution between the age groups, \( \sigma_A \). In this context, skill biased technology changes are reflected in the relative movements of \( \theta_C \) and \( \theta_H \).

Given this specification, we can write the relative wage equation as:

\[ \log \frac{W^C_{jt}}{W^H_{jt}} = \log \frac{\beta_j}{\alpha_j} + \theta_t - \frac{1}{\sigma_E} \log \frac{C_t}{H_t} - \frac{1}{\sigma_A} (\log \frac{C_{jt}}{H_{jt}} - \log \frac{C_t}{H_t}) + e_{jt} \]  

where, \( \theta_t = \frac{\theta_C}{\theta_H} \) and \( e_{jt} \) is some idiosyncratic measurement error or shock.\(^7\) CL assume that the skill biased technological change embodied in movements in \( \theta_t \) follow a linear

---

\(^6\)The SBTC literature has often used R&D and computer usage to proxy technological progress, as in Machin and Van Reenen [1998], Bresnahan et al. [1999].

\(^7\)Note that \( \theta_t \) can capture not only technology-driven changes to the productivities of different education groups (such as IT innovations), but also exogenous demand shifters like the liberalization of the financial sector and China entering the WTO. We thank Ian Walker for pointing this out.
trend (i.e., $\theta_t = \gamma_0 + \gamma_1 t$) - a standard assumption in the early part of the skill biased technical change literature. In the appendix, we report the results from estimating (2) with a linear trend for $\theta_t$ with UK and US data for the past two decades for various subsamples defined by the wage concept (hourly and weekly) and gender. For the US, the estimated substitution elasticity between different age groups, $\sigma_A$, is near the top of the range of estimates reported by Card and Lemieux [2001]. But the estimate of $\sigma_E$, the substitution elasticity between the HS and BA labour inputs varies wildly by subsample and wage measure. For the UK, the estimates of $\sigma_A$ have the wrong sign and the $\sigma_E$ estimates are again highly variable. The model’s failure to fit even the US data for our period (1993-2012) is not totally surprising. The CL model is essentially a richer version of Katz and Murphy [1992], and Beaudry and Green [2005] show that the Katz-Murphy model fits the US data (in the sense of having elasticity estimates of the right sign) less and less well the more recent the data that is used in the estimation. In addition, the US and UK estimates are so different that one can soundly reject the hypothesis that the data in the two countries are being generated from a common model of this form. Thus, the canonical model does not fit either country well and certainly cannot provide a common explanation for patterns in the two of them together.

We can resurrect the model for the US data by allowing for a nonlinear relative productivity trend. In particular, we re-estimated (2) with the US data allowing for the relative productivity trend $\theta_t$ to follow a 7th order polynomial. We then used the parameters from the US estimation to predict relative wage trends in the UK. That is, we ask what one would predict for the movement of UK wages based on UK relative supply movements but US estimates of the skill biased demand trend $\theta_t$ and US estimates of substitution elasticities and age effects in (2).

To compare the predicted wage ratios against the observed ones in Figure 1, we convert the predictions at the level of age-band-year to the level of cohort-age-band. In contrast to Figure 1, Figure 4 shows the predicted relative wage would shift downwards across cohorts and especially between the 1965 and 1975 cohorts, which experienced the sharpest expansion of Higher Education.

To isolate cohort effects, we use the fitted wage ratios in a regression on a fifth-order age polynomial and a set of cohort dummies, as before. We plot the resulting cohort effects along with the UK cohort effects from Figure 3 together in Figure 5. Several points emerge from the figure. First, based on US derived demand patterns and UK supply movements, one would have predicted a roughly 20 percentage point decline in the BA-HS wage ratio in the UK between 1950 and 1985 cohorts; but the actual wage

---

8We found the higher-order terms are insignificant and that with a 7th order polynomial, we obtained estimates for the elasticities that were in the range of those reported in Card and Lemieux [2001] while for lower order polynomials we often obtained quite different (and sometimes economically nonsensical) estimates that varied considerably across groups defined by gender and different wage measures.

9Birth cohorts are five-years apart. As the correspondence between year and birth cohort conditional on any 5-year-age-band is not exact, we compute age-band-cohort-level predictions as a weighted average of age-band-year-level predictions.
Figure 4: Predicted UK log BA-HS wage ratio

Note: this prediction is based on the estimates of US demand trend and US parameters.

ratio was no lower for the 1985 cohort than the 1950 one conditional on an estimated age profile. Second, the fall in the predicted wage ratio was especially large between 1965 and 1975 cohorts (a bit over 10 percentage points), when the supply increase was the fastest. But in reality, the wage ratio was quite constant between these two cohorts and only started to fall for the 1980 cohort. Third, the predictions imply a decline in the BA-HS wage ratio in the pre-1965 cohorts when both the actual line and the consensus in the literature point to an increase in the differential. Thus, based on relative demand shifts estimated from US data combined with the near tripling of the proportion of people in the UK with higher education, both the relative lack of change in the education wage differential and the timing of the changes that do occur are puzzling. In the remainder of the paper, we investigate potential explanations for that puzzle.

2  The Effects of Changes in Composition

The simplest answer to our puzzle is that compositional shifts are obscuring the true patterns. The potential importance of composition shifts becomes evident if we think of workers as bundles of efficiency units of tasks. More able workers supply a larger number of efficiency units per hour worked, and, in a standard neoclassical model, their observed wages will reflect this. As a result, observed average wages can increase either because of increases in the market price per efficiency unit or because the composition
of workers shifts in the direction of a higher average number of efficiency units per worker. Since our result is that the observed BA-HS wage differential has not fallen relative to what we might expect, the scenario of greatest potential interest for us is one in which the price differential for BA versus HS tasks declines while the differential in their average efficiency increases.

First, we can rule out gender shifts among education groups as the main cause because the same puzzle exists within each gender separately. Figures 17 in the Appendix show that within each gender, there have been large increases in the proportion of BAs across cohorts but no substantial changes to relative wages. In the rest of the section, we will consider the following compositional shifts: immigration; exactly a BA versus advanced degrees; public versus private sector status; and composition in terms of unobservables.

### 2.1 Immigration

The proportion of UK workers born outside the UK has doubled over the past two decades. As immigrants are more likely to have university degrees, the large flows of immigrants contribute directly to the aggregate increase in the share of BAs in the workforce. But it is not clear whether we should count every immigrant with a university education as the equivalent of a university educated native born worker. As demonstrated in Dustmann et al. [2013], immigrants often work in jobs that do not match
their observed skills or qualifications, implying that a simple count of the number of immigrants with a university education may over-state the contribution of immigration to the effective supply of highly educated labour. Given the size of the increase in the immigrant proportion in the past 20 years, the positive bias in the measured supply of university labour may become substantial.

Following the spirit of Dustmann et al. [2013], we carry out a counterfactual exercise in which we re-assign immigrant education levels according to their wages relative to the natives’ wage distribution. Specifically, within each calendar year and 5-year age band, we find the percentile of the native wage distribution that corresponds to the immigrant’s wage, calculate the proportions of the native born in each education group at that percentile, age-band and year, and assign the immigrant a new education level drawn according to the native born probabilities. For non-working immigrants, we assign a new education level from the education distribution of non-working native born workers. We have done the adjustments for all immigrants, although one may argue that immigrants who arrive as children should be treated the same as natives and so our adjustment provides an upper bound on the extent of over-stated education. The top line in the left subfigure of Figure 6 shows our standard birth cohort effects for the BA proportion for immigrants. For the post-1960 cohorts, it is typically at least 0.1 above the corresponding line for the native born. Echoing the results in Dustmann et al. [2013], the adjusted proportion of immigrants with a BA is much lower; indeed, it is everywhere lower than the native born line. However, the adjusted proportion with a BA obtained by combining the true proportion for the native born with the adjusted proportion for immigrants is not substantially different from the original, unadjusted proportion with a BA. The large increase in the proportion with a BA between the 1965-69 and 1975-79 cohorts, in particular, is relatively unaffected by the adjustment. This is because the proportion of the cohorts that are immigrants stays relatively small until the last few cohorts. The clear message is that the potential mis-reporting of effective immigrant education does not alter the main pattern.

Issues with immigrant skill measurement could also affect our wage measures. To check on whether this is an issue, in the right subfigure of Figure 6 we plot both the BA proportion and the education wage differential (both normalized to zero in the 1965-69 cohort) for the native born alone. The main pattern of a strong increase in the BA proportion matched with little change in the education differential after the 1965-69 cohort is still present without immigrants. Based on these two exercises, we conclude that we cannot explain the combination of education growth and flat education differentials through composition effects related to immigration.

### 2.2 Postgraduate education expansion

In 1993, 2.3% of 25-34 year olds had qualifications higher than a Bachelor’s degree; in 2014, that percentage had risen to 10.6% [Lindley and Machin, 2013]. The dark, solid line in Figure 7 plots the proportion of people with a postgraduate degree conditional
on having a university degree of some kind normalized to zero for the 1965-69 cohort. That proportion was also increasing across cohorts, particularly between the 1975-79 and 1980-84 cohorts - just after the substantial increase in the proportion of people with any university degree. The rise in the proportion of our “BA” sample with advanced degrees might be predicted to increase the median wage for university graduates as a whole; though this is not necessarily the case if the people who move into advanced degrees would have been above-median university earners even without the extra degree.

To assess the impact of increasing advanced degrees on our data patterns, we examine the ratio of the median wage of exact BAs (excluding postgraduates) to that of HS workers. Strikingly, the wage ratio still shows very little movement between the 1965-69 and 1975-79 cohorts, which may reflect the fact that the biggest shifts toward advanced degrees happened in the subsequent cohorts. The post 1980 cohorts now show a statistically significant decline in the ratio relative to the 1965-69 cohort but at just over -.05, the decline is only slightly larger than what we observed for the combined university graduates plot in Figure 3. Thus, while the shift toward more advanced degrees may have played a role in mitigating the measured decline for the post-1980 cohorts, it cannot explain the result that the cohorts with the biggest increases in the proportion with a university degree saw no change in their wage differential relative to high school graduates.
Meanwhile, the proportion of university graduates who have a "good" degree increased from 38% in 1985 to 47% in 1993. [Naylor et al., 2015] Here "good" refers to first-class and upper-second-class degrees as opposed to lower-second and third-class degrees under the British undergraduate degree classification. If there was no loosening in the criteria of degree classifications, which is a big if, then this could be interpreted as signs of a positive shift in the quality of graduates over time. But this shift would be small in magnitude given that the wage premium of a "good" degree is estimated to be below 10% [Naylor et al., 2015]. In short, observed categorizations of BAs by whether they have postgraduate degrees and by undergraduate degree class cannot explain the puzzle.

2.3 Public versus private sector

The public sector in the UK employs about a quarter of all workers. The public sector workforce is on average more educated, better paid, and proportionally more female. One possible explanation for the stability in the education differential is that the public sector expanded to absorb the extra graduates and set wages which do not reflect individuals’ marginal productivities. At the very least, one might expect an increase in public sector employment associated with the expansion of post-secondary institutions. The public sector’s employment share did increase somewhat until the recent austerity cuts. To gauge the impact of that expansion, we collect workers into three sectors (self-employed, paid private sector, and paid public sector) and perform a standard decomposition exercise, holding the proportion of workers in each sector constant over time. We present the results of that exercise in the Appendix but the simple summary is
that virtually none of the increase in the proportion of workers with a university degree between 1994 and 2014 (or within any sub-period) is accounted for by shifts across these three sectors. The increase in BA education in the workforce was ubiquitous within all three sectors.

A division between the public and private sectors may also be relevant to the extent we view public sector wages as shielded from the main forces operating in the economy. In that sense, an influx of graduates into the public sector might not be expected to reduce their wages relative to non-graduates. In Figure 8, we plot the cohort effects for the median wage ratio constructed as before but only for private sector employees. As in Figure 3, for private and public sector employees combined, there is little change in the education differential across the cohorts with the largest increases in the BA proportion. Between the 1965-69 and 1970-74 cohorts (when the BA proportion increased by over 8 percentage points) the wage ratio declines by about 1 percent, and between the 1970-74 and 1975-79 cohorts (when there was another 8 percentage point increase in the BA proportion), the wage ratio declined by a further 3 to 4 percent. But outside of those cohorts, the private sector patterns are quite different from the overall patterns. The pre-1965 cohorts show a decline instead of an increase in the education differential across cohorts while the post-1979 cohorts show a more substantial decrease in the wage differential than what is shown in Figure 3. The decline in the ratio across the older cohorts is troubling since it does not fit with previous work indicating that there was an increase in the return to education in the 1980s in the UK. What appears to be behind the pattern in Figure 8 is a negative time effect in the education differential affecting all cohorts in the same way in the last few years of our sample period. In Figure 9, we regress the wage differential at the year-age-band level on age dummies and year dummies and plot the year effects. It shows a relatively flat time trend until the last couple of years of the data. Since the last few years are more important for recent than earlier cohorts, this time effect disproportionately drags down more recent cohort effects. In fact, when we re-plot of Figure 8 using data only up to 2012 (see Figure 18 in Appendix), there is an increase in the education differential across the early cohorts and less of a decline in more recent cohorts (for example, the 1975-79 cohort effect is 2.5 percent below the 1965-69 value instead of 4.5 percent below including the data up to 2014). Given this, our conclusion is that the private sector continues to show a relative constancy of the education differential across the cohorts experiencing the largest increases in university attainment but also seems to have experienced some decline in the differential in the post 1980 cohorts. We will return to this pattern later in the paper.

2.4 Unobserved quality and relabelling

In this section, we use a variety of approaches to try to address the question of whether the composition of unobservable characteristics has shifted across education groups in a way that could explain the wage patterns.
As higher education expands, it draws in pupils from an increasingly wider range of prior attainment and perhaps innate ability. The fall in per student resources that came along with the rapid expansion in the UK from 1988 to 1994 might also have had a negative impact on the quality of courses and hence of graduates. Thus, it seems possible that the average quality of BA workers has declined across cohorts. On the other hand, the quality of HS-educated workers is also likely to fall if the more able individuals in more recent cohorts now go to university and some of those who would have been HS dropouts previously now obtain secondary qualifications. If these scenarios are true, then it is theoretically ambiguous whether the ability-composition constant wage ratio of the education groups is greater or smaller than the observed one. This is important because it is the movement in the composition constant wage ratio (essentially, the ratio of prices for the high and low educated labour factors) that is relevant for investigations of the forces driving changes in the labour market.
2.4.1 Quantiles and Employment

The idea that BAs have a lower and wider range of quality after the higher education expansion has been advocated in OLeary and Sloane [2005] and Walker and Zhu [2008]. Both papers use quantile regressions to estimate the university wage premium across different periods or cohorts, and they report a greater decline in the premium at lower quantiles than at higher quantiles. While it’s tempting to interpret such results as evidence of declining quality of BAs at the lower end of the BA wage distribution, examining the wage distributions for BA and HS workers separately suggests a different conclusion. We regress the ratio of the median to the 10th percentile of the BA wage distribution on a fifth order age polynomial and cohort dummies, and plot the estimated cohort effects in Figure 10. Since the 1965 cohort, there has been no significant change in the dispersion of wages in the lower half of the BA wage distribution. In contrast, the same line for the HS group shows a strong decline in the 50-10 ratio across cohorts. This indicates that the relative decline in low end wages for BA's versus HS workers is driven by improvements for the latter group. One possible explanation for that improvement is the introduction of the National Minimum Wage (NMW)in 1999 and its rise relative to the median wage over the 2000s. But regardless of the explanation, these patterns make it difficult to conclude that the fall of the graduate premium at lower quantiles is due to a greater deterioration in the quality of BAs than HS workers at their respective lower ends.

Figure 10: Ratio of median wage to the 10th percentile within education groups, UK

One place we might look for a compositional shift is at the extensive margin: if the
large increase in the relative supply of BAs combined with their constant relative wages induced a relative decline in the employment rate of BAs then this could imply changes in the relative “quality” of BA versus HS workers. In Figure 11, we plot the estimated cohort effects for the difference between the employment rate of BA's and that of the HS population. The employment rate difference is actually 2 to 3 percentage points higher for the post-1975 cohorts compared to the 1965 base. Thus, the lack of a relative wage response to the educational supply shift was not offset by a relative decline in employment. The change in relative employment rates across cohorts is also small in the context of a 15 percentage point increase in the BA proportion between the 1965 and 1975 cohorts. Thus, we believe compositional shifts based on changes at the extensive margin are not a key driver of the main patterns.

Figure 11: Difference in employment rate between BAs and HS workers, UK cohort effects

2.4.2 Changes in Selection on Unobservables

The exercises we just described are somewhat indirect approaches for capturing changes in the composition of unobservable characteristics. The alternative is to try to address selection on unobservables directly. Two broad approaches are available for assessing the potential impact of selection on the wage patterns we investigate. The first is to estimate selection corrected wage regressions using, for example, a Heckman two-step approach. To be convincing, that approach requires an exclusion restriction in the form of a variable that affects education choice but does not directly determine wages. We do not have a candidate for such a variable in our data and so turn, instead, to a bounding
approach. Under these approaches (Manski [1994], Blundell et al. [2007], Lee [2009]), extreme assumptions on the ability of individuals who would have shifted from lower to higher education across cohorts allow us to put bounds on movements in the median wages within education groups and, hence, on the education wage differentials. We will implement a variant on a bounding approach developed in Gottschalk et al. [2014], who use it to examine movements in occupation task prices.

Implementation of a bounding approach rests on some (preferably minimal) assumptions about the model of wage determination. We will consider a simple but very standard model in which the wage for person $i$ in education group $j$ is given by:

$$\ln w_{ict} = \sum_{j=1}^{3} D_{ijt} \beta c_j + \sum_{j=1}^{3} D_{ij} f_{cj}(age_{it}) + \sum_{j=1}^{3} D_{ij} \lambda_j \eta_i + \epsilon_{ict} \quad (3)$$

where $c$ indexes the person’s birth cohort, $D_{ij}$ equals 1 if person $i$ is in education group $j$, and zero otherwise, $f_{cj}$ is a cohort-and-education-group-specific age profile of wages, normalized to 0 for age 30 and $\epsilon_{ict}$ is an idiosyncratic error that is independent across time and people and of all other right hand side components in the regression. The specification incorporates a person-specific ability factor, $\eta_i$, the effects of which differ across education groups according to loading factors, $\lambda_j$. Importantly, both the distribution of $\eta_i$ and its factor loadings are stationary across cohorts. This model is extreme in its assumption of only one ability factor, but it is also very standard and allows us to see clearly the effects of selection.

We shall assume that the values of the $\lambda$’s and other parameters are such that for each cohort, the three education groups correspond to three contiguous, non-overlapping ranges of ability. In particular, the groups are defined by two cohort-specific thresholds $A_{uhc}, A_{hdc}$. University graduates are those with $\eta > A_{uhc}$; high-school grads have $A_{hdc} < \eta \leq A_{uhc}$; and high-school dropouts have $\eta \leq A_{hdc}$. In theory, such a hierarchical model of selection could be rationalized by a Roy model where individuals choose education levels by comparing their expected net present value of wages and of costs, and assuming $\lambda_u > \lambda_h > \lambda_d$ and that the costs of obtaining education are weakly decreasing in ability. In addition, the hierarchical model fits the idea that university admission is largely rationed by prior attainment.

Consider a situation in which the university proportion increases between cohorts $c$ and $c+1$, because there is less rationing. This corresponds to a decline in the value of $A_{uhc}$. Importantly, some individuals who would not get a university degree if they were born with their respective ability in cohort $c$ will get a degree if they belong to cohort $c+1$ but no one is induced to make the opposite switch. That is, there will be flows in only one direction. Let’s call the set of individuals who would get a degree if they face the conditions in cohort $c+1$ but not if they were in cohort $c$, “joiners”. Their ability distribution has a range with a top value of $A_{uhc}$ and so it lies entirely below that of the rest of university graduates in cohort $c+1$. The latter group have abilities that are high enough for them to enter university even when the costs were higher (as they were for
cohort c). We will call them “stayers”.\(^{10}\) Obviously, the joiners’ ability distribution lies above that of those who remain in the HS group in cohort c+1.

Given these assumptions, we can obtain bounds on the composition-constant median wage for each education group. The detailed derivation is in the appendix and here we explain the intuition. The core idea is that if we could observe changes in the median wage for a composition constant group then that change would reflect only the change in the price per efficiency unit of workers with a given type of education \((\beta_{c_{ij}} + f_{c_{ij}}(age_{it})\text{ in (3)})\), not composition changes. We can’t uniquely identify a composition constant group but we can bound the wage movements for one: the stayers. The observed wage distribution of BAs in cohort c+1 is a combination of that of the joiners and that of the stayers. Under our assumptions, if the number of BA’s increases across cohorts then that must reflect an inflow of joiners but no outflow. That means we can use the observed median wage for BA’s in the first cohort as corresponding to the median wage of the stayers. In the second cohort, we can form two extremes based on what we assume about the joiners. In the first, we could assume that all the joiners have lower ability than the median stayer. We could then form one extreme estimate of the median wage for stayers by first trimming a number of observations equal to the number of joiners from the bottom of the observed wage distribution for the second cohort and then getting the median of the remaining observations. For example, if the size of the BA group increases from 20 to 30 percentage points of the population between cohort c and cohort c+1 at a given age, then we trim the bottom one third of the BA wage distribution of cohort c+1 and the median of the remaining distribution is the upper bound of the median of the stayers. Another extreme bound could be formed by similarly trimming the top third of the cohort c+1 distribution and getting the median for the remaining sample. However, under an hierarchical model of the kind we are discussing, the best the joiners could be is as good as the stayers (if they were better than the stayers, they would be in the sector already). If they are as good as the stayers then the observed median wage for BA’s in cohort c+1 would be the same as the median wage for the stayers. Thus, the observed median forms the other bound on the cohort c+1 median wage for the stayers. Differencing these extreme bounds for the stayers’ median wage in cohort c+1 from the observed median wage for cohort c then gives us bounds on the movements in the price for BA labour for a composition constant group.

We can implement a similar exercise for the HS group. In this case, though, if the BA group grows between cohort c and c+1 this must be directly matched with an emigration of individuals from the top of the HS ability distribution between those cohorts. In trimming terms, this means that one bound can be obtained by appending a number of workers equivalent to the increase in size of the BA group to the top of the cohort c+1 wage distribution for HS workers. At the same time, if the Drop-out group shrinks then,
under the single factor Roy model, they must have moved to the bottom of the ability distribution in HS and we would trim a number of workers equivalent to the decrease in size of the Drop-out sector from the bottom of the cohort c+1 HS distribution. Doing both the BA and Drop-out related trimming and appending yields a new adjusted HS sample in cohort c+1 that corresponds to one bound on the wages for the HS group stayers. Taking the difference between the median wage in that sample and the actual median wage for HS workers in cohort c yields an upper bound on the change in the log wage profile at a given age for HS workers. Consider the benchmark case where the upper bound scenarios for the BA and HS workers correspond to one another (i.e., the movements out of the top of the HS distribution become the movements into the bottom of the BA distribution). We can then obtain one bound on the movement in the university-high school wage differential by taking the difference between the upper bound on the movement in the university median and the upper bound on the movement in the high school median. The other bound is the actual change in the median wage ratios shown in Figure 1.

We repeat the sample trimming exercise for each cohort using the 1965-69 cohort as the base of comparison (cohort c in our example). The left panel of Figure 12 shows age profiles of the ratio of adjusted (upper bound) BA-to-HS wage ratios for each cohort while the second shows cohort effects derived in the same manner as in the earlier figures. The cohort effects show an increase in the adjusted upper bound differential between the 1965-69 and 1970-74 cohorts. Given that the other bound is the actual change in the median wage ratio, the implication is that under this ability model, one cannot argue that selection on unobservables obscured what was actually a decline in the true wage differential. For the difference between the 1965-69 and 1975-79 differential, one bound shows a near zero decline and the other shows approximately a 5 percent decline. Thus, here there is some room to argue that selection is hiding a true decline in the ratio, but that decline is still very small compared to a doubling of the proportion of the population with a BA. For the post-1980 cohorts, the bounds include larger declines - over 10% relative to the 1965-69 cohort at the extreme. However, a glance at the profiles in the left panel suggests the need for some caution in interpreting the cohort coefficients. The age profiles for the various cohorts no longer look parallel once the extreme bound trimming is implemented, implying that the age at which we evaluate the cohort differences can alter our conclusions. But, overall, our conclusion from this exercise is that, under this model of ability, selection on unobservables cannot explain why we do not see a large decline in the education wage differential for the cohorts with the largest increase in their education level.

The previous exercise hinges on the assumed model of selection on ability. We, next, ask how big selection would have to be to account for the differences between the US and UK experiences that we described in the Section 1.3. In particular, we consider a scenario in which the university joiners’ wages are always above the median of the HS stayers (as in the extreme version of the hierarchical model) but could be above or below the median of university stayers. The more the university joiners have wages above
the university stayers’ median, the more will selection tend to induce an increase in the observed BA-HS wage differential. The question we pose is the following. Suppose that the UK actually faced the same skill biased demand shift as the US in this period, what proportion of the above-average HS workers who join the BA group would also have to be above the median of the BA group in order to rationalize the observed wage movements in the UK? To answer this question, we use our estimates from section 1.3 of the relative demand shifts for BA versus HS workers from the CL model with the seventh order polynomial fit using US data in our time period. Using those demand shifts along with the observed relative supply changes, we impute predicted wages for groups defined by year and 5-year wide age groups under the assumption that the UK faced the same relative demand shifts as the US.\footnote{The age groups we work with are 20-24, 25-29, ..., 55-59.} Comparing the predicted wages with the observed wages in each age group by year, we back out the proportion of switchers that must have earned more than the latent BA median in order to rationalize the difference.\footnote{We only do this calculation in age-year cells where the BA proportion is at least 5 percentage points higher than 1993, which is the reference year. When the BA proportion is too similar to the reference level, we have a problem of a small denominator and the imputed proportion can be outside the \([0,1]\) range due to measurement error.}

Figure 13 contains this proportion plotted by age group and year. The first thing to note is its magnitude: 20–40\% for 25-29 year olds in the early 2000s. Recall that we have made these calculations based on the assumption that all the university joiners would have higher wages than the median HS stayer. If we were to relax that assumption then we would need even larger proportions of the joiners being above the median BA. Depending on how much we relax this assumption, we would likely require over 50\% of new university joiners to be of above median university ability.\footnote{In addition, our demand shift estimates are based on an assumption that the US wages do not reflect similar selection related to increases in the US proportion of workers with a BA. If there were such selection in the US then we would need to have even greater selection in the UK to account for differences between the two countries.} We view a claim that at least 20\% and possibly over half of the new university joiners would have wages placing them above the median of those who were already going to university to be implausible - though, admittedly, we have no way of supporting that reaction. More importantly, the proportion varies widely by age group and year, even falling into negative territory for the 30s age groups in the most recent years.\footnote{The imputed proportion is negative when the predicted latent BA median is so high relative to the observed BA wage distribution that the density above the predicted median is less than half of the original proportion of BAs.} That variety suggests that it is difficult to explain the data patterns with a standard selection model. The unobserved compositional changes by education group would have to not only be substantial and in the right direction, but also vary substantially by year and age group in just the right way to rationalize the different US and UK wage and employment patterns. While we cannot definitively reject such a possibility, we do not know of any theory or intuition that implies those compositional changes. We prefer to look for an economic model that
can generate the wage and employment patterns endogenously rather than rely on the existence of a whole vector of exogenous changes that just happen to fit the patterns.

Figure 12: UK Median BA-to-HS wage ratio, adjusted to the education split of 1965 cohort

Note: for each age and cohort, we adjust the wage distribution by using the proportions observed for 1965 cohort as reference points. For example, if the observed proportion of BAs is higher than that for the 1965 cohort at the same age, we would trim the bottom of the observed BA distribution.

Figure 13: implied proportion of switchers ending above the latent BA median
3 Plausible theories

At this point, we believe we have established two main points. First, that the UK underwent a very large expansion of the proportion of workers with a BA without an accompanying change in the BA-HS wage differential or substantial changes in relative employment rates. Second, that these patterns cannot be explained by composition shifts based on observable or unobservable characteristics. The main caveat to these claims is that they seem clearly true for the 1965-69 to 1975-79 birth cohorts (the ones experiencing the largest increases in education level). But there is some evidence from both restricting the analysis to the private sector and the bounds on the selection on unobservables to suggest that the wage differential may have declined for the post-1980 birth cohorts that entered the labour market in the mid-2000s. We now turn to evaluating quantitatively three competing theories as to how the UK economy absorbed such large increases in educated workers without much reduction to their relative wages.

3.1 Trade

In a standard Heckscher-Ohlin model with three production factors: BA labour, HS labour and capital (assuming capital is perfectly elastically supplied), the ratio of wages will be invariant to shifts in the domestic relative supply of the two types of labour. The economy would respond to changes in relative supplies by shifting production toward goods that are more intensive in the growing factor. The aggregate increase in BAs would be absorbed through an expansion of industries or sectors that tend to employ a highly educated workforce, and perhaps at the expense of industries that use more low-skilled workers.

However, the proportion of workers who have a BA actually grew very rapidly in all major industries in the UK (Table 3.1). Formally, we decompose the growth in the proportion of workers with a BA into between versus within industry components. During the period 1994-2014, the total within-industry component accounts for a 19.1 percentage point increase in the overall proportion of workers with a BA and the between-industry component accounts for a 2 percentage point increase. We can also do the decomposition analysis for a finer definition of cells: the interaction of industry(1 digit of SIC1992), sector(public or private) and occupation (three categories). We do so for separate subsamples by age and gender. As shown in table 2, the between effect is much smaller than the within effect for every subsample. Our conclusion is that the relative wage invariance is not due to trade-related responses; at least, not operating at the level of industrial aggregation in our data.\textsuperscript{15}

\textsuperscript{15}Dustmann and Glitz [2015], using German firm level data, show that approximately 80% of adjustment to an immigration-induced change in local labour supply occurs through adjustments in employment by skill type within firms as opposed to changes across firms. They show some sensitivity to aggregation to the industry level but not enough to alter the core result that most adjustment is not about shifts in output composition.
Table 1: Share of BAs among 16-59-year-old employees by industry SIC1992, 1994-2014

<table>
<thead>
<tr>
<th>SIC92</th>
<th>shares in 1994</th>
<th>shares in 2014</th>
<th>within effect</th>
<th>between effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture, mining and fishing</td>
<td>0.075</td>
<td>0.258</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>Manufacture</td>
<td>0.082</td>
<td>0.245</td>
<td>0.027</td>
<td>0.006</td>
</tr>
<tr>
<td>Energy</td>
<td>0.177</td>
<td>0.289</td>
<td>0.001</td>
<td>-0.000</td>
</tr>
<tr>
<td>Construction</td>
<td>0.066</td>
<td>0.188</td>
<td>0.006</td>
<td>-0.000</td>
</tr>
<tr>
<td>Wholesale, retail</td>
<td>0.043</td>
<td>0.173</td>
<td>0.019</td>
<td>0.002</td>
</tr>
<tr>
<td>Hotel and restaurants</td>
<td>0.032</td>
<td>0.158</td>
<td>0.007</td>
<td>-0.002</td>
</tr>
<tr>
<td>Transport, storage, communication</td>
<td>0.066</td>
<td>0.234</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>financial intermediation</td>
<td>0.112</td>
<td>0.429</td>
<td>0.015</td>
<td>-0.000</td>
</tr>
<tr>
<td>real estate, business activities</td>
<td>0.225</td>
<td>0.485</td>
<td>0.028</td>
<td>0.006</td>
</tr>
<tr>
<td>public administration</td>
<td>0.151</td>
<td>0.391</td>
<td>0.017</td>
<td>-0.000</td>
</tr>
<tr>
<td>education</td>
<td>0.414</td>
<td>0.582</td>
<td>0.016</td>
<td>0.008</td>
</tr>
<tr>
<td>health and social work</td>
<td>0.111</td>
<td>0.366</td>
<td>0.033</td>
<td>0.000</td>
</tr>
<tr>
<td>other community, social</td>
<td>0.146</td>
<td>0.321</td>
<td>0.008</td>
<td>0.000</td>
</tr>
<tr>
<td>private and external</td>
<td>0.059</td>
<td>0.373</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>Total</td>
<td>0.124</td>
<td>0.336</td>
<td>0.191</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Note: the within-industry effect of an industry is defined as \((x_1 - x_0)(w_1 + w_0)/2\) and the between-industry effect of an industry is defined as \((x_1 + x_0 - \bar{x}_1 - \bar{x}_0)(w_1 - w_0)/2\), where subscripts 0 and 1 denote 1994 and 2014 respectively, \(w\) denotes the industry’s share of total employment, \(x\) denotes the share of BAs in the industry’s employees and \(\bar{x}\) denotes the aggregate share of BAs.

3.2 Exogenous Technological Change: Polarization Version

In section 1.3, we showed that the same model of exogenous technical change could not fit both the US and UK data in our period. The version of the SBTC model we used is one that Acemoglu and Autor [2011] describe as the “canonical model” in which technical change is assumed to increase the relative productivity of more educated workers. But several authors have argued that version of the exogenous SBTC story does not fit recent data even for the US (Card and DiNardo [2002] and Beaudry and Green [2005]). Partially in response to this criticism, a more nuanced version of the SBTC theory has emerged emphasizing the differential impact of Information Technology (IT) on different sets of tasks. In particular, IT is argued to be complementary with cognitive tasks but to replace routine tasks for which computer equivalents are easy to programme. Manual or service tasks are neither complementary with or substituted by IT but are often argued to experience increased demand either because they are demanded by the now richer cognitive workers or because of consumption variety related arguments (e.g., Autor and Dorn [2013]). With cognitive, routine, and manual task occupations generally occupying
Table 2: Within and between components in the increase of BAs, 1994-2014

<table>
<thead>
<tr>
<th>Gender</th>
<th>age range</th>
<th>share in 1994</th>
<th>share in 2014</th>
<th>within effect</th>
<th>between effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>both</td>
<td>16-59</td>
<td>.125</td>
<td>.336</td>
<td>.17</td>
<td>.0409</td>
</tr>
<tr>
<td>both</td>
<td>25-34</td>
<td>.159</td>
<td>.442</td>
<td>.229</td>
<td>.0547</td>
</tr>
<tr>
<td>both</td>
<td>35-49</td>
<td>.142</td>
<td>.36</td>
<td>.182</td>
<td>.0366</td>
</tr>
<tr>
<td>both</td>
<td>50-59</td>
<td>.0863</td>
<td>.259</td>
<td>.134</td>
<td>.0386</td>
</tr>
<tr>
<td>female</td>
<td>16-59</td>
<td>.106</td>
<td>.35</td>
<td>.198</td>
<td>.0457</td>
</tr>
<tr>
<td>female</td>
<td>25-34</td>
<td>.151</td>
<td>.492</td>
<td>.279</td>
<td>.0611</td>
</tr>
<tr>
<td>female</td>
<td>35-49</td>
<td>.111</td>
<td>.371</td>
<td>.213</td>
<td>.0452</td>
</tr>
<tr>
<td>female</td>
<td>50-59</td>
<td>.062</td>
<td>.251</td>
<td>.146</td>
<td>.0389</td>
</tr>
<tr>
<td>male</td>
<td>16-59</td>
<td>.141</td>
<td>.322</td>
<td>.142</td>
<td>.0385</td>
</tr>
<tr>
<td>male</td>
<td>25-34</td>
<td>.165</td>
<td>.4</td>
<td>.184</td>
<td>.0506</td>
</tr>
<tr>
<td>male</td>
<td>35-49</td>
<td>.168</td>
<td>.351</td>
<td>.151</td>
<td>.0307</td>
</tr>
<tr>
<td>male</td>
<td>50-59</td>
<td>.108</td>
<td>.267</td>
<td>.123</td>
<td>.0356</td>
</tr>
</tbody>
</table>

Note: the cell is defined by full interactions of sector, industry and occupation. The within effect of a cell is defined as \((x_1 - x_0)(w_1 + w_0)/2\) and the between effect of a cell is defined as \((x_1 + x_0 - \bar{x}_1 - \bar{x}_0)(w_1 - w_0)/2\), where subscripts 0 and 1 denote the start year and the end year respectively, \(w\) denotes the cell’s share of total employment, \(x\) denotes the share of BAs in the cell and \(\bar{x}\) denotes the aggregate share of BAs. The within and between effects shown above are the sums across all cells.

the top, middle and bottom of the earnings distribution, the implication is that there will be a polarization of employment, with growth in employment at the top and bottom of the distribution relative to the middle.

Does the task based model affect our earlier conclusions about whether a SBTC story can fit both the US and the UK wage and education patterns? It is worth noting that Acemoglu and Autor [2011] show that with two skill levels and an assumption that the higher skill level has comparative advantage in more complex tasks, one can derive an empirical specification that is isomorphic to the canonical model specification that we estimated. In this sense, the conclusions of our earlier exercise continue to hold. Put another way, suppose that the observed stability of the UK education wage differential arises because of a polarization in demand with university workers disproportionately benefiting from increased demand for cognitive tasks and high school workers benefiting from a combination of moving out of routine tasks into cognitive tasks (Cortes [2016]) and increased wages for manual workers. This still doesn’t solve the question of why this doesn’t happen to the same degree as in the US. That is, in the polarization model as well, one would need UK specific demand shocks that just happen to match the supply shifts in just the right way to leave the education wage differential unchanged.

To look further into the role of polarization in the UK wage and employment struc-
ure, in Table 3 at age 30-34, we present average real wages (in the first column of the first panel) and proportions of employees (in the first column of the second panel) in each of 9 one digit occupations in the 1965-69 cohort. The occupations are ranked by their average real wage. In the second columns in each panel we present the actual change in either wages or proportions between the 1965-69 and 1975-79 cohorts. The second column for employment proportions shows an approximate U-shaped pattern, with growth in employment shares in the top three occupations, declines in the middle (largely routine) occupations and growth in personal services. The relationship is not perfect since the two occupations paid below personal services both show declines, but the pattern is broadly one of polarization across successive cohorts. However, when we hold the education composition constant between the cohorts, there is either negative or very small growth in employment in the top occupations and no change in processing and skilled trades in the middle. There is some added evidence of relative growth at the bottom of the distribution. The main conclusion, however, is that the right branch of the U-shape in employment growth in the UK across these cohorts is almost entirely due to the education shifts. That is, occupation shifts appear to us to be of secondary importance relative to education shifts in determining the changes in the wage structure across cohorts in the UK. Given that, we do not believe that polarization/task based versions of the exogenous skill biased technical change theory will provide a useful lens through which to understand the specific wage and employment patterns we are examining.

Table 3: Changes between 1965 and 1975 cohorts, by occupations, at age 30-34,

<table>
<thead>
<tr>
<th>occupation</th>
<th>mean real wage</th>
<th>employment shares</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$w_{1965}$</td>
<td>$% change_{observed}$</td>
</tr>
<tr>
<td>Professional occupations</td>
<td>18.70</td>
<td>0.067</td>
</tr>
<tr>
<td>Managers and senior officials</td>
<td>17.66</td>
<td>0.074</td>
</tr>
<tr>
<td>Associate professional and technical</td>
<td>15.96</td>
<td>0.087</td>
</tr>
<tr>
<td>Administrative and secretarial</td>
<td>11.94</td>
<td>0.021</td>
</tr>
<tr>
<td>Skilled trades</td>
<td>11.67</td>
<td>0.052</td>
</tr>
<tr>
<td>Process, plant and machine operatives</td>
<td>10.26</td>
<td>0.041</td>
</tr>
<tr>
<td>Personal service</td>
<td>9.00</td>
<td>0.054</td>
</tr>
<tr>
<td>Sales and customer service</td>
<td>8.73</td>
<td>0.130</td>
</tr>
<tr>
<td>Elementary occupations</td>
<td>8.06</td>
<td>0.043</td>
</tr>
</tbody>
</table>

Note: Real wage is in 2012 prices, deflated by GDP deflator. The final column reweights the employment shares of occupations using the education split of the 1965 cohort of 30-34 year olds.
3.3 Endogenous Technological Change

The idea that technological innovations or adoptions depend on relative wages or skill supply has been around for some time [Acemoglu, 1998, Beaudry and Green, 2003]. Intuitively, an increase in the relative supply of skills can induce firms to adopt or invest in technologies that are skill-biased. For the US, Beaudry and Green [2005] show that such a model can capture national-level patterns that the canonical model misses, and Beaudry et al. [2006] show that IT adoption occurred first in cities with already high proportions of workers with BAs. For Norway, which experienced a substantial expansion of higher education in the 70s, Carneiro et al. [2014] found that the skilled wage premium increased in the areas most affected by the higher education expansion relative to other areas. They interpret these findings through a model of directed technical change in which firms responded to an increase in skill supply by adopting the skilled-biased technology. This is similar in spirit to our exercise except that they present a model with a threshold education level beyond which all firms shift technologies and discuss differences before and after the technological shift. In contrast, we emphasize a period of transition between two technologies. Results in the literature on the impact of immigration on wages also fits with a model of endogenous technological adjustment [Lewis, 2011, Dustmann and Glitz, 2015].

As the focus of our paper is to explain the lack of change in wage differentials when higher education expanded dramatically, we propose a model of endogenous technological change that allows for such a lack of change. As shown below, in our model, the relative demand shifts that would be required to offset the large UK relative supply shifts in order to leave the wage differential unchanged can arise endogenously as part of a transition to a skill-biased technology; a transition that is induced by the increase in the supply of BA’s. In this sense, the model can explain the main facts we have presented as an outcome of the operation of the economy rather than as an exogenous event.

Our preferred representation of the skill-biased technology in this period is as a decentralized organizational form. Caroli and Van Reenen [2001] argue that firms in recent decades have been transitioning from a more traditional organizational form with rigid hierarchies to one with more decentralized decision making, delayering of managerial functions, and multi-tasking. They also show that the newer organizational form is a complement to education or skill. It seems plausible, in turn, that as the UK expanded its proportion of university educated workers, it may have undergone an accompanying shift in organizational form.

Formally, consider a model of production in which there are two existing technologies, centralized (C) and decentralized (D); and two tasks performed by workers: managerial (M) and basic labour (L). The two technologies produce outputs of the same good, $Y_C$ and $Y_D$, and the good has price 1. Output from the centralized technology is produced according to the Cobb-Douglas production function:

$$Y_C = M_C^\alpha L_C^{1-\alpha}$$ (4)
where, $\alpha$ is a parameter. Similarly, output from the decentralized technology is produced according to:

$$Y_{Dt} = M_{Dt}^\beta L_{Dt}^{1-\beta}$$  \hspace{1cm} (5)$$

We will assume that the decentralized technology is more managerial task-intensive, that is $\beta > \alpha$. Intuitively, firms can choose between a centralized technology, e.g., with one manager and many workers, or a decentralized technology with the production process broken up into many teams with more managers and fewer workers per manager.

Each task is performed by a combination of skilled and unskilled labour, with the labour aggregated through CES functions:

$$M_j = [aS_{Mj} + (1-a)U_{Mj}]^{1/\sigma} \quad , j = C, D$$  \hspace{1cm} (6)$$

$$L_j = [bS_{Lj} + (1-b)U_{Lj}]^{1/\rho} \quad , j = C, D$$  \hspace{1cm} (7)$$

where, $\frac{1}{1-\sigma}$ is the elasticity of substitution between skilled and unskilled labour in managerial tasks; $\frac{1}{1-\rho}$ is the elasticity in labouring tasks; $a$ and $b$ are parameters; $S_{Mj}$ is the amount of skilled labour in the managerial task in sector j; $U_{Lj}$ is the amount of unskilled labour in the basic labouring task in sector j, etc.. We assume that skilled labour is relatively more productive in the managerial tasks (i.e., $a > b$) and that skilled and unskilled labour are more substitutable in the labouring task (i.e., that $\rho > \sigma$).

We assume that the numbers of unskilled and skilled workers in the economy are given exogenously in any period and that each worker supplies a fixed endowment of labour inelastically (where the endowment is specific to their age and education group). Thus, the amounts of effective labour of each skill level in each sector are given by:

$$S_{kj} = \sum_a \theta_a^S q_{kja}^S, U_{kj} = \sum_a \theta_a^U q_{kja}^U, j = C, D, k = M, L$$

where $q_{kja}^S$ is the number of skilled workers of age group a employed in task k in sector j and $q_{kja}^U$ is defined analogously for unskilled workers. The $\theta_a^e$ parameters correspond to the number of efficiency units provided by a worker in education group $e$ and age group $a$.

Market clearing in the labour market corresponds to the total number of workers with education $e$ and age $a$ in the economy being equal to the sum of the numbers employed in the various occupations and technologies:

$$Q_a^e = q_{MCa}^e + q_{MDa}^e + q_{LCa}^e + q_{LDa}^e$$

where $q_{kja}^e$ is the number of workers with education $e$ employed in task $k$ with technology $j$. Thus, workers of each age-education type of worker are divided among managerial and labouring tasks in the two technologies. Because workers can choose freely among technology/task combinations, there will be one wage per efficiency unit for each type of worker: $w_a^e$. Because of the assumed substitutability between age groups, there are only two actual efficiency unit wages: $w^S, w^U$ for one unit of skilled and unskilled labour.
respectively. The observed wages for workers are the product of that effective wage times their endowment of effective labour \( w^e_a = \theta^e_a w^e \). Finally, the total supply of effective units of skilled labour \( S \) is \( \sum_a \theta^S_a Q^S_a \), and the total supply of effective units of unskilled labour is \( U = \sum_a \theta^U_a Q^U_a \).

Total output in the economy corresponds to \( Y_t = Y_{Dt} + Y_{Ct} \), and efficiency corresponds to allocating \( S \) and \( U \) among managerial and labouring tasks in the two technologies to maximize \( Y_t \). The assumption that the two technologies produce the same final good is intended to capture the idea that these are General Purpose Technologies which can be used within any firm in any industry in the economy, as opposed to technologies related to specific sectors.

### 3.3.1 Theoretical Implications

We present the full derivation of results for the model in Appendix but here, for brevity and because this model has quite a standard form, we just describe its main theoretical and empirical implications. The set-up in the model is directly analogous to a 2x2 trade model with the two constant returns to scale technologies taking the place of the two goods in that model. Three standard results from the trade model are useful for us. First, the two technologies will be in use at the same time if the relative factor amount \( \frac{S}{U} \) lies within the cone of diversification, i.e., if \( \frac{S}{U} \) isn’t so large that only the D technology is used or so small that only the C technology is used.\(^{16}\)

Second, it is straightforward to show a factor price invariance result: when the economy is in the cone of diversification, both the skilled wage and the unskilled wage, \( w^S \) and \( w^U \), are invariant to the factor quantity ratio, \( \frac{S}{U} \).\(^{17}\) This means if the education composition of one age group shifts and if the resulting \( \frac{S}{U} \) remains in the cone, then the skilled-to-unskilled wage ratio within each age group will remain unchanged. More than that, both the skilled and the unskilled wages, individually, will not change. Eventually, if \( \frac{S}{U} \) rises enough, the economy will pass out of the cone of diversification and only the decentralized technology will be used. At that point, further increases in the relative skill supply will reduce the skilled wage premium. Under the specific form of the model here, once the economy is outside of the cone of diversification, the skilled-to-unskilled wage ratio will fall by the same proportion within all age groups, not just in the age group that experienced the education expansion.

The third trade model result is that, while the economy is still in the transition period, an increase in \( \frac{S}{U} \) will imply an increase in \( \frac{Y_{Dt}}{Y_{Ct}} \), i.e., that relatively more output will be produced with the skill and managerially intensive Decentralized technology. At the same time, an upgrading of the education level in the economy (i.e., an
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\(^{16}\)The Appendix derives the range of \( \frac{S}{U} \) within which both technologies are used.

\(^{17}\)With perfect competition, for each technology we have \( C_j(w^S, w^U) = 1, j = C, D \) where \( C_j(w^S, w^U) \) is the cost of producing one unit of the output using technology \( j \). For both technologies to be in use, both must simultaneously satisfy this condition. Thus, we have two equations in two unknowns (\( w^S \) and \( w^U \)) which yields solutions for \( w^S \) and \( w^U \) that do not depend on \( \frac{S}{U} \).
increase in $S$ and reduction in $U$), will not change the ratios of inputs within each sector $(S_{Mj}, S_{Lj}, U_{Mj}, U_{Lj}$, for $j = C, D$) and so the per capita productivity within each sector will not change. As the Decentralized sector has higher labour productivity, the aggregate labour productivity will increase as the Decentralized sector expands while the Centralized sector shrinks.

### 3.3.2 Empirical Implications

The second of the trade model-related implications (that the skilled wage premium is invariant to movements in the ratio of skilled to unskilled workers) is what makes this model appealing in our context. As we have documented, for the 1970-74 and 1975-79 UK birth cohorts, substantial increases in the proportion of workers with a BA or higher degree were accompanied by an unchanging skill premium. More importantly, the left side of Figure 3.3.2 shows that the stronger implication from the model, that the high and low education wages, individually, do not change while the economy is in the technology transition period also holds. In this figure, we plot the cohort coefficients from our standard specification run separately for high school educated and BA educated log real wages $^{18}$, normalized to zero for the 1965-69 cohorts. In the figure, a symbol on the line indicates that the estimated difference between the effect for that cohort and the base (1965-69) cohort is significantly different from zero at the 5% level. Examining the figure, we see that between the 1965-69 and 1975-79 cohorts, the wages for both education groups are virtually unchanged and wage changes are not statistically significantly different from zero for these cohorts or for the 1980-84 cohort. In contrast, in a model with an exogenous skill biased demand shift, the real wages should increase over time. As we have seen, such a model would also require a set of technology shocks that just happen to be the right size in each cohort to offset the relative supply shifts at that point. In a model of endogenous technical change like ours, shifts in the supply of skills generate the changes in demand for skills in an exactly offsetting manner. This happens because of firms choosing between the more and less skill intensive technologies.

We present cohort effects by education group for the US on the right of Figure 3.3.2. Here the picture is quite different. For the US, the real wage for the BA educated rises faster than that for the HS educated across all cohorts up to the 1975-79 cohort. For the remaining cohorts, real wages for both education groups decline, with the high school wage falling faster. We believe that one can reconcile the wage and employment patterns for the US and the UK if we see the US as the technological leader, investing in generating the new technology in the 1980s and 1990s, while the UK is the technological follower, adopting the new technology only once the education level of its workforce makes it profitable for it to do so. The US was the technological leader relative to the UK because it attained higher education levels earlier. This fits with Beaudry et al. [2010] who show that the adoption of new computer technology was faster in US cities with higher initial education levels and that the return to education rose faster in those
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$^{18}$We deflate the nominal wage series using the CPI with $2012 = 100$. 
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cities with the advent of the new technology than in other, lower education cities. The turn in the US wage series after the 1975-79 cohort in Figure 3.3.2 fits with the argument in Beaudry et al. [2013] that after the period of investing in initiating the new technology, the US economy entered a period with lower demand for skills relative to the investment period. They argue, further, that this decrease in demand for skills generated a movement of educated workers down the occupational structure, causing a supply effect in the occupations usually filled by low educated workers that could have driven the wages in those occupations down even further. They point to 2000 as the turning point between the investment and post-investment period and provide some evidence that investment in computer software and hardware turned at this point also. In terms of our cohorts, the 1975-79 cohort would have been entering the labour market in approximately the late 1990s so that the turn in our cohort plot fits with their turning point. Finally, Bloom et al. [2012] provide direct evidence of the US being the leader in innovation and implementation of a skill-intensive, decentralized organizational form. In particular, they show that US multinationals operating in the UK were more likely to use decentralized forms than UK firms operating in the same market.

Figure 14: Cohort effects for log real median wages by education groups, UK versus US

![Figure 14](image)

Note: The left subfigure is for the UK and the right one for the US. For each country, we regress age-cohort-education level wages on cohort dummy and 5-year-age-band dummies separately for the BA and the HS workers. The 1965 cohort is the reference cohort. The marked data points are significantly different from zero at 5% level.
Our model can also rationalize the wage movements at the end of our set of cohorts. As we argued earlier, if the rapid increases in the proportion with a BA meant that the UK ultimately moved through the cone of diversification to complete adoption of the Decentralized organizational form then we should expect, eventually, to see further increases in the proportion BA associated with declines in the education wage differential. This seems to have started to emerge in the private sector in the last few years of our sample. The timing is not implausible since the UK has already surpassed the US in terms of the BA proportion among young people, and will soon catch up in terms of the aggregate BA proportion. In short, the model predicts the seemingly odd pattern in which the education differential is flat when the increase in education was largest, starting to turn down for later cohorts that experienced smaller educational upgrading.

While this match between empirical patterns and theory is intriguing, it is far from definitive. To examine the suitability of the model further, we look at the third implications: increases in the relative supply of skills should induce a shift toward a more decentralized organizational form. Direct evidence on this can be found by examining changes in the proportion of workers who list “manager” as their occupation. Figure 15 shows the change in the proportion of workers with a BA who are in management occupations relative to our first data year (1993) for both the US and the UK. The US shows some increase at the start of the period (possibly related to their adoption of the new organizational form), while that in the UK increases by more, and does so later, fitting with our notion that the UK lagged the US in its adoption of the new form.

To get more specific evidence, we examine employees’ self-reported level of influ-
ence at their workplaces in a micro dataset as a marker of a decentralized managerial structure. Our hypothesis is that in a more decentralized and de-layered organizational structure, workers will be given more autonomy and will report greater influence over their work. We are interested in whether an increase in the relative supply of education skills induces a shift toward a more decentralized organizational form as measured by this marker. We examine this question using the UK Workplace Employment Relations Survey (WERS). The WERS is a survey of workplaces that includes questionnaires both for the manager as well as for a subsample of employees.\textsuperscript{19} We focus on employees’ responses to three questions:

“How much influence do you have about the following?”
1. “The range of tasks you do in your job”
2. “the pace at which you work”
3. “how you do your work”.

The responses for each question range from 1 “A lot” to 4 “None”. These questions are included in the cross-sectional WERS surveys for 1998, 2004, and 2011. Rather than use these questions separately we implement a principal components analysis to compute an index of the ability of workers to influence their own work. We define the index as 4 minus the first principal component, so that the index is higher where more employees report having a lot of influence. The index accounts for approximately 80\% of the total covariance among the three questions.

To investigate the role of skill supply in choice of organizational form, we examine the relationship between the local supply of workers with BAs and the average value of our influence index at the area level. Area here refers to Travel To Work Areas (TTWA), which were developed to capture local labour markets using data on commuting flows in 1991.\textsuperscript{20} There were around 300 such areas in the UK in the 1998 through 2011 period. We collapse all three waves of WERS to this TTWA level to form a short panel. Meanwhile, we derive from the LFS the proportion of workers in the TTWA who have a BA or above for the two calendar years up to and including the WERS survey year.\textsuperscript{21}

Table 3.3.2 reports the results from regressions of the influence index on the local BA proportion across a range of specifications. In all the specifications, we pool together the data from the three waves and we weight by the size of the area as measured by employment in the LFS data. In the first column, we report the results from an OLS regression with the proportion of BA’s in the area and year dummy variables as the only regressors. The estimated year effects indicate a secular trend toward organizational

\textsuperscript{19} The WERS surveys 25 employees per workplace. When there are fewer than 25 employees at the workplace, they are all given the questionnaire.

\textsuperscript{20} For further information on TTWA, see http://www.ons.gov.uk/ons/guide-method/geography/beginner-s-guide/other/travel-to-work-areas/index.html

\textsuperscript{21} For example, for the WERS outcome measured in 2011, the BA proportion is measured from LFS 2010-2011.
forms with greater worker control. This may reflect a response to the general increase in the education level of the workforce but more direct evidence on whether such a relationship exists is found in the estimated effect of the proportion of workers with a BA. We estimate that a 10 percentage point increase in the proportion of BAs in an area is associated with a 0.06 increase in the influence index. This result fits with the idea that firms in areas with a higher proportion of educated workers use more decentralized organizational forms. The estimated magnitude of the effect is not trivial. The employment-weighted average local BA proportion increased by 13 percentage points over the sample period. With a coefficient of 0.6, the 13 percentage point increase translates into a 0.08 increase of the index, which is about a third of the standard deviation in 1998.

In the next set of columns, we check the robustness of this result across a series of specifications. In the second column, we introduce controls for the proportion of workers by industry, by workplace size, and by the size of the organization. Notably, the size and significance of the BA proportion coefficient remains very similar to what was observed in column 1. This implies that the association between the level of education of the population and the organizational form happens within industries (as one would expect with a General Purpose Technology) rather than through shifts in the industrial structure. In column 3, we repeat the specification including the same controls but drop the observations from London out of concern that these could be driving our results. Again, the size and significance of the estimate is unchanged.

Whether the estimated association between the BA proportion and the average influence index value in these regressions represents a causal effect of the level of education is unclear. More educated workers may migrate to areas where firms have more decentralized organizational structures, implying a reverse causality. Alternatively, there could be a third unobserved factor prevalent in some areas that both increases the attractiveness of using a decentralized form and is attractive to more educated workers. We find it difficult to determine what form such a factor would take given that we are already controlling for industrial structure and firm size. In addition, the fact that our results hold up when we drop London (which is a strong candidate as a place where more educated workers migrate to with the aim of working for the most up-to-date firms) is weak evidence against the first endogeneity channel. Nonetheless, we are concerned that there is remaining endogeneity, which we address in two main ways. The first potential response is to take advantage of the panel nature of the data to introduce area specific fixed effects. These would control for persistent features of a location that might affect both its education level and the technology choice of firms residing in the area. However, when we estimate a version of our regression in first differences, the sign on the BA proportion variable continues to be negative but both it and the other included
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More specifically, industry is measured by the first digit of Standard Industrial Classification 1992; we have 5 categories of workplace size: ¡25,25-49,50-249,250-999,1000+. Whereas workplace size refers to the number of employees at the specific site, the organization may have multiple sites and hence many more employees. We have 5 categories of organization size: ¡50,50-249,250-999,1000-9999,10000+. 
controls have very large standard errors. There does not appear to be enough within-area over-time variation to identify the effects we are trying to investigate. In place of a fixed effect estimator, we implement a pooled OLS specification in which we include the proportion of workers in an area who had a BA in 1995/6. One can interpret this variable as a parameterization of location fixed effects that uses only the part of the fixed effect that is correlated with the historic education composition. This allows us to control for persistent factors that have been directly related to education. We present the results from the specification including start of sample education composition in column 4. The start of sample BA proportion, itself, enters with a small effect that is much smaller than its standard error. The effect of the current BA proportion continues to have the same size and significance, suggesting that concerns about endogeneity related to historic patterns of education are not warranted.

Our other approach to potential endogeneity problems is to implement an instrumental variables (IV) estimator. In particular, we make use of variation across areas that relates to the expansion of education. Thus, one possible instrument is the change in the proportion of workers with a BA between the cohort of workers born in 1965-69 and those born in 1975-79 - the cohorts defining the largest increase in higher education. This instrument would be valid to the extent those increases arose from exogenous differences in the expansion of the higher education system. However, since we see workers at older ages, the instrument might still reflect differential mobility of high education workers across cohorts - potentially in response to the location of firms with more decentralized organizational structures. In response to this, we use as instruments the proportion of the population born in the years 1970-74 and the proportion born between 1975 and 1979, measured in 1995-96. The underlying idea is that the proportion of the population with a university degree expanded substantially for the 1970s cohorts. As a result, areas with a high concentration of people of university age at the time of the expansion in the higher education system would be predicted to have a more educated population later to the extent that people have some tendency to stay where they grew up. The requirement that this instrument is valid is that parents in the previous generation did not have a tendency to have more children in areas which would later turn out to have more decentralized organizational structures. We believe that it is likely that this requirement was met. Moreover, the first stage for this instrument is strong: the F-stat for the joint significance of the two IVs is 17.9. We also report a specification in which we use these demographic variables along with the change in the BA proportion between the 1965-69 and 1970-74 cohorts and between the 1970-74 and 1975-79 cohorts as instruments. Together, these four IVs are highly significant in the first stage, having an F-stat of 63.1.

Column 5 of the table contains the results from using the demographic variables alone as instruments. The BA proportion effect remains positive and highly statistically significant. In size, it is approximately double that obtained using OLS, implying that
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23 The denominator for the proportions is the population born between 1940 and 1979.
the 13 percentage point increase in the percentage of workers with a BA resulted in a two/thirds of a standard deviation increase in the personal influence index. The result is very much the same in column 6 where we use both demographics and the change in the proportion with a BA as instruments. The fact that the effect estimated by IV is larger than the OLS estimate suggests that we may be estimating a local average treatment effect where there is heterogeneity in area responsiveness in terms of organizational structure to education. This could fit with the idea that the decentralized structure has the quality of a new General Purpose Technology. Firms in areas with historically high levels of education may have had little impetus to shift to the new organizational structure since the general increase in education would have had little impact on them. In contrast, firms in the areas where levels of education increased the most may have faced more incentives to make the organizational shift. Thus, the results reflect the interaction of a relatively newly available organizational structure with a recent increase in education. But regardless of the explanation for the relative sizes of effects from different estimators, the overall message is clear. An increase in the proportion of workers with a BA causes an increase in the extent to which workers feel they control their own work. This fits with results in Caroli and Van Reenen [2001] where they use UK and French data to show that a relative shortage of educated workers in a local labour market, as reflected in a higher education wage differential, implies that the firms in that market are less likely to implement organizational change. We view these results and ours as corroborating evidence for our model in which the large increase in the education level of new cohorts born after the late-1960s generated a shift in organizational structure toward a more decentralized structure in which workers had more control over their own tasks. As we have seen, in such a model, the technological shift can be accomplished without a change in the wage differential between more and less educated workers.

4 Conclusion

This paper highlights two empirical patterns: first, the UK underwent a dramatic increase in the proportion of people with a BA across successive cohorts beginning with those born in the late-1960s; second, the age profile of the BA-to-HS wage differential was essentially unchanged across that same set of cohorts. In addition, relative employment rates also change little across cohorts, suggesting that the invariance in relative wages was not simply due to institutional rigidities that forced the reaction to the supply increase to emerge in terms of quantities.

We argue that the absence of any obvious reduction in the wage differential in response to the large shift in relative supply is puzzling when we benchmark against US wage and employment patterns. Based on US estimates of skill biased demand shifts
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24 These results are robust to excluding London and to how we weight the data (including not weighting it at all).
Table 4: Regressions of employee influence index

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current % of BAs</td>
<td>0.573***</td>
<td>0.535**</td>
<td>0.600**</td>
<td>0.642***</td>
<td>1.306**</td>
<td>1.205***</td>
</tr>
<tr>
<td></td>
<td>[0.123]</td>
<td>[0.272]</td>
<td>[0.238]</td>
<td>[0.134]</td>
<td>[0.585]</td>
<td>[0.251]</td>
</tr>
<tr>
<td>wave04</td>
<td>0.186***</td>
<td>0.188***</td>
<td>0.185***</td>
<td>0.177***</td>
<td>0.153***</td>
<td>0.152***</td>
</tr>
<tr>
<td></td>
<td>[0.0237]</td>
<td>[0.0261]</td>
<td>[0.0255]</td>
<td>[0.0287]</td>
<td>[0.0353]</td>
<td>[0.0310]</td>
</tr>
<tr>
<td>wave11</td>
<td>0.293***</td>
<td>0.298***</td>
<td>0.291***</td>
<td>0.261***</td>
<td>0.185**</td>
<td>0.196***</td>
</tr>
<tr>
<td></td>
<td>[0.0277]</td>
<td>[0.0401]</td>
<td>[0.0335]</td>
<td>[0.0322]</td>
<td>[0.0727]</td>
<td>[0.0415]</td>
</tr>
<tr>
<td>% of BAs in 1995-6</td>
<td>0.0626</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.406]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current % of HS?</td>
<td></td>
<td></td>
<td></td>
<td>0.0395</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[0.292]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.398***</td>
<td>0.396***</td>
<td>0.369*</td>
<td>1.073**</td>
<td>0.648***</td>
<td>0.654***</td>
</tr>
<tr>
<td></td>
<td>[0.0241]</td>
<td>[0.0292]</td>
<td>[0.215]</td>
<td>[0.434]</td>
<td>[0.224]</td>
<td>[0.185]</td>
</tr>
<tr>
<td>further controls*</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>instruments</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>cohort structure</td>
<td>4 IVs</td>
</tr>
<tr>
<td>Observations</td>
<td>670</td>
<td>670</td>
<td>670</td>
<td>670</td>
<td>670</td>
<td>580</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.295</td>
<td>0.295</td>
<td>0.295</td>
<td>0.388</td>
<td>0.365</td>
<td>0.381</td>
</tr>
</tbody>
</table>

Note: all regressions are at the TTWA level, weighted by employment in the area. *Further controls include the current proportions of workplaces in the area by industry, by bands of workplace size, and by bands of organization size.

Table 5: Distribution of the employee influence index

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>0.48</td>
<td>0.24</td>
</tr>
<tr>
<td>2004</td>
<td>0.69</td>
<td>0.24</td>
</tr>
<tr>
<td>2011</td>
<td>0.85</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Note: the level of observation here is travel to work areas. They are weighted by employment size.
under the framework in Card and Lemieux [2001], one would predict declines in the education wage differential of approximately 20 percent across the full set of cohorts. Instead, it declined by less than 5 percent. The decline that did occur for the UK happened for cohorts after the ones that experienced the largest increases in education. Thus, both the size and the timing of the decline in the education differential are puzzling when viewed through the lens of the US experience in the same period.

One possible explanation for this puzzle is that it did not happen at all - that the wage differential really did fall but that coincident changes in composition concealed that decline. We argue that this is not the case. The combination of a large relative supply shift and the lack of movement in the relative wage differential is observed even after taking account of composition changes in terms of gender, public versus private sector, immigrant status, and whether a person had an advanced degree above a BA. Of course, it is possible that the relevant composition shift was in terms of unobserved individual heterogeneity, i.e., that the average ability of university graduates declined as the proportion of people with a BA grew. This mechanism is plausible but it is important to note that to explain the puzzle, we would require that unobserved worker ability declined significantly more among high school educated workers than among those with a BA. Using a bounding exercise based on a standard version of a Roy model of education choice, we show that the wage and employment movements do not fit with such an outcome. Even in more general selection frameworks, to explain the puzzle based on unobserved composition shifts one would need the extent of relative ability shifts to vary across time and age groups in a way that exactly offsets a widely varying set of relative supply shifts. While we cannot prove this did not happen, we view it as very unlikely. Thus, we conclude that the puzzle is real: large relative supply shifts were really met with little coincident change in the education wage differential while later, after the main increase in educational attainment was over, there was a small decline in the education wage differential.

There do exist standard models in which the relative supply shifts essentially engineer exactly offsetting demand shifts that leave relative wages unchanged. The best known such model is a Hecksher-Ohlin trade model with equal numbers of factors and goods. In the context of that model, shifts in relative factor supplies imply shifts in industrial structure toward goods with production that is intensive in the increasingly abundant factor. In addition, relative factor prices do not change. However, that model cannot explain our data patterns because we show that the relative supply shifts happen within not between industries. That is, the UK did not respond to the large increase in the education level of its workers by shifting toward education intensive goods. Instead, the change in the relative employment of high versus low educated workers happened within all industries.

The latter result implies something akin to a shift in a General Purpose Technology. More explicitly, we argue for a model in which firms in any sector can choose to produce using a centralized or a decentralized organizational structure as discussed in papers such as Caroli and Van Reenen [2001] and Bloom et al. [2012]. In the decentralized
structure, workers need to be able to take individual initiative and control their own work - characteristics that we view as fitting more with higher educated workers. The model has a similar construction to a trade model in that the economy responds to a shift in the relative supply of more educated workers by shifting toward greater use of the decentralized organizational structure. And, as in the trade model, there is no adjustment in terms of relative wages or wage levels. We show that the UK did experience organizational change, including using more managers in production, in this period. Moreover, we show that areas in the UK which had more substantial increases in education levels are also areas where workers report having more control over their own work - something we see as a marker of a decentralized workplace. Importantly, this pattern occurs within industries not because of shifts in the industrial structure and is robust across a range of specifications, including the use of cohort-based instruments.

While we do not claim that our empirical results for the organisational change explanation are definitive, we believe that they do provide a coherent explanation of the remarkable stability of the education wage differential from the early 1990s until the mid-2000s in the UK, that occurred despite unprecedented increases in the share of entry workers with degree level education over the same period. This points to the UK responding to the substantial increase in university education through an adjustment in the organizational structure of work. We caution that it is dangerous to extrapolate. The UK has already surpassed the US in the BA proportion for the cohorts born after 1975, and soon it will probably exceed the US in the BA proportion for the entire workforce. It is plausible that the organisational technology is fully utilised so that a further educational expansion, in the absence of the arrival of a new technology, would result in declines in the education wage differential. There is already some sign of this decline in the private sector. The wage differential, though, remains substantial.
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5 Appendix (for online publication)

5.1 Data

Most of the analysis in this paper is based on the demographic, education, employment, wage, and occupation variables in the UK Labour Force Survey (LFS). The LFS is a representative quarterly survey of approximately 100,000 adults that is the basis for UK labour force statistics. It is similar in nature to the US Current Population Survey (CPS) which we use as a comparison. We make use of UK LFS data running from the first quarter of 1993 to the last quarter of 2014.

Consistent definitions of education levels over time are obviously important in our investigations. The LFS asks respondents their highest level of educational qualification, with the potential categories changing over time. We take advantage of detail in the potential responses to construct six more aggregate categories that are consistent over time. For our main discussion, we then further aggregate those categories into three broader groups: a university degree level or above; secondary or some tertiary education below a university degree level; and below secondary qualifications. We draw the bottom line of secondary education as Grade C in the General Certificate of Secondary Education (GCSE), which are exams that students take at age 16, their final year of compulsory education. We consider this to be equivalent to High School graduation (HS) in the US because a substantial proportion of people have just GCSEs and the proportion of people strictly below the threshold in the UK is close to the proportion of HS drop-outs in the US.25 We restrict our samples to people between ages 16 to 59 because the education qualification question was not asked of women over age 60 before 2007 unless they were working at the time of the survey. We carry out much of our investigation in terms of cohorts defined by the calendar year of birth.

Wages are surveyed in the first and fifth quarters an individual is in the survey. We use the hourly wage derived from the weekly wage in the main job and actual weekly hours. We recode hourly wages above £200 as missing. Our sample contains 30,000-60,000 wage observations per year. As we are interested in the real cost of labour to firms, we deflate wages by the GDP deflator26. We are worried that student wages may include distortions related, for example, to co-op programmes and so drop all individuals who are part-time or full-time students in the survey week.

For comparative purposes, we look at the U.S. CPS, a large representative sample that is used in generating labour force statistics. We again use individuals aged 16 to 59 who are not full or part-time students in the survey week. The data is from the Outgoing Rotation Group samples of the CPS. Following Lemieux [2006], we do not use observations with allocated wages when calculating wage statistics. Wages and employment

---

25 For example, 10.6% of 25-34 year olds in the US are HS drop-outs in 2012. Coincidentally, the proportion of this age group in the UK who do not have qualifications equivalent to or higher than GCSE grade C is also 10.6%; and 19.8% have qualifications equivalent to GCSE grade C and no higher qualifications.

26 Source: OECD
status refer to the week prior to the survey week, and we only use wage and occupation data on individuals who are currently employed in the reference week. We aggregate the U.S. workers into three education groups: high school drop-outs; high school graduates (which includes workers with some or completed post-secondary education below a Bachelor’s degree); and university degree holders (Bachelors and higher).
5.2 The Card and Lemiux exercise

Following CL, we divide all workers into high school or university equivalents and count the number of hours worked by each.\textsuperscript{27} The estimation has two stages. At the first stage, we regress the log wage ratio of university to high school workers within each age category on age dummies, year dummies, and $\log(C_{jt}/H_{jt})$, where $C_{jt}$ is the total hours for university educated workers in age group, $j$, in year $t$ and $H_{jt}$ is the hours for high school educated workers. This provides us with an estimate of $\sigma_A$, the substitution elasticity between different age groups of the same education level. Using this, we can construct estimates of the total hours of university and high school labour, $C_t$ and $H_t$, that take substitution across age groups into account. At the 2nd stage, the log ratio of the wages of the two different education groups is regressed on age dummies, year (linearly), $\log(C_t/H_t)$ and $(\log(C_{jt}/H_{jt}) - \log(C_t/H_t))$ to get an estimate of the elasticity of substitution between the education groups, $\sigma_E$, and a second estimate of $\sigma_A$. The coefficient on the linear year variable is interpreted as an estimate of the growth rate of skill biased demand shifts.

Assuming a linear time trend in demand shifts, we run the estimation for the US and UK separately and for various subsamples defined by gender and wage measure (weekly versus hourly). Table 6 contains the estimates of the elasticities, $\sigma_A$ and $\sigma_E$. For the US, the estimated substitution elasticity between different age groups, $\sigma_A$, is near the top of the range of estimates reported by Card and Lemiux [2001]. But the estimate of $\sigma_E$, the substitution elasticity between the HS and BA labour inputs varies wildly by subsample and wage measure. For the UK, the estimates of $\sigma_A$ have the wrong sign and the $\sigma_E$ estimates are again highly variable. The model’s failure to fit even the US data for our period (1993-2012) is not totally surprising. The CL model is essentially a richer version of Katz and Murphy [1992], and Beaudry and Green [2005] show that the Katz-Murphy model fits the US data (in the sense of having elasticity estimates of the right sign) less and less well the more recent the data that is used in the estimation. In addition, the US and UK estimates are so different that one can soundly reject the hypothesis that the data in the two countries are being generated from a common model of this form.

\textsuperscript{27}See Card and Lemiux [2001] for details. Essentially, workers who are exactly high school graduates contribute their reported number of hours to the high school category count and workers whose highest degree is a BA contribute their reported hours to the university category. Hours for high-school drop-outs are counted as a fraction of a high school graduate hour, with the fraction being determined by their relative wages. The hours for workers with a graduate degree are counted as more than one hour of a BA worker, with the relative wages again determining the ratio. The hours of workers with post-secondary degrees less than a BA are divided between the two categories according to relative wages. The wages used are for workers with exactly a high school graduation as their highest level of education and for workers with exactly a BA.
Table 6: Estimated labour substitution elasticities following Card and Lemieux [2001]

<table>
<thead>
<tr>
<th>country</th>
<th>gender</th>
<th>wage measure</th>
<th>$\hat{\sigma}_A$</th>
<th>$\hat{\sigma}_E$</th>
<th>$\frac{1}{\sigma_E}$</th>
<th>s.e. of $\frac{1}{\sigma_E}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>male</td>
<td>weekly</td>
<td>9.29</td>
<td>-3.02</td>
<td>0.33</td>
<td>0.13</td>
</tr>
<tr>
<td>US</td>
<td>male</td>
<td>hourly</td>
<td>8.02</td>
<td>-5.22</td>
<td>0.19</td>
<td>0.12</td>
</tr>
<tr>
<td>US</td>
<td>both</td>
<td>weekly</td>
<td>12.91</td>
<td>-265.39</td>
<td>0.00</td>
<td>0.13</td>
</tr>
<tr>
<td>US</td>
<td>both</td>
<td>hourly</td>
<td>9.31</td>
<td>8.48</td>
<td>-0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>US</td>
<td>female</td>
<td>weekly</td>
<td>9.43</td>
<td>7.70</td>
<td>-0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>US</td>
<td>female</td>
<td>hourly</td>
<td>9.11</td>
<td>3.46</td>
<td>-0.29</td>
<td>0.12</td>
</tr>
<tr>
<td>UK</td>
<td>both</td>
<td>weekly</td>
<td>-46.05</td>
<td>11.51</td>
<td>-0.09</td>
<td>0.20</td>
</tr>
<tr>
<td>UK</td>
<td>both</td>
<td>hourly</td>
<td>-197.90</td>
<td>8.81</td>
<td>-0.11</td>
<td>0.18</td>
</tr>
<tr>
<td>UK</td>
<td>male</td>
<td>weekly</td>
<td>-30.46</td>
<td>5.50</td>
<td>-0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>UK</td>
<td>male</td>
<td>hourly</td>
<td>-42.52</td>
<td>6.79</td>
<td>-0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>UK</td>
<td>female</td>
<td>weekly</td>
<td>-19.88</td>
<td>10.51</td>
<td>-0.10</td>
<td>0.19</td>
</tr>
<tr>
<td>UK</td>
<td>female</td>
<td>hourly</td>
<td>-106.63</td>
<td>38.70</td>
<td>-0.03</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Note: exclude workers working fewer than 30 hours a week. Age range 20-59. Regression is not weighted. Following C&L, the estimation has two stages. At the first stage, we regress the log wage ratio on age dummies, year dummies, and $\log(C_{jt}/H_{jt})$ to get an estimate of $\sigma_A$, the substitution elasticity between different age groups of the same education level. We back out the parameters $\alpha_j, \beta_j$ and construct $C_t, H_t$. At the 2nd stage, the log wage ratio is regressed on age dummies, year (linearly), $\log(C_t/H_t)$ and $(\log(C_{jt}/H_{jt}) - \log(C_t/H_t))$ to get an estimate of $\sigma_E$ and a second estimate of $\sigma_A$. The reported $\hat{\sigma}_A$ is the 2nd-stage estimate.

Next, we allow the demand shift to follow a 7th-order polynomial in year. The estimation on US data of hourly wage gives us $\hat{\sigma}_A = 9.5, \sigma_E = 3.1$ and demand shifters that increase gradually over time as plotted in Figure 16. The same regression for the UK generates rather imprecise estimates as reported in Table 7. We proceed by using US estimates of parameters and demand trend and the UK labour supplies to generate predictions of graduate relative wages. Then, we extract cohort effects from these predictions and discuss them in the main body of the paper.

Table 7: Estimated labour substitution elasticities with non-linear demand trend

<table>
<thead>
<tr>
<th>country</th>
<th>$\hat{\sigma}_A$</th>
<th>s.e. of $\hat{\sigma}_A$</th>
<th>$\hat{\sigma}_E$</th>
<th>s.e. of $\hat{\sigma}_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>9.49</td>
<td>0.11</td>
<td>0.02</td>
<td>3.18</td>
</tr>
<tr>
<td>UK</td>
<td>-199.69</td>
<td>0.01</td>
<td>0.02</td>
<td>4.89</td>
</tr>
</tbody>
</table>

Note: the real wage measure is hourly wage. Both genders are included.
Figure 16: Estimated relative demand trend $\theta_t$ from US data
5.3 Compositional explanations

Figure 17: UK cohort effects on BA proportion and BA-to-HS wage differential by gender

Note: same specification as for figure 2.

Figure 18: Cohort effects for the BA-to-HS wage differential, UK private-sector only and till 2012
Table 8: Share of BAs among 16-59-year-old employees by sector

<table>
<thead>
<tr>
<th>sector</th>
<th>shares from 1994 to 2014</th>
<th>from 1994 to 2014</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>in 1994</td>
<td>in 2014</td>
</tr>
<tr>
<td>self employed</td>
<td>0.121</td>
<td>0.311</td>
</tr>
<tr>
<td>private sector employees</td>
<td>0.091</td>
<td>0.284</td>
</tr>
<tr>
<td>public sector employees</td>
<td>0.213</td>
<td>0.487</td>
</tr>
<tr>
<td>Total</td>
<td>0.125</td>
<td>0.335</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sector</th>
<th>share in 1994</th>
<th>share in 2009</th>
<th>within effect</th>
<th>between effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>self employed</td>
<td>0.121</td>
<td>0.254</td>
<td>0.017</td>
<td>0.000</td>
</tr>
<tr>
<td>private sector employees</td>
<td>0.091</td>
<td>0.219</td>
<td>0.079</td>
<td>0.000</td>
</tr>
<tr>
<td>public sector employees</td>
<td>0.213</td>
<td>0.400</td>
<td>0.048</td>
<td>0.002</td>
</tr>
<tr>
<td>Total</td>
<td>0.125</td>
<td>0.271</td>
<td>0.144</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Note: the within-sector effect of a sector is defined as \((x_1 - x_0)(w_1 + w_0)/2\) and the between effect of a sector is defined as \((x_1 + x_0 - \bar{x}_1 - \bar{x}_0)(w_1 - w_0)/2\), where subscripts 0 and 1 denote the start year and the end year respectively, \(w\) denotes the sector’s share of total employment, \(x\) denotes the share of BAs in the sector and \(\bar{x}\) denotes the aggregate share of BAs.

Because people (or, more properly, ability values) can be induced to switch into or out of higher education but not both at the same time, we can decompose the distribution function for BA wages in cohort \(c+1\) into a component related to the distribution function for the “stayers” and a component for the “joiners”:

\[
\Pr(\ln W_{uc+1} < w | \eta > A_{uhc+1}) = p_{uc+1} \Pr(\ln W_{uc+1} < w | \eta > A_{uhc}) + (1 - p_{uc+1}) \Pr(\ln W_{uc+1} < w | A_{uhc} \geq \eta > A_{uhc+1}), \forall w
\]  

(8)

where, \(p_{uc+1}\) is the proportion of the university educated in cohort \(c+1\) who are stayers. Equation (8) holds for any wage level \(w\), but we are interested in a particular level: the median wage in cohort \(c+1\) for the university sector stayers, denoted as \(\tilde{w}_{uc+1}\).

We can write \(\tilde{w}_{uc+1}\) as,

\[
\tilde{w}_{uc+1} = \beta_{c+1u} + f_{c+1u}(age_{it+1}) + \lambda_u med(\eta_i + \epsilon_{ic+1t+1} | \eta_i > A_{uhc})
\]  

(9)

Assuming stationarity of the \(\eta\) and \(\epsilon\) distributions across cohorts, differencing this relative to the median conditional university wage in cohort \(c\) at the same age, \(age^*\) would yield,

\[
\tilde{w}_{uc+1} - med(\ln W_{uct} | \eta_i > A_{uhc}) = \beta_{c+1u} + f_{c+1u}(age^*) - \beta_{cu} - f_{cu}(age^*)
\]  

(10)

That is, by comparing wage movements for people with the same set of \(\eta\)'s (the ones corresponding to choosing to get a university degree under either set of costs), we could obtain an estimate of the change in the actual wage profile across cohorts.
We cannot observe \( \tilde{w}_{uc+1} \) because we are comparing across cohorts and so cannot see who has ability levels that would result in their choosing the university degree in the different rationing situations. But we can obtain bounds for it. Returning to equation (8), we can obtain an estimate of \( p_{uc+1} \) based on changes in the size of the \( u \) group between cohort \( c \) and \( c+1 \) combined with the argument that people (or, rather, ability levels) either enter or leave the group but not both. We know that the second term on the right hand side of (8) (\( \Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|\eta > A_{uhc}) \)) equals 0.5 by the definition of \( \tilde{w}_{uc+1} \), and the left hand side corresponds to a quantile of the conditional distribution of wages for the \( u \) group in the \( c+1 \) cohort, and so is calculable from the data. That only leaves the last term (\( \Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|A_{uhc} \geq \eta > A_{uhc+1}) \)) unknown and unknowable. However, since it is a probability, we can bound it on one side as \( \Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|A_{uhc} \geq \eta > A_{uhc+1}) = 1 \), which corresponds to the marginal people who obtain a degree in cohort \( c+1 \) but would not have done so in cohort \( c \) having wages that place them below the median wage for the group who would get a degree in either cohort. Based on this, we can get an upper bound on \( \tilde{w}_{uc+1} \) by solving,

\[
\Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|\eta > A_{uhc+1}) = \frac{1}{2} p_{uc+1} + (1 - p_{uc+1}), \tag{11}
\]

This is equivalent to trimming the bottom \((1 - p_{uc+1})\) proportion of observations from the \( c+1 \) university wage distribution and obtaining the median of the remaining sample.

Since the abilities of university “joiners” between cohort \( c \) and \( c+1 \) are assumed to be entirely below the abilities of the “stayers”, a joiner’s wage can be higher than a stayer’s only when the joiner has a particularly positive shock \( \epsilon_{it} \) or the stayer has a particularly negative shock. As the idiosyncratic shock is assumed to be independent of ability, it follows that the joiners’ wage distribution is first order stochastically dominated by that of the stayers. Mathematically,

\[
\Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|A_{uhc} \geq \eta > A_{uhc+1}) \geq \Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|\eta > A_{uhc}) \tag{12}
\]

Using the right side of this expression as the lower bound on \( \Pr(\ln W_{uc+1} < \tilde{w}_{uc+1}|A_{uhc} \geq \eta > A_{uhc+1}) \) in (8) implies that the right hand side of (8) just equals 0.5. That is, the other bound is the \( c+1 \) median itself.
5.4 Model of endogenous technological change

As outlined in the paper, there are two production technologies: Centralized and Decentralized, and two tasks: Managerial and Labouring. Each task is produced by a combination of skilled and unskilled workers.

\[ Y_{Ct} = M_{Ct}^\alpha L_{Ct}^{1-\alpha} \quad (13) \]

\[ Y_{Dt} = M_{Dt}^\beta L_{Dt}^{1-\beta} \quad (14) \]

\[ M_j = [aS_{Mj} + (1-a)U_{Mj}]^{1/\sigma} \quad j = C, D \quad (15) \]

\[ L_j = [bS_{Lj} + (1-b)U_{Lj}]^{1/\rho} \quad j = C, D \quad (16) \]

Within skill groups, workers of different ages supply different quantities of effective labour and so there are only two effective wages: \( w^S \) for one unit of skilled labour and \( w^U \) for one unit of unskilled labour.

First, we will provide an alternative demonstration (in addition to the heuristic one given in footnote 19) that when both sectors \( j \in \{C, D\} \) are in business, the equilibrium wage ratio \( w^S/w^U \) is determined by the parameters and is independent of the aggregate skill supply \( S/U \).

For sector C, normalize the price of output to 1, then the FOCs are:

\[ w^S = \alpha \left( \frac{M_C}{L_C} \right)^{\alpha-1} [aS_{MC}^{\sigma} + (1-a)U_{MC}^{\sigma}]^{\frac{1}{\sigma}-1} aS_{MC}^{\sigma-1} \quad (17) \]

\[ = (1-a) \left( \frac{M_C}{L_C} \right)^{\alpha} [bS_{LC}^{\rho} + (1-b)U_{LC}^{\rho}]^{\frac{1}{\rho}-1} bS_{LC}^{\rho-1} \quad (18) \]

\[ w^U = \alpha \left( \frac{M_C}{L_C} \right)^{\alpha-1} [aS_{MC}^{\sigma} + (1-a)U_{MC}^{\sigma}]^{\frac{1}{\sigma}-1} (1-a)U_{MC}^{\sigma-1} \quad (19) \]

\[ = (1-a) \left( \frac{M_C}{L_C} \right)^{\alpha} [bS_{LC}^{\rho} + (1-b)U_{LC}^{\rho}]^{\frac{1}{\rho}-1} (1-b)U_{LC}^{\rho-1} \quad (20) \]

The ratios of the F.O.Cs \( \Rightarrow \)

\[ \frac{w^S}{w^U} = \frac{a}{1-a} \left( \frac{S_{MC}}{U_{MC}} \right)^{\sigma-1} \quad (21) \]

\[ = \frac{b}{1-b} \left( \frac{S_{LC}}{U_{LC}} \right)^{\rho-1} \quad (22) \]

Denote

\[ x = \left( \frac{(1-a)w^S}{aw^U} \right)^{\frac{1}{\sigma-1}} \quad (23) \]

\[ y = \left( \frac{(1-b)w^S}{bw^U} \right)^{\frac{1}{\rho-1}} \quad (24) \]

We have \( \frac{S_{MC}}{U_{MC}} = x, \frac{S_{LC}}{U_{LC}} = y. \)

Substitute back to the first two FOCs,

\[ w^S = \alpha \left( \frac{M_C}{L_C} \right)^{\alpha-1} [a + (1-a)x^{-\sigma}]^{\frac{1}{\sigma}-1} a \quad (25) \]

\[ w^S = (1-a) \left( \frac{M_C}{L_C} \right)^{\alpha} [b + (1-b)y^{-\rho}]^{\frac{1}{\rho}-1} b \quad (26) \]
We can cancel out $M_c/L_c$ to get an expression for $w^S$ in terms of $(\alpha, a, b, \sigma, \rho, w^S)$:

$$w^S = \alpha(1 - \alpha)^{1 - \alpha} [a + (1 - a)x^{-\sigma}]^{1 - \alpha} b^{1 - \alpha}$$

$$= \alpha(1 - \alpha)^{1 - \alpha} [a + (1 - a)x^{-\sigma}]^{1 - \alpha} (a + (1 - a)x^{-\sigma})^{1 - \alpha} [b + (1 - b)y^{-\rho}]^{1 - \alpha} \rho b^{1 - \alpha}$$

$$= \alpha(1 - \alpha)^{1 - \alpha} [a + (1 - a)x^{-\sigma}]^{1 - \alpha} (a + (1 - a)x^{-\sigma})^{1 - \alpha} [b + (1 - b)y^{-\rho}]^{1 - \alpha} \rho b^{1 - \alpha}$$

$$= \alpha(1 - \alpha)^{1 - \alpha} [a + (1 - a)x^{-\sigma}]^{1 - \alpha} (a + (1 - a)x^{-\sigma})^{1 - \alpha} [b + (1 - b)y^{-\rho}]^{1 - \alpha} \rho b^{1 - \alpha}$$

(27)

Given we had normalized the output price to 1, (27) is actually the ratio of skilled wage to the output price in the Centralized sector, written as a function of $(\alpha, a, b, \sigma, \rho, w^S)$.

Similarly, if the Decentralized sector is in operation, we can write the ratio of skilled wage to the output price in the Decentralized sector as a function of $(\beta, a, b, \sigma, \rho, w^S)$.

$$\frac{w^S}{P_D} = \beta(1 - \beta)^{1 - \beta} [a + (1 - a)x^{-\sigma}]^{1 - \beta} (a + (1 - a)x^{-\sigma})^{1 - \beta} [b + (1 - b)y^{-\rho}]^{1 - \beta} \rho b^{1 - \beta}$$

(28)

Both technologies are in business when their output prices are the same, that is, $P_D = 1$. Then equating (27) and (28)

$$\alpha(1 - \alpha)^{1 - \alpha} = \beta(1 - \beta)^{1 - \beta} [a + (1 - a)x^{-\sigma}]^{1 - \beta} (a + (1 - a)x^{-\sigma})^{1 - \beta} [b + (1 - b)y^{-\rho}]^{1 - \beta} \rho b^{1 - \beta}$$

(29)

This implicitly defines the equilibrium skill wage ratio $\frac{w^S}{w^D}$ as a function of parameters $(\alpha, \beta, a, b, \sigma, \rho)$. Note that this equation does not contain the aggregate labour supplies $S$ or $U$.

We can consider the right-hand-side of (27) and (28) as two curves of $\frac{w^S}{w^D}$. Suppose the parameters are such that the two curves cross just once and that after the intersection the curve represented by (28) lies above the other. This means when the wage ratio exceeds the equilibrium ratio, the Decentralized technology will yield a lower output price and the centralized technology will not be in use. The reverse is true when the wage ratio is below the equilibrium.

So far we have shown there is an equilibrium wage ratio $\frac{w^S}{w^D}$ under which both the Centralized and Decentralized technologies are in use. Now we work out the range of aggregate relative skill supply $S/U$ that is compatible with that equilibrium wage ratio.

Divide (26) by (25) $\Rightarrow$

$$\alpha[a + (1 - a)x^{-\sigma}]^{1 - \alpha} a = (1 - \alpha) \frac{M_C}{L_C} [b + (1 - b)y^{-\rho}]^{1 - \alpha} b$$

(30)

By definition, we have

$$M_C = S_{MC} [a + (1 - a)x^{-\sigma}]^{1 - \alpha}$$

$$L_C = S_{LC} [b + (1 - b)y^{-\rho}]^{1 - \alpha}$$

Substitute into (30) $\Rightarrow$

$$\alpha[a + (1 - a)x^{-\sigma}]^{1 - \alpha} a = (1 - \alpha) \frac{S_{MC}}{S_{LC}} [a + (1 - a)x^{-\sigma}]^{1 - \alpha} [b + (1 - b)y^{-\rho}]^{1 - \alpha} b$$

(31)
After some manipulation, we get

\[ \frac{S_{MC}}{S_{LC}} = \frac{\alpha a[b + (1 - b)y^{-\rho}]}{1 - \alpha b[a + (1 - a)x^{-\sigma}]} \]  

(32)

Thus, in the Centralized sector, the four quantities of labour demand \((S_{MC}, S_{LC}, U_{MC}, U_{LC})\) are proportional to \((\alpha a[b + (1 - b)y^{-\rho}]xy, (1 - \alpha)b[a + (1 - a)x^{-\sigma}]xy, \alpha a[b + (1 - b)y^{-\rho}]y, (1 - \alpha)b[a + (1 - a)x^{-\sigma}]x)\). The ratio of skilled to unskilled labour in sector C is

\[ \frac{S_{MC} + S_{LC}}{U_{MC} + U_{LC}} = \frac{\alpha a[b + (1 - b)y^{-\rho}]xy + (1 - \alpha)b[a + (1 - a)x^{-\sigma}]xy}{\alpha a[b + (1 - b)y^{-\rho}]y + (1 - \alpha)b[a + (1 - a)x^{-\sigma}]x} \]  

(33)

Symmetrically, the ratio of skilled to unskilled labour in the Decentralized sector is

\[ \frac{S_{MD} + S_{LD}}{U_{MD} + U_{LD}} = \frac{\beta a[b + (1 - b)y^{-\rho}]xy + (1 - \beta)b[a + (1 - a)x^{-\sigma}]xy}{\beta a[b + (1 - b)y^{-\rho}]y + (1 - \beta)b[a + (1 - a)x^{-\sigma}]x} \]  

(34)

Denote the right-hand-side of (33) and (34) as \(R_C, R_D\). And denote \(U_j = U_{Mj} + U_{Lj}, S_j = S_{Mj} + S_{Lj}, j \in \{C, D\}\).

As long as \(R_C < \frac{S}{U} < R_D\), the relative size of the Centralized and Decentralized sectors will adjust to:

\[ U_C = \frac{R_D - \frac{S}{U}}{R_D - R_C} U, \quad S_C = \frac{(R_D - \frac{S}{U})}{R_D - R_C} U R_C \]

\[ U_D = \frac{S}{U} - R_C \frac{U}{R_D - R_C}, \quad S_D = \frac{(\frac{S}{U} - R_C)}{R_D - R_C} U R_D \]

Thus, both technologies are in use when the aggregate skill ratio is within a range. Within this range, as the aggregate skill supply \(\frac{S}{U}\) increases, the employment share of the decentralized sector will increase, and the skilled wage ratio \(\frac{w^S}{w}\) stays constant as it is determined by the parameters alone.