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1 Introduction

Hydraulic fracturing (fracking), the process by which water, sand and chemicals are injected

into certain geological formations to release natural gas and other hydrocarbons, is of con-

siderable concern to environmentalists and homeowners. Since the last quarter of 2007, over

80,000 fracking wells have been permitted and drilled in populated neighborhoods through-

out the United States (Figure 1). According to a 2013 Wall Street Journal article, “More

than 15.3 million Americans—roughly 1 out of every 20 people living in the U.S.—now live

within a mile of a fracking well.”1 Drilling and extracting shale gas presents a number of

hazards and dis-amenities that may impose negative externalities on the surrounding popu-

lation, including ground or surface water contamination, earthquakes and visual blight when

industrial equipment replace pastoral scenery. Concerns about the risk of fracking have led

a number of countries, states and municipalities to ban the practice.2

Increased fracking activity has also raised important concerns among residual mortgage

market participants. Mortgage lenders, borrowers, and policymakers are especially concerned

that real or perceived negative effects from fracking could adversely affect property values and

increase mortgage defaults. For example, Fannie Mae and Freddie Mac, the two Government

Sponsored Enterprises (GSEs) that insure a large fraction of U.S. mortgages have purchase

rules that exclude properties close to mineral wellheads. Anecdotal evidence suggests that

these restrictions may be binding as some homeowners have been denied access to mortgage

credit due to nearby fracking activity, while other homeowners located near fracking wells

are unable to obtain house insurance.3

While the negative aspects of hydraulic fracturing have been well-documented, there are

1Gold, Russell and Tom McGinty, “Energy Boom Puts Wells in America’s Backyards” The Wall Street
Journal, October 25, 2013.

2Kaplan, Thomas, “Citing Health Risks, Cuomo Bans Fracking in New York State”, The New York
Times, December 17, 2014; Carroll, Rory “Santa Cruz becomes first California county to ban fracking”,
Reuters, May 20, 2014; Arenschield, Lauren, “Fracking industry suing over drilling bans”, The Columbus
Dispatch, November 21, 2014.

3See for example http://marcelluseffect.blogspot.com/2013/08/ny-landowners-denied-homeowners.html
and http://grist.org/climate-energy/fracking-boom-could-lead-to-housing-bust/.
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also several potentially positive economic effects that it could bring. For example, fracking

activity can generate considerable revenue for landowners and local governments through

mineral rents, access fees, and well pad leases. Fracking could also stimulate direct and

indirect employment demand, which could increase house prices. Even if fracking does

not positively affect home values, a strong labor market may limit default by underwater

borrowers (Foote et al. (2008)). Thus, the net effect of fracking on housing markets and

mortgage credit risk is uncertain and, ultimately, an empirical question.

In this paper we test the impact of the shale boom on mortgage credit risk in the Penn-

sylvania housing market. Using detailed, micro data on mortgages originated in the period

immediately before the fracking boom (2004–2006) and data on both fracking permits as well

as drilling starts, we document a negative relationship between fracking activity and mort-

gage credit risk. While seemingly straightforward, any analysis of the economic effects of oil

and natural gas extraction must deal with potential endogeneity concerns, as the decision to

sell mineral rights by property owners, the decision by local governments to permit drilling,

and the decision by firms on the precise locations to construct wells may be correlated with

the underlying economic characteristics of the region.

To overcome possible endogeneity concerns and establish a causal link between drilling

and mortgage default, we use an instrumental variables approach. Our IV approach involves

using variation in the underlying geologic properties of the Marcellus Formation and the

timing of the Pennsylvania shale boom, which we argue was exogenously determined by

innovations in fracking technology. Employing our preferred econometric specification, we

find that increased shale gas permits and drilling significantly decreased mortgage default

rates in Pennsylvania during the 2007–2012 period. Specifically, residing in a zip code with

any active fracking reduces the probability of severe delinquency by 0.26 percentage points,

on average, which corresponds to approximately 110% of the average monthly delinquency

rate in our sample of Pennsylvania mortgages (0.24%), and is roughly equivalent to increasing

the borrower’s FICO score at origination from 580 to 700. Results that do not account for
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drilling endogeneity are only one-third as large, suggesting that governmental restrictions

on drilling at the local level, or the decisions taken by energy companies in choosing where

to drill may be biasing down the effect of fracking on land markets shown in the existing

literature. The mitigating effect of fracking activity on mortgage default appears to be

stronger for what were, ex ante, more fragile mortgages, and in areas that did not have

previous experience with conventional drilling activity. We show that the negative impact

on default rates holds for numerous measures of fracking activity, but is especially strong

for flow measures of new permits and newly drilled wells. Thus, the weight of evidence

suggests that the net effect of the shale boom on Pennsylvania housing markets was—at

least initially—positive.

The paper then pivots to an analysis of potential causal mechanisms. We present strong

evidence that fracking activity is positively associated with employment gains at the county-

level, and that the gains are especially strong in industries that are most likely to be directly

impacted by the shale boom, such as drilling/mining and construction. We also present

evidence that increased fracking activity leads to moderately higher house price growth,

but the correlation with employment is much stronger. This suggests that the fracking

boom mitigated mortgage credit risk through its positive effects on labor markets. This is

consistent with recent evidence showing that employment loss is a primary determinant of

mortgage default (Gerardi et al. (2015)).

There is recent evidence in the literature that shows fracking activity can have negative

effects on home values. Using hedonic regression techniques, Muehlenbachs et al. (2015)

(hereafter MST) find that proximity to fracking lowered the sale prices of homes with well

water, but modestly increased the prices of homes with piped water. While MST is a careful

analysis that uses parcel-level data and a credible identification strategy that compares piped

versus well water, one important drawback is that it relies on sales to estimate the hedonic

parameters, which could introduce potential sample selection bias into the estimation. For

example, a prospective home seller might be deterred from completing a sale if she receives
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low bids that do not leave enough equity to buy another home or that would require bringing

money to the closing (Chan (1996), Ferreira et al. (2010).)4. Even homeowners that are not

underwater on their mortgages often exhibit loss-aversion –preferring to hold on to a home

rather than realize a (nominal) capital loss (Engelhardt (2003).). Furthermore, if a negative

externality such as proximity to a drilling pad depresses sales, it could alter the population

of sales used to estimate a hedonic model. For example, properties that benefit from the

shale boom such as those with revenue generating mineral rights, might sell while their

uncompensated neighbors may not. Finally, hedonic methods rely on a careful estimation

of implied land rents, however if properties near wells tend to be rural or exurban, the sale

price may reflect mostly structure value making unobserved maintenance or innate structure

quality a particularly large source of measurement error.

As an alternative to using hedonic or repeat-sales methods that rely on housing sales,

in this paper we focus on how the shale gas boom affected mortgage performance in Penn-

sylvania. We view this question as a complement to MST’s analysis of housing prices, as

the decision to default on mortgage debt is related to, but distinct from, choices about the

timing and reservation price of a sale. Underwater homeowners subject to a negative price

shock may default when the collateral value of the home falls below the mortgage balance as

evidenced in Campbell and Dietrich (1983), Deng et al. (2000) and Ambrose et al. (2001).

At the same time, determinants of default are of interest in their own right. Did the employ-

ment gains associated with the shale boom prevent the “double trigger” (Elul et al. (2010),

Foote et al. (2008)) keeping underwater people in their homes? Did uncertainty about the

employment market, and the prospect of mineral rents increase the option value of homes

that might otherwise have gone into foreclosure?

Studying mortgages in Pennsylvania also offers a few econometric advantages. First, our

data encompasses a large fraction of all mortgages in the area, not just properties that sold,

4In case the reader is familiar with the debate surrounding negative equity and mobility (Schulhofer-Wohl
(2011), Ferreira et al. (2011) the debate hinged on ability of homeowner to transition to landlords and move,
but there was agreement that negative equity delayed sales
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which mitigates concerns about sample selection. In addition, we observe the exact timing

of default rather than the time that the ultimate sale was recorded. This provides a closer

temporal link to drilling activity, which moved quickly during the Pennsylvania fracking

boom.

Finally, this study departs from MST by focusing on the effect of drilling at a slightly more

aggregated geography. Specifically, we analyze how variation in fracking activity impacts

mortgage credit risk, house prices, and employment dynamics at the zip-code level, which is

a relatively small area, but allows for wider treatment area from exposure to fracking wells.

This yields a better measure of the net benefit or cost of fracking if, for example, the positive

spillovers from fracking accrue, if modestly, to the whole region, but the negative spillovers

attenuate quickly.

The balance of the paper is as follows: first we briefly review the recent history of

hydraulic fracturing and the environmental risks that it entails, before presenting our econo-

metric framework. We then describe the mortgage data and geological instruments before

discussing the results. There is a brief conclusion.

2 Overview of Fracking

The extraction of natural gas from tight formation (low-permeability) shale deposits using

hydraulic fracturing was first pioneered in the Barnett Shale of north Texas. The process,

involves injecting large quantities of water, sand and chemicals under high pressure to create

fractures in the shale. Sand or other particulates mixed with the water then become lodged

in the newly formed fissures, holding them open, and allowing the hydrocarbons and water

trapped inside to migrate up the borehole. Chemical additives can alter the viscosity of

injection fluids, preventing corrosion, freezing or the growth of bacteria. While hydraulic

fracturing was first pioneered in the late 1940s as a method to revive existing or problematic

wells, the higher pressures and volumes (and the pumps necessary to create them) typically
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used to release shale gas was not pioneered until the 1990s.

While the basic technology of hydraulic fracturing has been used for decades in places

like Texas and California, it did not appear in Pennsylvania until the 2000s. This delay was

due to the late emergence of a major innovation that made drilling the Marcellus Formation

economically viable: horizontal drilling. In a typical horizontal shale formation, (where

there is differential pressure from above), the induced fractures form vertically. Thus, a

horizontally drilled well is essential to reach multiple fractures. In addition, the Marcellus

Formation is quite deep, often more than a mile beneath the surface. The depth of the

shale increases pressure which facilitates gas migration. Furthermore, the simply geometry

of horizontal drilling amortizes the fixed cost of the initial bore to reach more shale area.

Horizontal drilling was aided, in turn by developments in 3D seismic modeling and the ability

to fracture sections of a well in stages. The ability to direct a well horizontally, allows a

single well pad to send down multiple wells in different directions, minimizing the cost of

ground leases, pad construction and the building of access roads, pipelines, storage tanks

and containment ponds.

The Marcellus Formation principally lies under Pennsylvania, but also encompasses part

of New York, West Virginia and Ohio. While its location and gas content has been known

for some time, it was not thought to be economically viable until the mid-2000s. The

first exploratory well in the Marcellus was not drilled until 2002, and economically valuable

amounts of gas were not recovered until 2005. Conventional wells drilled through the shale

produced relatively little gas. The first commercial wells were drilled in late 2007. Initial

signing bonuses (on top of a typical 12.5% royalty rate) were less than $100 per acre, but

would soon exceed $2,000 for the best properties as wells began producing large quantities

of gas in 2008. By 2010 just under 1,400 wells were drilled. Currently ranked as the largest

proven wet gas reserves in the U.S. it was not within the top 100 gas plays as recently as 2008

(Agency (2010), Agency (2015)). The resulting shale gas boom offers a compelling natural

experiment. A known resource went from being effectively worthless to incredibly valuable

6



in a very short period of time and generated an extraordinary amount of economic activity

in the middle of a recession.

2.1 Environmental Risks

Hydraulic fracturing may generate a number of environmental hazards and other dis-amenities

that could impact properties near a well. The greatest concern is that hazardous chemicals

from the injection fluids, the briny water trapped with the gas, or the gas itself may mi-

grate up the outside of the pile casing and contaminate shallower ground water (Holzman

(2011), . Potential contaminants from injection fluids include known or suspected carcino-

gens including naphthalene, xylene, toluene, ethylbenzene, and formaldehyde. The water

released along with gas can include elevated levels of naturally occurring minerals including

strontium, barium benzene and radioactive elements including radium 226 (Colborn et al.

(2011)). The most likely cause for this contamination is failure to adequately cement the

well.

Injection fluids and the co-produced brine that return to the surface as part of the

production process must be treated before being released into surface waters, recycled or

disposed of. Each method has its own set of risks. Containment ponds can leak or fail,

fouling surface or groundwater. Water treatment facilities may not be able to treat or

sufficiently dilute hazardous chemicals. If the fracking fluids and co-produced brine, referred

to as production water, are disposed of by injecting it into a separate storage well that too

risks contaminating ground water. Employing disposal wells has also been associated with

increased seismic activity (Ellsworth (2013)).

Methane, the primary molecule in natural gas can leak from wells or pipelines and poten-

tially cause a fire or explosion (Puskar et al. (2015)). More generally the intensity of fracking

activity, perhaps because of gas leaks but perhaps from generators and other machinery used

in well construction appears to be associated with greater asthma (Rasmussen et al. (2016).)

In addition, there is some observed correlation with skin irritaiton (Rabinowitz et al. (2015)).
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While these findings suggest that fracking activity may lead to adverse health outcomes, the

evidence for a strong causal link between fracking and health is quite limited (Mitka (2012),

Werner et al. (2015)). However, even if there is not a substantially elevated direct health

risk, the industrial activity involved in creating a well could generate additional trucking

volume with its own health risks (Mathews (2015), Graham et al. (2015)).

2.2 Economic Benefits

Despite the potential environmental and health risks described in the previous section, there

are a variety of potential economic benefits associated with fracking activities including job

creation, income growth, property appreciation, and reduced household energy expenses.

Since 2006, more than 16,000 horizontal fracking wells have been permitted in Pennsyl-

vania. This surge in fracking activity created more than 10,000 jobs in Pennsylvania, which

accounts for 20 percent of total statewide employment in the oil and gas industry.5 As a

result, Pennsylvania went from being the 10th-largest state in terms of oil and natural gas

employment in 2007 to being the 6th largest in 2012. The state also had the second-largest

employment increase from 2007 to 2012, behind only Texas, which is also a major oil and

natural gas producing state. A study conducted by Pennsylvania State University predicts

that full development of the Marcellus Shale play in Pennsylvania could support 200,000

jobs.6 From 2007 to 2012, the Bureau of Labor Statistics (BLS) reports that employment

in the oil and natural gas industry in Pennsylvania increased by 15,114 (259 percent). In

addition, wages in Pennsylvania’s oil and natural gas industry rose by $22,104 (36 percent),

to $82,974 in 2012.7

Increases in shale gas extraction activities also creates additional sources of income for

local property owners in the form of sign-up bonuses and royalty payments (see Deller and

5http://www.workstats.dli.pa.gov/Documents/Marcellus%20Shale/Marcellus%20Shale%20Update.pdf
6http://marcelluscoalition.org/wp-content/uploads/2010/05/PA-Marcellus-Updated-Economic-Impacts-

5.24.10.3.pdf
7“The Marcellus Shale gas boom in Pennsylvania: employment and wage trends”:

https://www.bls.gov/opub/mlr/2014/article/pdf/the-marcellus-shale-gas-boom-in-pennsylvania.pdf
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Schreiber (2012)). Since fracking shale gas became technically feasible and profitable, prop-

erty owners in the PA shale gas region have had the option of signing fracking leases with

oil and gas companies in exchange for royalty payments of typically 15–25 percent of gas

production profits. Pennsylvania law requires a minimum royalty rate of 12.5 percent on

all gas leases and some landowners were able to negotiate royalty rates as high as 35 per-

cent.8 An average gas lease signing bonus in PA was $2,400 per acre in 2008, while some

signing bonuses have reached $7,000 per acre in Bradford County, where the shale is thick

and fracking is extremely profitable.9

Since royalty rights and bonuses are tied to land leases, properties sitting on top of shale

gas deposits might also increase in value. For example, Muehlenbachs et al. (2015) found

that properties which are exposed to minimal environmental risks from fracking activities

appreciate in value when fracking becomes profitable.

Finally, the advancement of fracking techniques also significantly increased oil and natural

gas production in the U.S., putting downward pressure on oil and gas prices and making

energy more affordable to many households. For example, Hausman and Kellogg (2015)

estimate that the U.S. fracking boom is directly responsible for a 47 percent gas price drop.

Overall, they estimate that residential consumer gas bills have declined by $13 billion per

year from 2007 to 2013 thanks to the fracking revolution, which amounts to roughly $200

per year for gas-consuming households.

3 Econometric Framework

Investigating the impact of fracking on mortgage performance is challenging because in late

2007 the Pennsylvania mortgage market was subject to both the emergence of fracking as

a viable method to extract natural resources as well as the bursting of the housing bubble,

which lead to the subprime mortgage foreclosure crisis and subsequent global financial crisis

8Act of Jul. 20, 1979, P.L. 183, No. 60: http://www.legis.state.pa.us/WU01/LI/LI/US/HTM/1979/0/0060..HTM
9“Cash In on the Natural Gas Shale Boom”: http://www.kiplinger.com/article/business/T019-C000-

S002-cash-in-on-the-natural-gas-shale-boom.html
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and recession. Both of these events likely had an impact on the credit risk of outstanding

mortgages as well as the credit risk associated with new loans originated in the post-2007

period.10 For this reason we choose to focus on mortgages originated before 2007 so that our

analysis is not contaminated by selection effects related to evolving underwriting standards

in response to the emergence of shale drilling activity and the bursting of the housing bubble.

Thus, our empirical analysis is focused on quantifying the impact of fracking activity on the

default risk of outstanding loans.

We employ a hazard model in most of our empirical analysis, where we relate the monthly

hazard of serious delinquency at the individual loan-level to fracking activity in the zip-code.

A hazard model allows us to determine if contemporaneous variation in fracking activity

affects mortgage default decisions. In addition, a hazard specification naturally accounts

for data that is right-censored and also allows for the inclusion of time-varying covariates.

Our baseline specification is given by the following linear probability model, where each

loan in the sample contributes all monthly observations in which it was active. A loan exits

the sample after the first month it becomes 90 days delinquent, is prepaid voluntarily, or

is right-censored at the end of 2013. We do not jointly model prepayment and default, so

a prepayment is treated identically to a right-censored observation. We use a measure of

delinquency instead of foreclosure in order to isolate a decision margin that is under the

purview of the borrower. The decision to foreclose is made by the mortgage servicer, which

may choose to delay initiating foreclosure proceedings for a number of reasons (Springer and

Waller (1993)).

Prob(Delinqit = 1) = α + θfrackzt + dur′itβ1 +X ′iβ2 + ηc + δt + εict, (1)

where i indexes the individual mortgage, z indexes the zip-code in which each mortgage is

10The literature has documented how the financial crisis caused a significant tightening of mortgage un-
derwriting standards. For example, the Urban Institute has estimated that approximately tight lending
standards resulted in 4 million fewer mortgages in the 2009–2013 period (http://www.urban.org/urban-
wire/four-million-mortgage-loans-missing-2009-2013-due-tight-credit-standards).
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originated, t indexes the year-month (in calendar time), and c indicates the county in which

the property is located. The term durit indicates the duration of time since the mortgage

was originated and enters as a second-order polynomial. Xi is a vector of mortgage-level

control variables, which we describe in detail below. The variable ηc corresponds to a full

set of county fixed effects and δt is a full set of year-month fixed effects. The term frackzt

refers to a measure of fracking activity in zip-code z in time period t. Our interest is in

determining the sign and magnitude of the coefficient θ. As fracking could potentially raise

or lower the propensity to default, our null hypothesis is that it has no effect: H0 : θ = 0.

We use multiple measures of fracking activity in our analysis and also instrument for

fracking activity to address potential endogeneity concerns, which we discuss in more detail

below.11 Our covariate set, Xizt includes detailed mortgage and borrower characteristics

at the time of origination, which are typically used by underwriters. These include the

origination amount (LOAN AMOUNT), the mortgage interest rate (RATE), loan-to-value

(LTV) ratio (at origination), the debt to income ratio (DTI), and the borrower’s FICO

score (FICO). We also include dummy variables that indicate whether a loan has the fol-

lowing characteristics: fixed-rate (FRM) or adjustable-rate (ARM), refinance loan (REFI)

or purchase loan (PURCHASE), jumbo loan (JUMBO) or conforming loan, 30-year term

(TERM30), less than full documentation of income and/or assets (LOW DOC), presence of

private mortgage insurance (PMI), an LTV ratio of exactly 80% (LTV80)12, a prepayment

penalty (PENALTY), interest-only payment (IO), and a balloon payment (BALLOON).

We also control for whether the mortgage was ultimately retained in the bank portfolio or

pooled into a private-label Mortgage Backed Security (MBS) that often had weaker under-

writing standards. Mortgages that were packaged into securities with GSE guarantees are

11To address potential spatial and serial correlation, we employ two-way clustering of the standard errors
by individual loan ID and county-year. Clustering by loan ID accounts for the fact that we have multi-
ple observations for each loan in the dataset, while clustering by county-year accounts for possible spatial
correlation within counties and serial correlation within the calendar year.

12Mortgages with an LTV ratio of exactly 80% often had subordinate liens (piggy-back loans) in the pre-
crisis period. Since the LPS dataset does not contain any information on subordinate liens, we use this as a
proxy.
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the omitted category.

3.1 Endogeneity Concerns

The decision to sell mineral rights by landowners or for local governments to permit drill may

be endogenous. For example, a struggling community may be more willing to accept drilling

in the hopes of attracting employment or tax revenue, whereas a wealthier community may

put more weight on health or environmental concerns and withhold drilling rights. Looking

across communities we could observe that areas with extensive fracking activity also have

higher mortgage delinquency without one causing the other. This could lead to unobserved

heterogeneity bias. Blohm et al. (2012) find that 32 percent of the Marcellus Formation is

inaccessible because of regulation or current land use. 13 If local government fails to act,

engaged citizens may motivate regional, state or federal agencies to restrict drilling.

In addition, house price declines could themselves encourage fracking. When housing

represents a large and un-diversifiable share of a household’s total portfolio of wealth, risk-

averse homeowners may seek more stringent land use regulation to protect this key asset

(Fischel (2001), Saiz (2010). A decline in house prices, for whatever reason, may make local

voters and their representatives more tolerant of the risks posed by fracking, which could

introduce simultaneity bias.

The problem with simultaneity in the present context is that, in the absence of a good

natural experiment, the only viable econometric strategy is to use geographic proximity to

select a suitable control group. If the control and treated populations are similar enough,

the assumption of the random assignment of fracking activity becomes less heroic. If, for

example, we focus on houses in the same neighborhood then potentially confounding factors

like housing demand shocks and zoning regulations can be parsed out, with only variation

remaining due to the fact that some houses had wells drilled near them and others did not.

13By 2012, 7 local governments in Pennsylvania had banned fracking and 6 imposed restrictions on where
fracking could occur (Blohm et al. (2012), Table A2). This authority was stripped from local governments
by the state in 2012.
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Still, there are at least two limitations from this approach. First, even if drilling is

effectively exogenous within this carefully selected sample of homes, it is not clear whether

the estimated treatment effect has any external validity for more dissimilar housing markets.

Sometimes we are fortunate enough to be able to sign the bias. For example, if we think

populations with comparatively weak preferences for environmental or health amenities are

more likely to tolerate fracking and we still estimate a negative treatment effect from fracking

on housing prices, then this is likely a lower bound on the average treatment effect of fracking.

However, there is a second conceptual limitation to using a fine geography method.

Certain land uses can generate both positive and negative externalities. If one externality

attenuates quickly but the other benefits a much wider area, it can be difficult to estimate

the net impact of the treatment. Consider a sewage treatment plant that emits noxious

smells. No one would want a plant next to their home, yet the facility may be essential to

public health, and clean surface water is a nice amenity for the community as a whole. Using

geographic proximity to select the control group is necessarily in tension with the size of the

range of the externality. As we expand the bounds of the treatment area, the houses beyond

the treatment area become poorer control groups. At the limit, where the externality spans

a political jurisdiction, fine geography estimation reverts to nave OLS.

Studying the effect of fracking on housing markets suffers from this obvious tension over

how to draw the treatment bounds. While it threatens ground water and clears forest or

farm land that would be an obvious concern to immediate neighbors, fracking also generates

employment and mineral rents that may spillover to the wider community. Stated more

plainly, for a town or county deciding whether or not to ban fracking, observing that house

prices fall or foreclosures increase in the immediate vicinity of a well is not a sufficient

statistic. Thus, in this paper we utilize a wider geography, the zip code, as our preferred

unit of analysis and rely on instrumental variables combined with the technological shock of

shale gas fracturing to sever the possible simultaneity between housing markets and fracking

wells.
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3.2 Identification

Our preferred econometric strategy is to combine the geologic properties of the underlying

Marcellus shale formation with the natural experiment coming from innovations in fracking

technology to predict fracking activity independent of any housing market or local political

economy considerations. Effectively, this is an instrumental difference-in-difference method,

a good example of which is citemoser2014german. However, in this paper we adapt it to a

hazard model and compare the propensity to default before and after the endogenous timing

or intensity of fracking.

According to Wrightstone (2009) there are a number of geologic factors that determine

the productivity of a fracking well. We focus on two factors: thickness and depth.14 All

else equal, greater shale thickness and greater shale depth leads to higher well production.

Figures 2 and 3 display contour maps of the thickness and depth of the Marcellus shale

formation with the location of wells superimposed on top. The strong correlation between

the location of wells and shale thickness and depth is apparent from the maps.

In addition to these geologic factors, which are time-invariant, we also incorporate the

timing of the initial increase in drilling activity into our instrument set. As we discussed

above, hydraulic fracturing did not become a viable means of extracting oil and gas from the

Marcellus Formation until the late 2000s. Therefore, we interact the geologic determinants

of fracking productivity in our instrument set with a post-2006 indicator variable. We

include the geologic variables by themselves in our set of exogenous covariates so that we

can control for any time-invariant, unobservable factors that may be correlated with the

geologic properties of zip-codes on the Marcellus Formation. This would account for any

unobservable factor that generates higher mortgage default in zip-codes with greater shale

thickness and depth in the pre-2006 period. Thus, our instrument set is given by:

14In addition to thickness and depth, Wrightstone (2009) lists the following factors as important produc-
tivity determinants: maturity, gas content, areal extent, structural complexity, lateral continuity, pressure
gradient, and natural fracking.
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frackzt = {thicknessz × Post2006t , depthz × Post2006t} (2)

where Post2006 is a dummy variable corresponding to the post-2006 period.15

4 Data

In this section we discuss the two primary sources of data used in this study. We begin with

a brief description of fracking measures followed by our mortgage data. As we mentioned

above, we focus on loans originated in the 2004–2006 period in order to avoid potential

selection bias stemming from changes in underwriting standards that took place due to

the onset of the financial crisis and the fracking boom that both began in late-2007. In

addition, we focus on mortgage performance through 2012 in order to isolate the impacts

of the fracking boom. The impact on mortgage and housing markets from the subsequent

slowdown in fracking activity in response to the recent large global oil and gas price decline

is an interesting topic in its own right, and will hopefully be the topic of another future

analysis.

4.1 Fracking Data

The data pertaining to gas exploration activity were collected from the Pennsylvania Depart-

ment of Environmental Protection (PA DEP), which provides monthly reports on permitting,

drilling, and compliance activities. The PA DEP monthly report provides complete permit

data for both conventional and fracking wells from 1975 to 2017. The information provided

in the dataset includes the unique well identification code (API), the exact longitude and

latitude of each well, the type of well (conventional/fracking), and the issuance date of the

15We also experimented with quadratic expressions for thickness and depth, as well as non-linear effects
around minimum thickness and a specification that included a triple interaction variable, thicknessz ×
depthz ∗ Post2006t to capture the possibility that areas with both greater shale thickness and depth are
especially attractive. However, these more sophisticated specifications were no more predictive of fracking
activity.
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drilling permit. We use the information on longitude and latitude to compute the zip-code

in which each well is located (via the Geographic Information System software ArcGIS). We

then match this data on permits and wells to the mortgage data described above at the

zip-code-month aggregation level.

Figure 4 displays annual counts of fracking permits and drilled wells in Pennsylvania from

2001–2017. The top panel shows counts for horizontally drilled wells, while the bottom panel

displays counts for vertical and directional drilled wells. The first observation to note from

the figure is that horizontal drilling has been much more popular than vertical drilling over

the sample period. Another important observation to note from the figure is the different

time-series dynamics for the two types of fracking wells. Vertical drilling first began on a

very small scale in the early 2000s, ramped up a bit in the 2007–2009 period, and then

significantly dissipated thereafter. In contrast, horizontal drilling emerged later, scaled up

very quickly to well counts that were almost an order of magnitude larger than vertical and

directional drilling, and persisted at very high levels through the end of the sample period.

These observations are consistent with our contention in section 2 that the horizontal

drilling technique was the major innovation that made shale gas extraction in the Marcellus

Formation economically viable. Panel A in Figure 4 also supports our choice to focus on

the post-2006 sample period when constructing our instrumental variables, as it is clear that

horizontal drilling largely did not exist before 2007. In fact, in November 2005, the PA DEP

issued the first permit to drill a gas well that utilized both horizontal drilling and hydraulic

fracking techniques in Washington County, PA. This exploratory fracking well was then

drilled in early 2006 and later plugged by operators due to lack of production. In October

2006, the second horizontal fracking well was permitted and drilled in Fayette County, PA.

This proved to be the first producing horizontal fracking well in PA, which signalled the

potential of the technology in the state. As a result, the number of fracking permits and

wells grew rapidly starting in 2007.

A final notable observation from Figure 4 is the difference in the levels of permits and
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spudded wells. In a given year, permit levels are always significantly larger than the number

of drilled wells, which reflects two facts. First, there is typically a lag between the time that

the permit is approved and the time that the well is actually drilled. Second, not all permits

evolve into a successfully drilled well.

Figure 5 displays the distribution of the number of months between permitting and

drilling for the sample of wells that are eventually drilled in our data. The figure shows that

the lag is typically quite short. About two-thirds of wells are drilled within 3 months of

the permit being approved. However, there are also many cases where the lag is significant,

as approximately 20 percent of wells in our sample are drilled at least 6 months after the

permit is obtained.16

Table 1 shows the status of all fracking permits issued in the state as of the end of

our sample period (January 2017). In total, the PA DEP granted 18,549 fracking permits

over the course of our sample period. Approximately 53 percent of the permits were still

active at the end of our sample period, meaning that wells had been drilled and were either

producing or expected to produce in the near future. About 8 percent of permits issued

had turned into wells, but by the end of our sample period had been either abandoned,

plugged, or temporarily shut down. Finally, almost 39 percent of permits expired prior to

the commencement of drilling.17

Since a significant fraction of fracking permits expire without drilling ever taking place

(∼39 percent), and the permits that don’t expire often take several months to become an

active well, measures of fracking activity based on permits and actual drilled wells could

diverge significantly. In addition, they are likely to pick up different types of variation in

economic activity. For example, measures based on permits are likely to be more correlated

contemporaneously with income from leases/signing bonuses as well as with residents’ expec-

16In private discussions with industry experts, we learned that oil and gas companies are motivated to
drill within 60 months of permitting because most oil and gas leases expire after 60 months. Thus, oil and
gas companies would lose the signing bonuses paid to property owners if the proposed well is not drilled in
five years.

17A fracking permit expires in 12 months in PA. However, those expired permits can be easily renewed as
long as the underlying lease is still active.
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tations about future fracking activity. In contrast, measures based on drilled wells are likely

to be more correlated with contemporaneous employment fluctuations and royalty income

due to fracking production. For these reasons, we will consider measures of both permits

and drilled wells in our empirical analysis below.

Table 2 displays a set of basic sample summary statistics for the various fracking measures

that we use in our empirical analysis. The first four variables correspond to measures of

permits. “Any Fracking” is a dummy variable that takes a value of 1 as soon as the first

fracking permit is issued in a zip code. “Active Permits” measures the total number of

permits in a zip code that are active in a given month t. “Cumulative Permits Issued”

measures the total number of permits (both active and expired) that have ever been issued

in a zip code through the current month t. “Count of Newly Permitted Wells” measures

the number of new permits issued in each month. The final two variables correspond to

measures of actual drilling activity. “Cumulative Spudded Wells” is the total number of

wells that have ever been drilled in a zip code through the current month t, and “Count

of Newly Spudded Wells” is the number of newly drilled wells each month. We discuss the

merits of each of these measures below.

4.2 Mortgage Data

The mortgage performance data used in the analysis were obtained from Lender Processing

Services (LPS). The LPS dataset covers between 60 and 80 percent of the U.S. mortgage

market, and contains detailed information on the characteristics and performance of both

purchase-money mortgages and refinance mortgages. It includes mortgages from all segments

of the U.S. mortgage market: non-agency securitized loans (PLS); loans purchased and

securitized by the GSEs; and loans held in lenders’ portfolios. The LPS dataset is constructed

using information from mortgage servicers, financial institutions that are responsible for

collecting mortgage payments from borrowers. Each loan is tracked at a monthly frequency

from the month of origination until it is either paid off voluntarily or involuntarily via the
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foreclosure process. The monthly performance data include detailed information about the

mortgage status, including the number of payments that the borrower is behind, the month

in which the servicer begins foreclosure proceedings, and the date of foreclosure completion.

We follow the convention in the literature and define borrowers who are at least 90 days

behind on their mortgage payments as being in default. We focus on a delinquency measure,

which is under the borrower’s control, rather than a foreclosure measure, which is under the

servicer’s purview, in order to mitigate any bias that might come from the dramatic changes

in servicer incentives and state-level foreclosure timelines that took place during the financial

crisis and post-crisis periods.

Our primary focus is on a sample of loans originated during the housing boom and before

the PA fracking boom in 2007. Specifically, we consider mortgages originated in PA between

2004 and 2006 (inclusive). As mineral rights in Pennsylvania are still closely linked to land

ownership, and owners of single-family homes are likely to own the land in the shale gas

region, the sample includes only first-lien mortgages on single-family properties. The finest

geographic information contained in the LPS dataset is the zip-code corresponding to each

mortgaged property.18 We further restrict our sample to loans that are not located in the

Philadelphia or Pittsburgh metropolitan areas. Most fracking wells in PA are located in

rural neighborhoods, with no wells located in the southeastern part of Pennsylvania, where

Philadelphia is located, and very few wells located in the area immediately surrounding

Pittsburgh. In some of our empirical specifications below we also limit the sample to zip-

codes that have not experienced conventional oil or gas drilling, as well as only zip-codes in

the Marcellus Formation.

Table 3 presents a portion of the summary statistics used in the analysis. Aside from the

fracking measures and the rich set of location and time fixed effects we will employ, most of

our covariates are drawn from the mortgage underwriting process. These include the FICO

score of the borrower at the time of origination, the LTV ratio, information on whether

18We use a zip-code to county crosswalk provided by the Census Bureau when we include in our analysis
variables measured at the county-level, such as house prices and employment flows.
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the mortgage was for purchase or refinance of existing debt, and whether it was ultimately

insured by a GSE, packaged into a private-label security, or kept within the bank’s portfolio.

Column (1) presents mean and standard deviations for some of these variables for our baseline

specification that includes all LPS mortages not in the Philadelphia or Pittsburgh MSAs.

Note that 12.6 percent of these mortgages would ultimately become 90+ days delinquent.

In columns (2) and (3) of Table 3 we stratify the sample by zip codes that never had a

fracked well and those that would eventually be fracked. First note that less than 10 percent

of all mortgages were exposed to fracking within their zip code, highlighting the rural nature

of the fracking industry. Generally, when we compare ever fracked and never fracked mort-

gage characteristics we observe that loans, which would eventually be subject to fracking,

had, on average, slightly worse credit scores, slightly higher interest rates, were slightly more

leveraged at origination, and were more likely to have refinanced their previous mortgage.

The most striking difference between the samples is that given their higher average LTV,

fracked homes must have been considerably cheaper than their non-fracked counterparts.

While these difference are not particularly large, with the exception of mortgage amount,

it is certainly consistent with an endogeneity concern that places or people with more vul-

nerable mortgages were more willing to embrace the impending fracking boom and that we

should have some doubt about the external validity of any specification that treats fracking

as exogenous.19

5 Baseline Results

In Table 4 we present a subset of coefficient estimates for our baseline hazard model of default,

in which we gradually add control variables and, in the last two specifications instrument

for fracking activity. We start with a simple dummy indicator for whether any fracking has

occurred in the zip code, called “any fracking” and regress that on our outcome variable:

19However, we should note that mortgages in fracking zip codes were somewhat less likely to use low-
documentation loans or ARMS, perhaps because these mortgages products were more easily obtained in
denser, urban communities.
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the first month that a mortgage becomes 90 days delinquent. This variable is zero until the

first well is drilled and then one for the balance of the analysis.

In column (1) we present the estimate of θ, when we control only for the duration of

the mortgage which we specify as a quadratic. The coefficient estimate, θ̂, equals -0.0003

and is statistically different from zero at the 5 percent level, implying that the probability

of a loan defaulting in a given month-year declines if there is a fracking well in that zip

code. In column (2) we include a full set of underwriting variables associated with mortgage

i. These include FICO scores, the interest rate at origination, the LTV ratio and the DTI

ratio at origination. In addition, indicator variables are included that identify whether the

mortgage was an option-ARM, a jumbo loan, had a prepayment penalty, had less than

full documentation of income and/or assets, had a balloon payment, and whether the loan

ended up in a bank’s portfolio, in an agency (GSE) security, or in a private-label security. We

also include dummy variables for the year of origination to control for potential changes in

underwriting standards over time. The coefficient estimates associated with the underwriting

variables are largely consistent with what previous studies in the default literature have

found. For example, borrowers with worse credit scores are more likely to default, and loans

with low documentation as well as mortgages that end up in private-label securities are

more likely to default. Controlling for mortgage characteristics significantly increases the

coefficient estimate of fracking (in absolute value) to -0.0008, which suggests that places

with observably riskier loans were more likely to allow fracking activity. The likelihood that

the true effect of fracking on default risk is zero is now less than one percent.

In column (3) we include calendar year fixed effects and in column (4) we include county

fixed effects. Neither appreciably changes the fracking coefficient estimate. In column (5)

we substitute the calendar year fixed effects with a full set of year-month dummies to absorb

all inter-temporal variation, which does not materially affect θ̂. In column (6) we substitute

zip code fixed effects for county effects, which absorbs, so that the effect of fracking activity

on default is estimated off of only time-series variation within zip codes. The inclusion of zip
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code fixed effects slightly increases the (absolute) magnitude of θ̂ to -0.0009 and is consistent

with an interpretation in which communities characterized by riskier mortgages were perhaps

also more likely to engage in fracking activities.

In column (7) we instrument for fracking using the variables that we discussed above

in section 3.2: shale depth and net thickness of organic matter interacted with a post-2006

indicator variable, Post2006. For the instrumental variables specifications, we are forced

to revert to county fixed effects, as the 2SLS estimator will not support such a rich set of

fixed effects. Instrumenting for θ increases the estimated magnitude of fracking on default

by close to a factor of 3 (from -0.0009 to -0.0026). The IV estimate is also highly statistically

significant. This result is consistent with endogoneity bias being an important issue in this

context, as zip codes characterized by riskier borrowers are more receptive to drilling. Table

5 displays the results from the first stage estimation (column (7)). We include both shale

thickness and depth by themselves in both the first and second stages, while we only include

the variables interacted with the post-2006 dummy in the first stage. Greater shale thickness

and depth in the post-2006 period are strong predictors of increased fracking activity. The

Wald F-statistics is greater than 50, which easily exceeds typical thresholds used for weak

instruments. In addition, we fail to reject, at standard cut-offs, the over-identification test

for whether the first stage residuals are uncorrelated with the errors.

While shale thickness and depth are strong predictors of fracking activity in the post-

2006 period, Table 5 shows that they are not statistically significant determinants of fracking

before 2007. This comports well with the evidence presented above that showed fracking

activity did not begin to pick up in the Marcellus Formation until later in the decade. In

addition, the coefficient estimates on Thickness and Depth in the second stage (unreported)

are not statistically different from zero at standard cut-offs giving us further confidence that

the shale variables are not spuriously correlated with other determinants of default.

Finally, in column (8), we display results from an IV specification in which we do not

interact the shale variables with the post-2006 dummy variable. The fracking coefficient
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estimate declines by almost 50 percent, and is now statistically different from zero at only the

10 percent level. Greater shale thickness and depth still predicts increased fracking activity

in the first stage, but the R2 decreases and the Wald F statistic falls to 20. While the

estimated magnitude of the fracking effect falls in this specification, it remains significantly

greater than the magnitudes obtained from the OLS specifications.

One explanation for why instrumenting yields larger effects is measurement error, which

biases estimates towards zero. The most obvious source of measurement error is that we do

not observe the exact location of properties within a zip code. Some properties in a zip code

have greater exposure to fracking wells than others, and those borrowers are likely impacted

more by fracking activity. However, Timmins et. al. (2006) show that close proximity to a

fracking well appears to lower house prices, which is a key determinant of default, and so we

might expect, a priori, that ameliorating this source of measurement error, would weaken not

strengthen the effect of fracking on default. A more consistent explanation is that fracking is

not randomly distributed across space and that unobservably more default-prone households

or communities are more willing to accept fracking. This conclusion is buttressed by the fact

that adding controls for mortgages characteristics (column (2)) increases the magnitude of

the fracking coefficient.

Thus far, we have established that fracking activity has a negative effect on mortgage

default risk, but an equally important issue that needs to be addressed is whether the effect

is economically important. The estimate from the most rigorous OLS specification (column

(6) of Table 4), is -0.0009, which implies that mortgages borrowers in zip codes that have at

some point experienced fracking activity are 0.09 percentage points less likely to default in a

given month compared to borrowers in zip codes without fracking. While this is a seemingly

small effect, the average (unconditional) monthly default rate during our sample period is

0.24 percentage points. Thus, the estimated impact on fracking is 38 percent of average

default rate, which is a sizeable magnitude.20 The IV estimates, as discussed above, are

20We have also estimated a Cox proportional hazard model and obtained a hazard ratio of 0.79 associated
with the “any fracking” variable, which implies that the likelihood of mortgage default is approximately 20
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quite a bit larger. The estimate from our most preferred IV specification (-0.0026) is more

than 100 percent of the monthly average default rate in our sample.

An alternative way to gauge the economic magnitude of our results is to compare the

fracking coefficients with the estimates associated with the FICO score variables. The frack-

ing coefficient from our preferred IV equation, is close in magnitude to the coefficient of the

FICO score between 580 and 620 (0.0027). Since we include FICO score as a linear variable

as well, the dummy variables corresponding to FICO ranges, which were included to capture

any discontinuities arising from underwriting heuristics, can be interpreted as the likelihood

of default for a borrower with a FICO score just above the cut-off. Thus, allowing fracking

in a zip code reduces the probability of default by about as much as replacing a borrower

with a subprime credit score of 580 with a prime credit borrower with a score of 700 (the

omitted group is FICO > 700).

6 Alternative Fracking Measures and Sub-sample Anal-

ysis

In this section we check the robustness of our results to alternative measures of fracking

activity and to various sub-samples of interest. These results are presented in Table 6. Each

row presents the coefficient estimates from a different measure of fracking activity, while

each column denotes a different subset of mortgages restricted either by geography or credit

score. The first row contains the estimates for the any fracking variable, which again is zero

up to the point that a permit is issued in the zip code and one from that point onward.

The second row corresponds to a count of active permits in a zip code, which is our best

measure of the count of wells currently or soon to be in production. The third row uses

a cumulative measure of permits issued since the beginning of our sample period, which

percent less in fracking zip codes compared to non-fracking zip codes. Those results are unreported due to
space considerations, but are available upon request.
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captures both active and capped wells. In the fourth row we consider the number of wells

in a zip code that have actually been drilled or “spudded,” which is slightly less forward

looking than permits, but may better capture economic benefits and environmental risks

if some permitted wells are never actually drilled. The final two rows in the table focus

on monthly flows of new permits and spudded wells, respectively. These may be the most

relevant measures if the economic benefits of fracking come, primarily from signing bonuses

or the surge in employment from drilling wells, or alternatively, if the primary disamenity is

the noise and blight from constructing the wells. We discuss each of these measures in more

detail below in section 7.

Column (1) presents the estimates for the various measures of fracking on the baseline

sample. In columns (2)–(4) we restrict the sample to various sub-populations of mortgages

in an attempt to construct a better control group for our fracking treatment variable. As

detailed in Angrist et al. (1996), all observations in an instrumental variables regression can

be decomposed into those that will be treated no matter what, compliers that are impacted

by the instrument, potential compliers that are not affected by the instrument, and the never

treatable. Without additional assumptions, the external validity of the estimated treatment

effect is limited to the second and third groups of potential compliers.

While fracking did not emerge as a viable means of resource extraction in Pennsylvania

until the mid-to-late 2000s, there has been conventional oil and gas drilling in the state since

the 19th century. In addition, the adoption of fracking was almost certainly spurred by the

rise in hydrocarbon prices in the mid-2000s. Thus, it is possible that the ameliorative effect

of fracking on mortgage default risk could just be a more general manifestation of the energy

boom in the area of the state amenable to drilling. To address this issue, in column (2) we

exclude any zip codes that had already experienced conventional drilling. In other words,

we attempt to exclude the always treated population of loans from the analysis and focus

on areas were the shale boom was a purer economic shock. This reduces our sample of loan-

month observations by almost 1.5 million. Doing so reveals that fracking zip codes with no
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previous exposure to hydrocarbon drilling actually experienced a greater decline in mortgage

delinquency. With the exception of the active and cumulative permits specification (second

and third rows), all other fracking measure coefficient estimates are significantly greater in

magnitude compared to the estimates from the baseline sample.

There are at least two explanations for this differential impact. The first is that some

types of drilling activity, even if not hydraulic fracking, were likely anticipated in areas with

existing wells, and thus, the fracking boom may have been less of a positive economic shock

in those areas. Homeowners, knowing that there was always some chance of an energy driven

recovery in their area, may have been dis-inclined to default even before the first fracked wells

came on-line, or having experienced previous energy busts were slightly more likely to walk

away when deciding whether to strategically default. Alternatively, households with previous

experience with the oil and gas industry may be more aware of the long-term environmental

or health risks associated with drilling, which tempered their enthusiasm.

One concern is that space requirements to create and run a drilling pad, and the noise

and pollution concerns associated with it, may limit drilling in urban areas. While we do

observe suburban fracking activity, it could be in some ways exceptional. If rural areas

also had better mortgage performance after the housing collapse, perhaps because they

never experienced a run-up in house prices or were less exposed to aggressively underwritten

mortgages, we could, despite the instrumental variables setup, be mis-attributing the lower

default rate to fracking. Or, in the language of Angrist et al. (1996) we may be pooling the

non-compliers with the never treatable. For example, the state of Pennsylvania bans fracking

wells within 200 feet of a residence (Blohm et al. (2012)). For this reason, in column (3),

we limit the analysis to counties that are not assigned to a metropolitan statistical area.

This dramatically cuts our sample (by about 80 percent), but it does not appear to change

the estimated effects of fracking, however measured, on the propensity to default. We also

note that the first stage becomes more powerful, as evidenced by the Kleibergen-Paap Wald

F statistic approximately doubling in magnitude, which is consistent with the idea that
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fracking in urban areas may be less responsive to the underlying geology.

We might also worry that the presence of the shale could be spuriously correlated with

some other determinants of mortgage default. For example, the shale covers most of the

state with the exception of the southeast corner where there is (roughly) an arc 50–100 miles

centered between Philadelphia and Baltimore that is shale-free (see Figure 2). Perhaps

rural areas on the fringe of the major northeastern cities experienced a speculative run-

up and collapse in house prices that made them more prone to default? In column (4)

we limit the sample to homes on or near the shale. Specifically, we limit the analysis to

counties on or adjacent to (within 25 miles of) shale that had at least 25 feet of net organic

matter.21 Confining our analysis to areas on or near viable shale again significantly reduces

the sample of mortgage-months (to just over 1.8 million), but strengthens the negative

correlation between fracking activity and default. For all measures of fracking activity, the

coefficients more than double in (absolute) magnitude.

Finally, recalling the significant amount of variation in FICO scores and other mortgage

characteristics presented in Table 3, we might worry that shale geology is spuriously corre-

lated with the distribution of vulnerable or poorly underwritten mortgages. In columns (5)

and (6) we limit the analysis to mortgages with FICO scores below two conventional under-

writing thresholds, 660 and 620 (Keys et al. (2010) and Bubb and Kaufman (2014)). Again

we find that despite dramatically shrinking our sample--limiting the analysis to mortgages

below 620 leaves just under 600 thousand loan-month observations—the coefficient estimates

associated with the fracking variables grow in (absolute) magnitude, suggesting that fracking

was more likely to prevent default for the observably riskiest mortgages.

At this point, having found that fracking is negatively associated with default across a

wide range of specifications, fracking measures, and sub-samples, we reject the null hypoth-

esis, H0 : θ = 0 in favor of the the alternative Ha : θ < 0; fracking lowered mortgage credit

risk in the state of Pennsylvania. We will now dedicate the balance of the paper to trying

21From our reading of the trade press this appears to be about the minimum viable depth during the
period of analysis.
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to distinguish between some of the potential causal mechanisms driving these results.

7 Causal Mechanisms

7.1 Comparing Fracking Measures

We begin by taking a closer look at our various measures of fracking activity to see whether

the relative strength of different measures might inform our understanding of the causal

mechanisms at work. To do this, we take the coefficient estimates presented in Table 6 and

multiply them by a one-standard deviation increase in the fracking measure of interest. We

present these results in Table 7. The fracking measures are identical to those in Table 6,

with the first row again corresponding to the “any fracking” dummy variable for whether a

fracking permit has been issued in the zip code on or before the current month.

Our comparison starts in the second row with the number of currently permitted wells

in the zip code. This is, in effect, the total number of permits issued within zip code z up to

month t less any expired permits. A permit may expire either because the driller ultimately

decided not to construct the well or because an existing well has been capped. A gas company

may choose to cap a well if production declines below the variable costs of collecting the gas

and treating the effluent or if it expects the price of gas to rise in the future. If the primary

deterrent to default is the current or expected flow of royalty payments then this measure

would, arguably, be the best proxy (in the absence of measures of well productivity.) With

the exception of the sample that excludes areas with conventional wells, the total count of

permits is again strongly predictive of fewer defaults. A one standard deviation increase

in the number of operating wells is associated with a 0.18 percentage point decline in the

likelihood of default in the current month, which is a sizable effect relative to the average,

unconditional monthly default rate of 0.24 percent in our sample.

In the third row we consider the cumulative measure of wells ever permitted in the zip

code up to month t. As this measure is, effectively, active permits plus a count of wells with
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expired permits, we might expect this measure to have a more ambiguous effect. Homes

near a capped well do not enjoy any mineral rents but are still exposed to the long run

health or environmental risks from the well. However, it too is negatively associated with

the probability of default across samples, with the exception of the sample that excludes

conventional drilling. A one-standard deviation increase in the cumulative number of permits

is associated with a greater reduction in the probability of default than our measure of active

permits. This finding is somewhat perplexing. One possibility is that even dormant wells

have the potential to be re-opened or even re-fracked, or that the density of ever fracked

wells is a better indicator of shale gas potential remaining in the zip code.

In the fourth row we replace the count of cumulative permits with wells that have actually

been drilled, or to use an industry term, “spudded” wells. If there is some uncertainty when

or if a permitted well will actually be drilled then the physical construction of the well may

be a better measure of fracking activity. For example, the flow of royalty payments, which

are contingent on production, may provide sufficient income to keep a liquidity-constrained,

under-water borrower from defaulting, whereas the issuance of a permit may still require

some forward looking behavior by the homeowner. Looking across sub-samples the first

stage does not perform quite as well as the permit measures across specifications (fourth row

in Table 6, the count of spudded wells is strongly predictive of a lower probability of default

and the magnitude of the reduction in default is, on average, similar to the cumulative

number of permitted wells.

Finally, in the last two rows, we replace the cumulative measures of permitted and spud-

ded wells with a count of newly permitted and spudded wells, respectively. These measures

may better capture variation in employment demand due to fracking activity. While some

workers are required to service existing wells, pipelines and water treatment facilities, a much

greater number of workers are actually required to construct a well. Both newly permitted

wells and newly spudded wells are associated with lower default propensities (Table 6). A

one-standard deviation increase in newly permitted wells and newly spudded wells is as-
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sociated with a 0.31 and a 0.39 percentage point decline, respectively, in the probability of

default for the full sample of mortgages (bottom left corner of Table 7.) These are the largest

magnitude declines in the probability of default and is consistent with the hypothesis that

labor demand from fracking forestalled the second trigger of default, unemployment. We

will investigate this story further in the next two sub-sections. We also note that the magni-

tude of the reduction in default for a one-standard deviation increase in newly permitted or

spudded wells more than doubles when we look at mortgages with low FICO scores. Perhaps

the most striking pattern in Table 7 however, is the huge increase in the estimated effect of

fracking on mortgage default in the sample of zip codes that have never experienced con-

ventional drilling. For example, a one-standard-deviation increase in the number of spudded

wells is associated with a 2 percentage point decrease in the propensity to default.

7.2 Impact of Fracking on Employment and House Prices

In the previous section we observed that the fracking measures that are more closely con-

nected to employment flows appear to generate greater declines in the probability of mort-

gage default. We now look for this effect directly by seeing whether fracking activity predicts

changes in the labor market. We also examine the effect of fracking activity on house prices.

These coefficient estimates are presented in Table 8, and each estimate comes from a dif-

ferent econometric specification. Each row denotes a different measure of fracking activity

and each column denotes a different dependent variable: either a measure of employment or

house prices. The unit of analysis is no longer a loan-month but is instead a county-month,

due to the fact that our employment and house price measures are aggregated at the county-

level. All specifications include county and year-month fixed effects. The estimated standard

errors are clustered by county×year. We start by presenting results from OLS specifications

in Panel A. This re-introduces possible simultaneity bias as areas with weaker labor or hous-

ing markets may be more amenable to fracking, but with the likely sign of the bias in mind,

the results are fairly compelling. In Panel B we present results from instrumental variables
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specifications to address these potential endogeneity concerns. In columns (1) and (7) the

dependent variable is the cumulative change in county-level house prices from January 2007

(the approximate peak of the national housing boom) to the current month t. In the rest

of the table we focus on employment measures including county-level unemployment rates

(columns (2) and (8)) and various employment growth rates broken down by type of industry

(columns (3)–(6) and (9)–(12)). Our fracking measures are almost identical to those in Table

8, with the exception being the omission of the measure of cumulative permits issued due to

space constraints and the fact that the results for this variable are virtually identical to the

measure of cumulative spudded wells.

Our house price measure is a repeat-sales index produced by CoreLogic at the county-

level. As this measure requires a certain minimum number of sales to compute it is only

available for about 60 percent of our counties (4,340 county-month observations).22 Across

our measures of fracking activity, the coefficients in column (1) of Panel A are positive and

statistically different from zero. Increased fracking activity is positively associated with house

price growth at the county-level. For example, an additional newly drilled (spudded) well is

associated with a 0.8 percent increase in cumulative house price growth and an additional

permit is associated with a 0.9 percent increase. Moreover, counties characterized by some

fracking activity experienced significantly higher house price growth (more than 5 percent

on average) than counties with no fracking activity.

In column (2) the dependent variable is the level of the county unemployment rate.

The dummy for the presence of fracking activity is associated with an 11 percent decline

in the unemployment rate, however the standard error is large and we cannot reject the

null hypothesis that the true effect of the any fracking variable is zero. However, our other

measures of fracking are all statistically different from zero at the 1 percent level. For

example, an additional newly drilled well is associated with a 6 percent reduction in the

county-level unemployment rate, on average. In column (3) we explore how our fracking

22The HPIs do cover more than 90 percent of loan-month observations, highlighting the exclusion of
sparsely transacted counties.
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measures affect the one-year growth rate in total county employment. Consistent with the

previous section, only the flow measures of fracking activity—newly permitted and newly

spudded wells—have a statistically significant positive impact on employment growth.

In columns (4)–(6) we consider employment growth of a selection of two digit NAICs

industries. In column (4) the dependent variable is employment growth in the “Mining,

Quarrying, and Oil and Gas Extraction” industries (NAICS 21). The coefficient estimates

associated with the fracking measures are positive and statistically different from zero with

the exception of the any fracking dummy variable. In column (5) we consider employment

growth in the construction industry (NAICS 23). This variable should reflect employment

flows associated with building facilities for the shale industry and may also reflect employ-

ment flows related to more indirect fracking effects like surges in housing or office demand.

Finally, column (6) shows results for employment growth in the manufacturing sector, which

may serve as a rough proxy for the tradeable goods sector, which could be crowded out in

a resource boom. None of the coefficients in columns (5) and (6) are statistically significant

from zero.

While the IV results presented in Panel B of Table 8 are qualitatively similar to the OLS

results, the magnitudes are significantly different. The IV estimates associated with the

employment variables are much larger, often by more than an order of magnitude compared

to the OLS coefficients. For example, an additional drilled well is estimated to increase

county-level employment growth by more than 2 percent according to the IV specification,

while in the OLS specification the effect is estimated to be slightly less than 0.2 percent

(column (9) vs. column (3)).

The house price results displayed in Panel B are relatively similar in magnitude to the

OLS results, but the effects are measured with significantly less precision. This is likely

attributable to the geologic instruments not being as strong in the limited sample of counties

that have county-level HPIs. We can see this in the table by noting the significantly smaller

F-statistics in column (7) compared to columns (8)–(12). The counties that do not have
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HPI coverage are the more rural counties that have experienced higher fracking activity on

average.

7.3 The Effect of Employment and House Price Growth on De-

fault

We have thus far shown that increased fracking activity lowered mortgage credit risk and

also improved labor market conditions and increased housing prices in Pennsylvania. In this

section we attempt to directly test whether the causal mechanism behind the reduced default

risk was employment gains or home value increases due to fracking. Specifically we isolate

variation in employment and house prices that is driven by exogenous variation in fracking

activity and test if that variation drives differences in mortgage default. To do this, we

regress our indicator for mortgage default on employment and house price variables, which

are instrumented for using the geologic variables listed in equation 2 above.

The IV estimates are presented in Table 9. While our instruments performed quite well at

predicting fracking activity directly (Tables 4 and 6) and while fracking predicts employment

and house prices (Table 8), the instruments are relatively weak in terms of their ability to

predict changes in employment or house prices. All but one of the first-stage F statistics in

Table 9 is less than 10.23

Despite the weak instrument issue, the results are still highly suggestive of the underlying

causal mechanism. Higher unemployment increases the probability of default (column (1))

while employment growth (column (2)) lowers it. Within industries, employment growth in

the oil and gas mining industries lowers default as does growth in construction employment

(columns (3) and (4)). Our geologic instruments do not predict changes in manufacturing

well, and employment changes in this sector do not appreciably impact the probability of

default (column (5)).

23One possible explanation for this is that in clustering by both county-year and loan-id as part of a
loan-month hazard model we have over-estimated the size of the first stage standard errors.
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In columns (6)–(8) we test whether exogenous variation in fracking activity mitigates

default risk through house price channels. Column (6) considers the cumulative growth of

county-level house prices from January 2007, while column (7) instead measures house price

growth from the month of mortgage origination. In column (8) we use the county-level HPI,

to estimate the probability that a borrower is in a position of negative equity in each month

t, and test whether variation in negative equity driven by exogenous variation in fracking

potential mitigates default risk. The results in columns (6)–(8) suggest that default risk

is not materially affected by house price variation that is driven by exogenous variation in

fracking potential. One potential explanation for these negative results is the HPI sample

selection issue described, which appears to weaken the geologic instruments.24 Given the

inability of the shale measures to predict house price changes or for the endogenous house

price measures to predict default, we discount the hypothesis that fracking activity reduced

default by increasing the current or expected values of borrowers’ properties.

Finally, in columns (9) and (10) in Table 9 we replicate the unemployment and em-

ployment growth specifications using only mortgages in counties with estimated house price

indexes from Core-Logic. We do this to determine whether the employment results are be-

ing driven by a small number of observations in very rural areas. The estimates are similar

both in sign and magnitude to those reported in columns (1) and (2), which suggests that

employment gains from fracking activity are lowering mortgage default risk in both rural

and urban parts of Pennsylvania.

8 Conclusion

This paper shows that the net effect of the shale gas boom in Pennsylvania was to lower

mortgage credit risk. This finding is remarkably robust to the measure of drilling activity

24In addition, we note that the IV specifications that include price as an endogenous variable fail the
Hansen-Sargan over-identification test. The probability that the Hansen J statistics are actually χ2 is less
than one percent for the specifications in columns (6) and (7) and is less than 5 percent for the negative
equity specification in column (8).
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and to the location or fragility of mortgages exposed to the boom. Since the sample of

mortgages considered originates from before the first fracking production well was drilled we

believe that it is largely free of the types of selection biases that may plague other studies of

environmental hazards and energy shocks. Indeed, the effect of drilling on default appears

to be greater in zip codes that were not previously exposed to more traditional types of

oil or gas drilling. The shale boom also reduced default for the riskiest mortgages based

on underwriting criteria like FICO scores. While we are unable to measure the impact on

default risk from being in the immediate vicinity of a shale well, using our zip-code aggregate

measures we find little evidence in support of the GSE prohibition on insuring mortgages on

properties near oil and gas wells.

While the shale boom could have positively impacted housing markets in a number of

ways, such as by raising the expected mineral rents from a parcel of land, or by providing

much needed liquidity to underwater homeowners in the form of signing bonuses and royal-

ties, the weight of the evidence points to improvements in the labor market associated with

the shale boom as the most consequential. There are three pieces of evidence for this con-

clusion. First, the strong and consistent negative relationship between fracking and default

when estimated at the zip code level is somewhat at odds with the fine-geography hedonic

estimates of Muehlenbachs et al. (2015), which found, depending on the source of drinking

water, large negative house price effects. One way to reconcile these two findings is if the

positive effects of fracking have a broader geographic impact than the negative impact of

any possible environmental hazards. This broader geography effect is more consistent with a

labor demand shock than a mineral wealth shock because the treatment area for gas rents is

almost certainly smaller than the footprint for the environmental hazard. To be negatively

affected by fracking one needs to be relatively close to a well or at least downstream from

one, but to receive a royalty payment the well or drill stem actually has to be on or beneath

your property. In addition, the expected flow of payments should have been capitalized into

house prices in the Muehlenbachs et al. (2015) paper.
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The second piece of evidence is that while most of the fracking measures reduced default

across most sub-samples of mortgages, the biggest reduction in default for a standardized

increase in activity was associated with the act of drilling the well: the count of newly

issued permits or newly spudded wells. If instead, royalty payments and their effect either

on the net present value of the home or on the property owner’s liquidity was the most

important mechanism, then we would expect the total count of active wells to yield the

largest impact. Alternatively, if the primary effect of the shale boom was to raise the option

value of an underwater mortgage, then we would expect the dummy variable corresponding

to any permit activity in the zip code to have the largest impact.

Finally, when we look at the immediate determinants of default from the existing literature—

unemployment shocks and house price declines—our geology instruments appear to work

better via the employment channel than via house prices. Thus, while this paper is princi-

pally about the net spillovers of the shale boom on housing markets it also one of the cleaner

tests of the double trigger model of mortgage default. The shale gas boom, driven by the

advent of new technology and the slow sedimentation of a former inland sea 270 million years

ago created a plausibly exogenous employment shock that limited unemployment and thus,

mortgage default.
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Figure 5: Distribution of Time Between Drilling and Permitting
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Notes: This figure displays the density and cumulative distribution of the number of months between when

a permit is obtained for a fracking well and the well is drilled (or “spudded”). The underlying data were

obtained from the Pennsylvania Department of Environmental Protection.
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Table 1: Fracking Permit Outcomes: Pennsylvania 2001–2017

Well Status Count Percent

Abandoned 3 0.02
Active 9,816 52.92
Not Drilled 4,412 23.79
Plugged 653 3.52
Proposed but Never Materialized 2,872 15.48
Regulatory Inactive Status 793 4.28

Total Permits 18,5491 100

Notes: This table displays the status of all fracking permits issued in PA as of the end of the sample

period (January 2017). “Active” means that a well has been drilled and is either producing or expected

to produce in the near future. “Proposed but Never Materialized” means that a permit was issued, but

expired prior to the commencement of drilling. “Plugged OG Well” means that a well was drilled but was

subsequently plugged (or capped) by the operator. “Operator Reported Not Drilled” means that a well

was never drilled. “Regulatory Inactive Status” means that the well is drilled and capable of producing

but is temporarily capped (usually for up to 5 years) at the request of the well operator and approval by

the PA DEP. “Abandoned” means that the well was drilled but has not been used to produce, extract or

inject any gas, petroleum or other liquid within the preceding 12 months; for which equipment necessary for

production, extraction or injection has been removed; or considered dry and not equipped for production.

Table 2: Summary Statistics: Fracking Variables

Mean Std. Dev. Minimum Median Maximum

Any Fracking (d) 0.03 . 0 0 1
Active Permits 0.49 6.63 0 0 393
Cumulative Permits Issued 0.68 9.29 0 0 511
Newly Permitted Wells 0.03 0.45 0 0 31
Cumulative Spudded Wells 0.26 4.06 0 0 213
Newly Spudded Wells 0.01 0.24 0 0 23

# Observations 10,146,844
# Loans 194,026

Notes: This table displays sample summary statistics for the various measures of fracking activity included

in the analysis. Dummy variables are signified by (d). The sample corresponds to loan-month observations

in the 2004–2012 period associated with mortgages originated in PA in the 2004–2006 period.
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Table 3: Summary Statistics: Mortgage Variables

Full Sample Never Fracked Ever Fracked
(1) (2) (3)

Default (90+ days delinquent) (d) 0.126 0.126 0.129
(0.33) (0.33) (0.34)

FICO ≤ 580 (d) 0.030 0.030 0.036
(0.17) (0.17) (0.19)

580 < FICO ≤ 620 (d) 0.056 0.055 0.067
(0.23) (0.23) (0.25)

620 < FICO ≤ 660 (d) 0.137 0.135 0.150
(0.34) (0.34) (0.36)

660 < FICO ≤ 700 (d) 0.194 0.194 0.197
(0.4) (0.4) (0.4)

FICO 710 711 705
(61.5) (61.3) (62.5)

DTI 35.210 35.228 35.060
(13.82) (13.73) (14.54)

LTV 77.638 77.448 79.404
(15.29) (15.35) (14.61)

Interest rate 6.166 6.160 6.228
(0.78) (0.78) (0.78)

Mortgage amount ($) 139,000 143,000 103,000
(75,803) (76,437) (58,479)

LTV > 80% (d) 0.129 0.129 0.131
(0.34) (0.34) (0.34)

Low documentation (d) 0.326 0.331 0.283
(0.47) (0.47) (0.45)

Fixed-rate mortgage (FRM) (d) 0.877 0.874 0.904
(0.33) (0.33) (0.29)

Balloon (d) 0.006 0.006 0.004
(0.08) (0.08) (0.07)

Interest-only (d) 0.037 0.039 0.023
(0.19) (0.19) (0.15)

Private-label (d) 0.214 0.214 0.216
(0.41) (0.41) (0.41)

Refinanced mortgage (d) 0.407 0.405 0.423
(0.49) (0.49) (0.49)

Term 6= 30 years (d) 0.193 0.190 0.230
(0.4) (0.39) (0.42)

# Loans 194,026 175,194 18,832

Note: This table displays sample summary statistics for most of the mortgage underwriting variables included

in the analysis. Sample means are displayed along with standard deviations in parantheses. Dummy variables

are signified by (d). Other variables not shown in the table include dummies for loans with LTV ratios that

are exactly equal to 80% , option ARMs, prepayment penalties, primary mortgage insurance, and jumbo

loans. All continuous variable are winsorized at the 5% level. Separate dummy variables for any missing

values are also included.
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Table 5: First Stage Results for 2SLS IV Specifications

Dependent Variable: Any Fracking
Model: IV shale IV shale

×Post2006
(7) (8)

Thickness 0.0003 0.001***
(0.0002) (0.0003)

Depth -6.70e−06 0.00001***
(4.73e−06) (3.66e−06)

Thickness*Post2006 0.001***
(0.0002)

Depth*Post2006 0.00003***
(5.50e−06)

FICO ≤ 580 (d) -0.0001 -0.0118***
(0.0001) (0.0029)

580 < FICO ≤ 620 (d) 0 -0.0033
(0) (0.0022)

620 < FICO ≤ 660 (d) -0.0109 -0.0029*
(0.0028) (0.0015)

660 < FICO ≤ 700 (d) -0.0035*** -0.0014
(0.0022) (0.001)

Low Documentation (d) 0.0012 0.0008
(0.0008) (0.0009)

Private-Label (d) -0.0054 -0.0009
(0.0035) (0.0009)

Pre-payment Penalty (d) -0.0038** 0.0015
(0.0022) (0.0017)

K-P F-stat 51.01 21.35
# Observations 10,146,844 10,146,844
R2 0.397 0.327

Notes: This table displays the first stage estimation results corresponding to columns (7) and (8) in Table

4. Standard errors are calculated using two-way clustering by county-year and loan ID (*** p<0.01, **

p<0.05, * p<0.1). All specifications include mortgage age (quadratic) and columns (2)–(8) include mortgage

underwriting characteristics: year of origination, winsorized FICO score and dummies for common thresholds,

mortgage rate, DTI, LTV, and dummies for whether LTV>80, fixed-rate, 30-year term, refinance, option-

ARM, prepayment penalty, private-label, portfolio, balloon payment or jumbo. The Kleibergen-Paap Wald

rank F statistic is displayed for each IV regression.
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Table 8: Direct Effects of Fracking Activity on Employment and House Price Growth

Panel A: OLS

Industry Employment Growth

Dependent Variables: HPA Since Jan. 2007 U.E. Rate Tot. Emp. Drilling/Mining Construction Manufacturing
(1) (2) (3) (4) (5) (6)

Any Fracking (d) 0.0507*** -0.1164 0.0024 0.0228 0.0128 -0.0078
(0.0087) (0.0710) (0.0024) (0.0166) (0.0091) (0.0066)

R2 0.55 0.89 0.46 0.17 0.27 0.30

Active Permits 0.0009*** -0.0025*** 0.0000 0.0006** -0.0001 -0.0000
(0.0003) (0.0007) (0.0000) (0.0003) (0.0002) (0.0001)

R2 0.55 0.89 0.46 0.17 0.26 0.30

Cumulative Spudded Wells 0.0013*** -0.0030*** 0.0000 0.0006* -0.0002 -0.0000
(0.0003) (0.0011) (0.0000) (0.0004) (0.0003) (0.0001)

R2 0.55 0.89 0.46 0.17 0.26 0.30

Newly Spudded Wells 0.0078** -0.0610*** 0.0018*** 0.0178*** 0.0036 0.0006
(0.0034) (0.0189) (0.0006) (0.0050) (0.0061) (0.0013)

R2 0.55 0.89 0.46 0.17 0.26 0.30

Newly Permitted Wells 0.0091*** -0.0551*** 0.0013*** 0.0162*** 0.0031 0.0016
(0.0024) (0.0096) (0.0004) (0.0044) (0.0025) (0.0011)

R2 0.55 0.89 0.46 0.17 0.27 0.30

# Observations 4,340 7,560 7,560 7,336 7,354 7,432

Panel B: Instrumental Variables

Industry Employment Growth

Dependent Variables: HPA Since Jan. 2007 U.E. Rate Tot. Emp. Drilling/Mining Construction Manufacturing
(7) (8) (9) (10) (11) (12)

Any Fracking (d) 0.0298 -0.5578*** 0.0123** 0.0664 0.0559** 0.0128
(0.0305) (0.1510) (0.0047) (0.0433) (0.0247) (0.0188)

K-P F-stat 84.8 232.7 232.7 229.7 214.5 227.5

Active Permits 0.0032 -0.0216*** 0.0005** 0.0025 0.0022** 0.0006
(0.0020) (0.0062) (0.0002) (0.0017) (0.0010) (0.00086)

K-P F-stat 10.21 33.31 33.31 31.01 30.69 30.31

Cumulative Spudded Wells 0.0051* -0.0376*** 0.0008** 0.0044 0.0037** 0.0009
(0.0031) (0.0101) (0.0003) (0.0030) (0.0018) (0.0013)

K-P F-stat 8.09 27.51 27.51 25.8 25.49 25.32

Newly Spudded Wells 02474* -1.0652*** 0.0238** 0.1244 0.1062** 0.0290
(0.1392) (0.3126) (0.0094) (0.0829) (0.0504) (0.0390)

K-P F-stat 7.76 21.1 21.1 19.94 19.62 18.53

Newly Permitted Wells 0.0977 -0.5055*** 0.0117** 0.0610 0.0517** 0.0159
(0.0652) (0.1486) (0.0046) (0.0429) (0.0246) (0.0195)

K-P F-stat 6.77 26.7 26.7 24.2 24.9 23.1

# Observations 4,340 7,560 7,560 7,336 7,354 7,432

Notes: This table displays estimates of the effects of fracking activity on house price growth and employment.

The unit of analysis in all regressions is the county-month. Panel A displays OLS estimates while Panel B

displays IV estimates in which the excluded instruments are shale tickness×post2006 and depth×post2006.

House price appreciation (HPA) is measured from January 2007 through the end of the sample period

(December 2012). Employment measures are obtained from the BLS. Standard errors are clustered by

county×year (*** p< 0.01, ** p< 0.05, * p< 0.1). All specifications include county and year-month fixed

effects. The Kleibergen-Paap Wald rank F statistic is displayed for each IV regression in Panel B. First stage

results are available upon request. 51
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