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Abstract 

This paper develops a path for the global energy system up to 2050, presenting a new 

application of the open source energy systems model OSeMOSYS to the community. It 

allows quite disaggregate energy and emission analysis: GENeSYS-MOD (Global Energy 

System Model) uses a system of linear equations of the energy system to search for lowest-

cost solutions for a secure energy supply, given externally defined constraints, mainly in 

terms of CO2-emissions. The General Algebraic Modeling System (GAMS) version of 

OSeMOSYS is updated to the newest version and, in addition, extended and enhanced to 

include e.g. a modal split for transport, an improved trading system, and changes to 

storages. The model can be scaled from small-scale applications, e.g. a company, to cover 

the global energy system. The paper also includes an application of GENeSYS-MOD to 

analyze decarbonization scenarios at the global level, broken down into 10 regions. Its main 

focus is on interdependencies between traditionally segregated sectors: electricity, 

transportation, and heating. Model calculations suggests that in order to achieve the 1.5°-2° 

C target, a combination of renewable energy sources provides the lowest-cost solution, solar 

photovoltaic being the dominant source. Average costs of electricity generation in 2050 are 

about 4 €cents/kWh (excluding infrastructure and transportation costs). 

 

JEL codes: C61, Q4, L9 

Keywords: Energy System Modeling, Decarbonization, OSeMOSYS, GENeSYS-MOD, 

Renewables, Energy Policy, Energy Transformation 



 



1 Introduction 
Energy system modeling is an important tool to inform the scientific debate and the policy discussion 

about different pathways available to reach certain objectives, such as environmental objectives in 

terms of greenhouse gas emissions. Energy system models have been around for about five decades, 

inspired by the combination of computer capacities and an increased interest in energy issues in the 

wake of the first oil crisis (1973); since then, one observes a rapid increase in the number of models 

and the complexity thereof, see for a survey Connolly et al. (2010).  

In general, energy system models can be classified into two different classes of models: techno-

economic, also called process-orientated or bottom-up models, and macroeconomic models (Herbst et 

al., 2012). While the former can offer a respectable amount of resolution analyzing the impact of 

specific technologies for their respective energy system, they lack in depicting relevant macroeconom-

ic coherence. Techno-economic energy system models saw a rise in the early 1970s after the first oil 

crisis to analyze the possibilities of more efficient final energy use (Herbst et al., 2012). Since then, the 

focus shifted towards a more long-term approach to identify challenges and developments in the 

broader picture of climate change (Bhattacharyya, Timilsina, 2010). Some of today’s most known 

techno-economic models are from the MARKAL/TIMES family of models, NEMS, PRIMES, or 

MESSAGE. While some of these models were originally developed as pure optimization models, they 

already try to bridge the gap between techno-economic and macroeconomic models (Seebregts et al., 

2001; EIA, 2009; IIASA, 2013; E3MLab, 2016, p. 2). These partial equilibrium models commonly focus 

on energy demand and supply markets, allowing for a broader representation of technological aspects 

than purely macroeconomic models (Herbst et al., 2012). 

Taking a rather top-down perspective, computable general equilibrium models (CGE) assume a 

certain market structure, and dynamic of the economy, e.g. competitive or oligopolistic, and then add a 

certain level of technological detail. Thus, the EPPA-model of MIT is a CGE-model assuming a 

competitive economy and covering a high level of sectoral and macroeconomic detail (Yang et al., 

1996). 

Adopting a more pragmatic approach, simulation models are designed to replicate the functioning of 

specific energy markets, without being bound to some predefined, theoretical structural form. Two 

examples of such simulation models are the World Energy Model (WEM),1 used by the International 

Energy Agency (IEA), amongst others to calculate scenarios for the World Energy Outlook (WEO), 

and POLES, developed by the University of Grenoble (France), used extensively by the European 

Commission for long-term scenario work (Criqui, 1996). A simple form of simulation models consists of 

the accounting framework models (Mundaca, Neij, 2009). The Long-Range Energy Alternatives 

Planning model (LEAP), developed by the Stockholm Environment Institute, belongs to this group. In 

fact, a link between OSeMOSYS and LEAP is established to extend the existing accounting framework 

(Heaps, 2008). 

1 For more information see: http://www.worldenergyoutlook.org/weomodel/ 
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While the choice of the model structure is a very important issue, the choice of technical detail and 

assumptions is another driver. For example, results of an energy model will largely diverge depending 

on whether sector coupling is possible or not, whether certain technologies are available or not, and 

whether price developments are properly anticipated. In that respect, one observes a critical moment 

in energy system modeling of low-carbon futures, driven by the unexpected cost decrease of 

renewable energies and storage technologies. Traditionally, energy system models relied on the trias 

of fossil fuels with carbon capture, nuclear energy, and renewables, the two former ones providing 

backup capacity in case of no wind and no sun. This pattern is now challenged by the availability of 

low-cost storage technologies and other flexibility options (such as demand-side management, high-

voltage grid interconnections, etc.), providing the necessary flexibility to balance intermittent 

renewables (Gerbaulet, Lorenz, 2017). The recent controversy about renewables-based energy 

scenarios highlights this issue, see Clack et al. (2017) and Jacobsen, et al. (2017). 

This paper contributes to the debate by presenting a new energy system model with a high level of 

sectoral detail that can be used – among others – for global climate policy scenarios. The model, 

called GENeSYS-MOD, is a full-fledged energy system originally based on the open-source energy 

modeling system, called OSeMOSYS. The model uses a system of linear equations of the energy 

system to search for lowest-cost solutions for a secure energy supply, given externally defined 

constraints on GHG emissions. In particular, it takes into account increasing interdependencies 

between traditionally segregated sectors, e.g. electricity, transportation, and heating. OSeMOSYS 

itself is used in a variety of research to provide insights about regional energy systems and their 

transition towards renewable energies.2 We provide a translation of the initial model, written in GNU 

MathProg, into the widely used and available General Algebraic Modeling System (GAMS) software. 

We also extended the code and implemented additional functionalities, e.g. a modal split for the 

transportation sector or relative investment limits for the single model periods. Last but not least, both 

the code and the data used by GENeSYS-MOD are open-access and freely available to the scientific 

community. 

The paper is structured in the following way: the next section lays out the model and its various 

aspects. Section 3 presents the model implementation, and its global application. Fuels and 

technologies, as well as their availabilities and limitations are described. Section 4 presents the 

results, and Section 5 concludes.3 

2 Moura et al. (2015) implemented a version called SAMBA, where the South American energy system is 
depicted. Others like Rogan et al. (2014) tackle national energy system, in this case analyzing the Irish one over 
the period 2009-2020. Recently, Lyseng et al. (2016) modeled the Alberta power system, analyzing the impact of 
carbon prices, loads and costs getting a solution of how a decarbonization until 2030 can be achieved.  
3 This paper results from a graduate study project convened by Roman Mendelevitch, Pao-Yu Oei, and Franziska 
Holz, at Berlin University of Technology, in the summer semester 2016; see Burandt et al. (2017) for details. We 
are grateful for previous work in the OSeMOSYS open-source community, without which our work would not have 
been possible. Earlier versions of the paper were presented and discussed at the 10th TransAtlantic Infraday 
(November 2016, Washington, D.C.), the 40th International Conferences of the International Association for 
Energy Economics (IAEE, Singapore, June 2017), the 10th Annual Internationale Energiewirtschaftstagung IEWT 
(February 2017, Vienna), DIW’s internal cluster seminar on climate and energy policy (December 2016), as well 
as the OSeMOSYS working group (June 2017). We thank participants at these conferences, in particular Dawud 
Ansari, Wolf-Peter Schill, and Christian Breyer for comments; the usual disclaimer applies. 
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2 GENeSYS-MOD: Model description 
GENeSYS-MOD has been developed by our team based on the open Source Energy Modeling 

System (OSeMOSYS), originally coded in GNU MathProg. In addition to a full-fledged conversion of 

the current version of OSeMOSYS into the General Algebraic Modeling System (GAMS) software we 

have extended the model significantly. This section describes both the basic structure we have taken 

over, as well as the additions; we also provide the framework for the application to the global energy 

system. 

2.1 The model 
GENeSYS-MOD is based on the version of OSeMOSYS created by Noble (2012), has been updated 

to the newest version of OSeMOSYS and will be regularly updated from there. GENeSYS-MOD uses 

the CPLEX-solver for its calculations. Just like OSeMOSYS, GENeSYS-MOD consists of multiple 

blocks of functionality (see Figure 1), which work as separate entities that can be changed or 

extended. To soften the limitations of a linear model, we implemented an additional block, called 

‘Transportation’, implementing a modal split for the distribution of passenger or freight kilometers of a 

particular type of transportation (e.g. passenger road traffic). Additionally, we added trade costs, 

losses and capacities for fuels between regions, changed the endogenous calculation of storages, and 

reformulated the renewable energy target equations. A list of all sets, as well as all relevant 

parameters, can be found in the appendix. 

 

Figure 1: Blocks of functionality of GENeSYS-MOD 

Source: Own Illustration based on Howells et al. (2011). 

The model calculates the optimal flows of energy carriers, services, or their proxies that are produced 

in the production sector, converted through a network of transformation technologies to meet the set 

demands.4 To achieve this, the model distinguishes between fuels and technologies. Energy carriers 

and services are called fuels in the model and hence are referred like this from this point on. Each fuel 

4 Energy carrier proxies are an abstract kind of energy carriers (e.g. passenger kilometers). 
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represents a specific energy carrier, a group of similar ones or their proxies. Furthermore, fuels are 

produced, transformed and used by technologies. Additionally, technologies represent all kinds of 

energy using, producing or transforming techniques (e.g. plants, storages or residual fuel users).  

The technologies can run in different modes of operation if applicable, e.g. a plant can be defined to 

produce either electric power in one mode of operation or heat in the other one. To simulate the loss of 

energy when converting certain fuels into another type, technologies have a defined InputActivityRatio 

and OutputActivityRatio. Technologies with only one of these ratios defined are either supply or 

demand nodes. 

2.1.1 Objective Function 

min 𝑧𝑧 = � � � 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦
𝑦𝑦𝑡𝑡𝑟𝑟

+ � � 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑦𝑦
𝑦𝑦𝑟𝑟

 (1) 

The objective function minimizes the net present cost of an energy system to meet the given demands 

for energy carriers and services. This is done by summing up the total discounted costs of each 

technology (t) in each year (y) and region (r). Furthermore, the total discounted trade costs of 

importing fuels in each region are summed up and added to the objective value. 

2.1.2 Costs 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦 = 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑟𝑟,𝑡𝑡,𝑦𝑦

+ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑟𝑟,𝑡𝑡,𝑦𝑦

+ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑟𝑟,𝑡𝑡,𝑦𝑦

− 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑟𝑟,𝑡𝑡,𝑦𝑦                                          ∀ 𝑟𝑟, 𝑡𝑡, 𝑦𝑦 

(2) 

Costs incur when building new capacities of technologies (DiscountedCapitalInvestmenty,r,t), 

maintaining capacities or using them (DiscountedOperatingCostty,r,t) (see equation 2). These 

parameters are defined for each year, technology, and region in the model. The operation of and 

investment in a non-storage technology is specified by three kinds of costs. First, a technology has a 

given capital cost. These costs are calculated on an annual basis and are determined by the level of 

new installed capacity by a per-unit cost to determine the capital investment into new capacities. 

Furthermore, GENeSYS-MOD uses salvage costs to calculate the salvage value of technologies that 

have exceeded their operational life or are being replaced. Thus, the salvaged value is determined by 

the year of installment, the operational life and a globally defined discount rate. OSeMOSYS offers an 

implementation of a sinking fund deprecation method and a straight-line depreciation method;5 our 

model assumes the sinking fund deprecation method as default. Lastly, there are operational costs for 

5 The sinking fund deprecation method is an advanced deprecation method in which the estimated salvage value 
from the deprecation is invested into a fund and the resulting discounted values are used to calculate further 
salvage rates; the straight-line deprecation method is a simple, linear deprecation method, allocating the same 
amount or percentage of an asset's cost to each year. 
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each technology, divided in variable and fixed costs. Furthermore, the total annual operating costs are 

discounted back with a globally defined discount rate to the first year modeled to make costs 

comparable. A global discount rate of 5% was assumed for the calculations of our model. The 

emission penalty can be determined exogenously (e.g. a given carbon prices) or endogenously. The 

discounted operating costs are then summed up with the discounted capital investment, emissions 

penalty and salvage value. 

2.1.3 Storage 
The current implementation of storages in OSeMOSYS is based on general storage assumptions 

described by Welsch et al. (2012). This implementation has been changed, in order to facilitate an 

endogenous calculation of storage capacities. Instead of setting a StorageMaxChargeRate, an 

Energy-Power-Ratio has been implemented for storages, with the maximum storage capacity being a 

variable instead. Different types of storage have different operation lifetimes, maximal and minimal 

ratios, and costs. The model calculates the cost of investments per unit of storage capacity and 

combines it with the salvage value that is computed for the end of the modeling period. Both costs are 

used to incorporate the storage equations into the objective function. Equations (3) and (4) define the 

rates for charging and discharging for each time slice (described in more detail below). 

 

� � ��𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑦𝑦𝑙𝑙,𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 ∗  𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑚𝑚,𝑟𝑟,𝑠𝑠,𝑡𝑡 ∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑙𝑙,𝑙𝑙𝑙𝑙
𝑡𝑡𝑚𝑚𝑙𝑙

∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑𝑙𝑙,𝑙𝑙𝑙𝑙 ∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑙𝑙,𝑙𝑙ℎ�

= 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑒𝑒𝑙𝑙𝑙𝑙,𝑙𝑙ℎ,𝑙𝑙𝑙𝑙,𝑟𝑟,𝑠𝑠,𝑦𝑦            ∀ 𝑙𝑙𝑙𝑙, 𝑙𝑙ℎ, 𝑙𝑙𝑙𝑙, 𝑟𝑟, 𝑠𝑠, 𝑦𝑦 

(3) 

� � ��𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑦𝑦𝑙𝑙,𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 ∗  𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑚𝑚,𝑟𝑟,𝑠𝑠,𝑡𝑡 ∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑙𝑙,𝑙𝑙𝑙𝑙
𝑡𝑡𝑚𝑚𝑙𝑙

∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑𝑙𝑙,𝑙𝑙𝑙𝑙 ∗  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑙𝑙,𝑙𝑙ℎ�

= 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑒𝑒𝑙𝑙𝑙𝑙,𝑙𝑙ℎ,𝑙𝑙𝑙𝑙,𝑟𝑟,𝑠𝑠,𝑦𝑦               ∀ 𝑙𝑙𝑙𝑙, 𝑙𝑙ℎ, 𝑙𝑙𝑙𝑙, 𝑟𝑟, 𝑠𝑠, 𝑦𝑦 

(4) 
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2.1.4 Transportation 

𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑𝑓𝑓,𝑟𝑟,𝑦𝑦 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦

= 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑒𝑒𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦            ∀ 𝑓𝑓, 𝑚𝑚𝑚𝑚, 𝑟𝑟, 𝑦𝑦 (5) 

�(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚,𝑡𝑡
𝑡𝑡

∗ �(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑦𝑦𝑓𝑓,𝑙𝑙,𝑟𝑟,𝑡𝑡,𝑦𝑦 ∗ 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑡𝑡𝑙𝑙,𝑦𝑦
𝑙𝑙

))

=  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑒𝑒𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦            ∀ 𝑓𝑓, 𝑚𝑚𝑚𝑚, 𝑟𝑟, 𝑦𝑦 

(6) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦

≥  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑒𝑒𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦            ∀ 𝑓𝑓, 𝑚𝑚𝑚𝑚, 𝑟𝑟, 𝑦𝑦 (7) 

The ‘Transportation’ block introduces a modal split for transportation technologies. First, the demand 

of a certain fuel is split by the defined modal types into several demands per modal type. Furthermore, 

technologies can be tagged with modal types to define which technology can cover this split demand. 

Lastly, the tagged technologies must produce at least the amount of the split demand.  

The following example illustrates this idea: The model has two types of passenger cars and a cheap 

rail technology defined. Each car is assigned to the modal type ‘passenger cars’ and the rail is 

assigned to the ‘rail’ type. Furthermore, all technologies produce ‘passenger kilometers’ as a fuel. 

Without further restrictions, the model would only use the rail technology due to its lowest costs. This, 

however, is unrealistic as cars will still be the best option for less frequented routes which cannot be 

properly included in the model due to a relatively broad geographical coverage. If our modal split 

function is now included in the model, we can define that at least 20% of the ‘passenger kilometers’ 

must be fulfilled by the modal type ‘passenger cars’. Thus, we are not implementing strict limitations of 

the use of technologies, but set up lower bounds. Therefore, we can reproduce a more realistic result 

of the transportation sector and overcome some of the inherent disadvantages of an LP. 
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2.1.5 Trade  

� ��𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡𝑓𝑓,𝑙𝑙,𝑟𝑟,𝑟𝑟𝑟𝑟,𝑦𝑦 ∗ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟,𝑦𝑦 ∗  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟�
𝑟𝑟𝑟𝑟𝑓𝑓

=  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑙𝑙,𝑟𝑟,𝑦𝑦          ∀ 𝑙𝑙, 𝑟𝑟, 𝑦𝑦 
(8) 

��𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑦𝑦,𝑙𝑙,𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟 ∗ �1 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑦𝑦,𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟� − 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑦𝑦,𝑙𝑙,𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟�
𝑟𝑟𝑟𝑟

= 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑦𝑦,𝑙𝑙,𝑓𝑓,𝑟𝑟    ∀ 𝑦𝑦, 𝑙𝑙, 𝑓𝑓, 𝑟𝑟 

(9) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑦𝑦,𝑙𝑙,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑟𝑟,𝑟𝑟𝑟𝑟 + 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑦𝑦,𝑙𝑙,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑟𝑟,𝑟𝑟𝑟𝑟

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∗ 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑙𝑙,𝑦𝑦
 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑦𝑦,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑟𝑟,𝑟𝑟𝑟𝑟       ∀ 𝑦𝑦, 𝑙𝑙, 𝑟𝑟, 𝑟𝑟𝑟𝑟 

(10) 

To implement trade costs in our model, we had to split the pre-existing trade variable into separate 

export and import variables. The total trade costs for each time slice, year and region are then 

calculated by summing up the trade costs for each fuel that is imported into a given region from 

another region, as seen as in equation 8. To incorporate these costs into the objective function, they 

are furthermore discounted back to the starting year of the model run and then added to the total 

discounted costs. Also, trade losses, as well as maximum trade capacities for power trade have been 

implemented in the model equations. Equation 9 demonstrates the inclusion of losses that occur on 

exports, equation 10 presents the maximum capacity constraint for an electricity trade route, which 

has to be satisfied for all time slices. 
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3 Model application and implementation 
GENeSYS-MOD includes a multitude of supply and transformation technologies to satisfy the different 

demand needs that, in combination, form the global energy system. Its possible flows, technologies 

(symbolized by boxes), and demands (shaded boxes) are illustrated in Figure 2.  

 

Figure 2: Layout of GENeSYS-MOD 

Source: Own illustration. 

 

3.1 Regional disaggregation and trade 
In its current form, GENeSYS-MOD addresses global energy issues, and for this purpose it splits the 

world into ten regions: Africa, China, Europe, FSU, India, Middle East, North America, Oceania, Rest 

of Asia and South America (see appendix for a list of countries in each of the regions). These regions 

represent geographical clusters of countries in which energy is both produced and consumed. At the 

same time, the regions act as nodes connecting with other regions to allow for trading. All parameters, 

e.g. on demand and production potentials (e.g. such as the potential area in which onshore wind 

generators could be built), and other parameters such as costs and efficiency are defined for each 

region. 

Regions are able to trade fuels via the set TradeRoutes, which define which regions are able to trade a 

certain type of fuel with one another. Because of the large distances between regions, we disabled the 

trading of power for our model calculations.  
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Figure 3: Regional disaggregation of GENeSYS-MOD 

Source: Own illustration. 

3.2 Demand and fuel disaggregation 
GENeSYS-MOD distinguishes three groups of final demand: electricity, heat, and mobility. They are 

then split up into low temperature heat (used for water and room heating and cooling) and high 

temperature heat (process heat over 100°C) in the heat sector, and passenger and freight transport 

demands in the mobility sector. Other fuels in the model are used for transformation purposes (e.g. 

hydrogen or biomass), serve as an input (such as the conventional fossil fuels coal, natural gas, or oil), 

or are used to define certain technical restrictions. These ‘area input fuels’ can be used to limit the use 

of certain technologies (such as PV cells) by available suitable land on a regional basis, which may 

serve as a superior indicator to capacity-based calculations. 

As such, we defined the following fuels for our final demands: 

 

Table 1: Fuel disaggregation 

Electricity [in PJ] Heat [in PJ] Mobility [in Gkm] 

Power Heat low Heat high Mob. Passenger Mob. Freight 

Source: Own assumptions. 

3.3 Modeling period and investment restrictions 
The modeling period covers the years 2020 to 2050 in 5-year-steps. The year 2015 is used as base 

year with existing capacities. There are no fixed investment limits for technologies. Instead, we opted 

for a percentage-based approach in order to reproduce investment rates more realistically. Therefore, 

the investment is limited by the total amount invested, as well as the maximum capacity potential. 
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3.4 Time disaggregation 
GENeSYS-MOD presents most results on an annual basis, but it offers a much more disaggregated 

approach with respect to time periods and time dependent data, such as, for example, the power 

demand per region or the use of storages. This is accomplished by dividing the year into several time 

slices, which can be defined by the model user to suit the needs of the application. One year is thus 

divided into seasons, which then contain day types (e.g. weekday/weekend) and daily time brackets 

(e.g. day/night), all defined as fractions of a year.  

For this model specification, we chose to use three seasons (intermediate, summer, winter – with 

intermediate combining the seasons of autumn and spring), one day type, and two daily time brackets 

(day, night). The daily time bracket “day” is set to 16 hours (⅔ of one day), while “night” is 8 hours long 

(⅓). Multiplying these fractions for each combination6 gives us a total of six different time slices. Table 

2 presents the fraction per year for all the time slices used (given in % of one year). 

Table 2: Time disaggregation (% of one year) 

Winter Day Winter Night Intermediate Day Intermediate Night Summer Day Summer Night 

17% 8% 33% 17% 17% 8% 
Source: Own assumptions. 

 

3.5 Emissions 
GENeSYS-MOD is mainly targeted at greenhouse gas emissions from the energy sector, and 

therefore monitors CO2 in particular detail. CO2 constraints can be defined at the regional level, but 

also at the global level. For the applications used in this paper, we choose the global approach with a 

CO2 budget corresponding to the 1.5°-2° C target; according to IPCC (2014), about 550-1300 Gt CO₂ 

may be emitted between 2011 and 2050. Considering the global emissions between 2011 – 2014, as 

well as taking into account non-energy emissions (such as from industry, or land use and land-use 

change), we opted for a budget of 650 Gt of CO2 for the GENeSYS-MOD global model calculations. 

The emission values per energy carrier per petajoule have been calculated, based on NEI (2017), 

Edenhofer et al. (2012) (for nuclear energy production) and EIA (2016) (for coal, gas and oil). All 

emissions can then be calculated for each technology based on their fuel consumption. 

3.6 Storage 
GENeSYS-MOD has been designed with attention to storage requirements, in particular in the 

electricity sector. Storages are connected on a technology basis, meaning each technology that wants 

to store or use stored energy must be connected by defining the link between them. Also, storages do 

not store specific fuels, but are generic ‘energy depots’, whose input is defined by the output fuel of 

6 Calculation example: 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑𝑑𝑑 = 1 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 ∗ 1
4

  (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 "𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠") ∗ 2
3

 (𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 "𝑑𝑑𝑑𝑑𝑑𝑑") = 0.1667. 
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the technology. A list of all implemented technologies and storage technologies can be found in the 

appendix. 

3.7 Modal split for transportation 
The modal split for the transportation sector is exogenously given, and based on calculations that are 

based on data from the 450 ppm scenario from the World Energy Outlook (International Energy 

Agency, 2015), using a regional differentiation. While the modal split is strictly defined for 2015, these 

bounds are consecutively lowered to let the model find the optimal solution. 

3.8 Input Data 
This section provides the main data sources required for the subsequent model calculations. As the 

scenarios focus on low-carbon technologies, particular weight is placed on renewable sources in this 

section; this will be different when we address other questions using GENeSYS-MOD, e.g. the optimal 

selection of coal vs. natural gas utilization. 

3.8.1 Fossil fuel availability and prices 
Current energy systems are mainly based on conventional resources like coal, gas, oil, and nuclear 

power (International Energy Agency, 2015). GENeSYS-MOD can use conventional fuels and their 

corresponding technologies, and invest into new capacities. Existing capacities of conventional and 

renewable technologies are considered by the model as residual capacities, and phased out as their 

lifetime expires (Farfan, Breyer, 2017). The annual production of the conventional energy resources 

published in the World Energy Outlook (International Energy Agency, 2015) is taken as a constant limit 

in the model. Carbon capture is not being considered, since it is not commercially available and is 

unlikely to be so in the future. 

3.8.2 Renewable technologies and potentials 

3.8.2.1 Solar 
With worldwide average annual growth rates of solar power supply of 46.2% since 1990, solar power it 

is one of the main drivers of any low-carbon transformation (OECD, 2016). The technical potential of 

solar power is very high, but it is highly dependent on regional and temporal circumstances.  

We consider two different technologies for power generation purposes: photovoltaics (PV) and 

concentrated solar power (CSP). The former makes use of direct radiation as well as radiation 

reflected by the clouds, and therefore results in a steadier energy inflow. Similar to Jacobson et al. 

(2016), we consider residential and commercial photovoltaic panels on the one hand, and utility plants 

at open areas on the other hand. The potentials of these technologies with respect to different regions 

are adopted from Delucchi et al. (2017) and illustrated in Table 3. Sites with less than 4kWh/m2/d are 

excluded, as are sites with too high slope, urban areas, or protected areas. 

The conditions for using concentrated solar, on the other hand, are more constraining. CSP requires a 

high intensity of direct radiation, and produces low efficiency values with lower radiation. We consider 
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sites with more than 2000 kWh/m2y, corresponding to capacity factors of about 20-25% (Trieb et al., 

2009). This occurs mainly in regions such as Africa, the Middle East and Oceania. 

 

Table 3: Solar PV – Regional Potential 

Unit [100 km2] PV – residential PV - commercial PV – utility 
Africa 4.20 2.31 

2.69 
6.56 
4.16 
3.89 
1.76 
4.56 
1.31 
1.17 
2.59 

10.55 
2.99 
4.69 
2.76 
1.49 
3.50 

10.01 
4.26 

10.01 
8.85 

Asia Rest 3.67 
China 5.61 
Europe 3.34 
India 2.82 
Middle East 2.39 
North America 4.61 
Oceania 0.82 
FSU 0.84 
South America 2.59 

Source: Delucchi et al. (2017). 

 

3.8.2.2 Wind 
The availability of wind can vary strongly, both during the day but also seasonally, with availabilities up 

to 50% higher in winter months, e.g. in Europe (Archer, Jacobson, 2005). In addition, the availability of 

wind power can also be constrained by environmental factors, such as the exclusion of high altitude 

winds (Marvel et al., 2012). As a result, we only consider locations where the average wind speed in 

10 meters height exceeds 4 m/s (Hau, 2008). 

Our model differentiates between onshore and offshore wind. Onshore wind technology is already 

reasonably mature compared to other renewable energy sources, with its efficiency being close to the 

theoretical optimum. Most wind turbine systems have hub heights around 100 meters with rotor 

diameters of 50-100m (Schröder et al., 2013). The potentially suitable area for onshore plants is 

directly given by the calculation of Jacobsen et al. (2016). However, the potentially suitable area for 

offshore plants was calculated by a reverse calculation of the total GW potential given by Arent et al. 

(2012). Therefore, we used their assumption of a power density of 5 MW/km2. The latter, in 

combination with the stated regional potential for wind power in GW, allows the calculation of the 

possible suitable area, which is shown in Table 4. 
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Table 4: Wind - Regional Potential 

Unit [100km2] Wind Onshore Wind Offshore 
Africa 125.2 

41.0 
2.3 

10.9 
1.1 

27.5 
21.2 
9.7 

10.9 
23.5 

1.1 
2.9 
2.1 
4.2 
0.1 
0.1 
4.7 
5.2 
2.7 
8.3 

Asia Rest 
China 
Europe 
India 
Middle East 
North America 
Oceania 
FSU 
South America 

Source: onshore: Jacobsen et al. (2016) ; offshore : Arent et al. (2012). 

3.8.2.3 Biofuels 
If all possible sources of residues and waste would be used, the world’s total technical annual 

potential is estimated to be more than 100 EJ per year (Sims et al., 2010, p. 1572). Since it is difficult 

to estimate the regional potential of residues and forest products, we refer to solid biomass waste. 

This includes renewable urban waste, but also food wastes that are produced at the first stages of the 

supply chain. Furthermore, we only consider second-generation biomass for energy production. 

Compared to first-generation energy crops (e.g. wheat, corn, beet or palm oil), they have an important 

advantage because they are non-food materials. This means that agricultural by-products like cereal 

straw, sugarcane bagasse, or forest residues are used and biofuels do not compete directly with food 

production. 

The share of food losses and waste (inclusive animal excrements) of the total energetic biomass 

potential is 42%.7 Therefore, food losses and waste offer a potential of around 11.7 EJ. Some 

important differences exist between different regions depending on their grade of industrialization. In 

highly developed countries like North America or Europe, the annual per capita food loss and waste is 

280-300 kg. On the other hand, in less-developed countries, the figure is lower, at 120 and 170 kg 

(Gustavsson, 2011). In accordance with the IEA (2016), we assume that 40% of the collected waste 

could be used for power production. Thus, we calculated different regional potentials based on data 

from Gustavsson (2011). Cost assumptions for biomass and their evolution from 2015 to 2050 are 

adopted from Sims et al. (2010) and Havlík et al. (2011). The resulting potentials are shown in  

Table 5. Costs are reduced from 14.5 €/GJ in 2015 to 2.2 €/GJ in 2050 due to technical improvements. 

 

 

 

 

7 See Agentur für Erneuerbare Energien (2013). Reststoffe für Bioenergie Nutzen - Potenziale, Mobilisierung Und 
Umweltbilanz. 64, Renews Spezial, Berlin, Germany. 
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Table 5: Biomass - Regional Potential 

Unit [PJ] 2015 2050 
Africa 154 401 
Asia Rest 192 798 
China 713 1165 
Europe 504 504 
India 170 737 
Middle East 371 1061 
North America 514 633 
Oceania 232 232 
FUS 409 527 
South America 667 1258 

Source: Sims et al. (2010); Gustavsson (2011); Havlík et al. (2011). 

3.8.2.4 Hydropower 
Hydropower is the energy transported by the water on its way from a higher to a lower level, and 

therefore has the highest density in regions with high slope and a constant supply of water. The 

greater the amount of water the river transports and the steeper the gradient of its stream course, the 

higher the potential in this area. Most of hydropower potentials are located in mountainous regions 

(Edenhofer et al., 2012). The global annual amount of water transported this way is estimated to be 

47.000 km3, of which 28.000 km3 is on the surface. This sums up to around 40.000 TWh/year 

theoretical hydropower generation (Edenhofer et al., 2012). Regions like Asia, especially China, South 

America, and Africa show the most hydropower resources. Compared to solar and wind, hydropower 

is more predictable and constant over the years, but there are seasonal fluctuations caused by rain or 

melting snow. The regional potentials of hydropower are calculated using data from (Cleveland, 

Morris, 2013) and (EIA, 2016) and are represented in Table 6. 

Table 6: Hydropower – Regional and Economical Potential 

Unit [GW] Hydropower (small) Hydropower (large) 
Africa 130.8 130.8 
Asia Rest 85.0 85.0 
China 185.9 185.9 
Europe 129.0 129.0 
India 99.2 99.2 
Middle East 39.0 39.0 
North America 107.8 107.8 
Oceania 42.1 42.1 
FUS 121.6 121.6 
South America 165.7 165.7 

Source: Cleveland, Morris (2013); EIA (2016). 
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3.8.2.5 Geothermal 
Geothermal energy can provide a regular supply, but it is relatively expensive compared to other 

sources, although advances in drilling technologies and more effective reservoir management have 

been lowering costs significantly in the recent past (Younger, 2015). The technical potential of 

geothermal energy is abundant, and it is broadly available (EPRI, 2010). The geothermal resources 

are caused by three important components: i/ The energy flow within the Earth crust (magma, water, 

steam, gasses); ii/ the heat flow due to conduction; and iii/ the energy that is stored in rocks and fluids 

within the earth crust (Stefánsson, 1998). The most promising geothermal sources are located near 

plate margins and geologically active regions. Most of the existing geothermal plants for power plants 

are located in regions with high temperatures of the crust surface, high rock permeability, or a naturally 

existing water-steam resource (Dickson, UNESCO, 2003; EPRI, 2010; Rybach, 2014). 

Some early research projects indicate a high potential of geothermal recourses for the energy sector. 

The EPRI (1978) stated that within the first three kilometers of the continental earth crust exists 

sufficient heat to provide sufficient energy for the next 100,000 years. Nevertheless, not all the 

theoretically existing energy can be used directly in terms of heat or to generate electricity, both for 

technical and economic reasons. The resulting regional potentials for geothermal power generation, 

based on (Gawell et al., 1999; Holm et al., 2010) are shown in Table 7. 

Table 7: Geothermal - Regional Potential 

Unit [GW]  
Africa 12.8 
Asia Rest 25.7 
China 3.5 
Europe 6.8 
India 0.6 
Middle East 1.4 
North America 25.4 
Oceania 13 
FUS 3.7 
South America 44.9 

Source: Gawell et al. (1999); Holm et al., (2010). 

3.8.2.6 Others 
Renewable, synthetically produced gas, such as hydrogen, can be used to provide low and high-

temperature heat, as well electric power. Furthermore, liquefied hydrogen gas can be used as fuel in 

the transportation sector. Thus, hydrogen can play a major role in a low-carbon transformation. 

Hydrogen gas can be used in combined heat and power plants (CHP) to produce electricity and heat 

(Fraunhofer ISE, 2012). Renewable hydrogen gas CHPs are modeled according to the characteristics 

of the natural gas CHP technology, with hydrogen as input instead. Because hydrogen can only be 

generated by using expensive electrolysis technologies, power and heat generated by hydrogen is 

rather expensive. 

In the transportation sector, hydrogen can be used in fuel-cell-driven electric vehicles (FCEV) via 

gaseous hydrogen. FCEV provide long range services up to 900 km per refueling (IEA, 2015). 
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However, this long range is achieved through a decreased overall efficiency in comparison to battery-

driven electric vehicles. Additionally, other long-range transportation technologies can use liquefied 

hydrogen, such as freight cargo trucks or aircraft. 

3.9 Cost assumptions 
Since the model identifies the least-cost combination for the energy system, cost parameter–especially 

their assumptions for the future–are crucial and a main driver of the results. Hence, it is essential to 

understand the relations and implications of those costs and verify results by testing for their 

sensitivity. The different types of cost considered in GENeSYS-MOD are: (1) cost for building 

capacities and running those, (2) emission penalties, and (3) costs for trading fuels between regions. 

Most of our cost assumptions and data originate from Schröder et al. (2013), Gulagi et al. (2017), and 

Breyer et al. (2016). Also, price estimates from the 450ppm scenario of the World Energy Outlook 

(International Energy Agency, 2015) are taken as fuel prices for fossil fuels in our model. Emission 

penalties are currently not considered in this model setup, as we opted for a global carbon budge 

instead. For more information about the different costs consult Burandt et al. (2017). 

 

4 Scenario Definition and Results 

4.1 Scenario definition 
GENeSYS-MOD was designed to develop and compare different scenarios for the global energy 

system, but for our first application, we have chosen a rather simple structure: we are interested in the 

cost-optimal energy mix that respects a global CO2-target calibrated for a 1.5°-2° C world, as 

explained above, defined here as a CO2-budget of 650 Gt for 2015 – 2050. All technologies described 

in the previous section are available. 

4.2 Results 

4.2.1 The global energy system 
Figure 4 shows the results for the basic run of GENeSYS-MOD, applied to the global energy system. 

Our investigation of whether a globally sustainable 100% renewable energy supply is possible by 2050 

results in the finding that it is technically and economically feasible, with a resulting shadow price for 

CO2 of about 32€ per ton CO2. This shows that a switch towards 100% renewables can be achieved 

with very low costs, as renewable technologies become increasingly competitive. 

The global energy system shifts from a world almost entirely reliant on the fossil fuel sources oil, coal, 

and natural gas, to a fully decarbonized energy system in 2050. While starting out slowly, the growth 

of renewables, especially biomass, solar and wind quickly picks up and reaches a stage of about 50% 

of the energy mix being renewable as soon as 2030. This transformation varies strongly from sector to 

sector, as well as on a regional basis. 
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Figure 4: Development of global energy mix with a CO2-budget of 650 Gt 

Source: Own illustration. 

4.2.2 Electricity 
The energy system experiences a very strong sector coupling of the power with both the heat and 

transportation sectors. This can be observed via the vastly rising generation of power, more than 

tripling by 2050 compared to 2015 values. Figure 5 shows the development of the power generation 

mix between 2015 – 2050 at the global level. While conventional sources still account for over 2/3 of 

consumption in 2015, and even over 80% when including hydropower, the energy mix changes 

structurally from 2025 on, mainly due to solar photovoltaics becoming economically competitive. Since 

low-carbon technologies are available at low costs, the electricity sector is the first to decarbonize, and 

freeing up CO2-emissions for the heat and transportation sectors. Natural gas loses market shares 

relatively early (2025), and the use of coal is also significantly reduced. Due to possible sunk costs, 

rising fossil fuel prices, and increased competitiveness of renewables, no new fossil-fueled power 

plants are constructed. Instead, existing capacities are being utilized, depending on their remaining 

lifetimes. 

Somewhat surprisingly, wind picks up market shares relatively late, i.e. in the 2030s (onshore wind) or 

even after 2035 for offshore wind. The contribution of hydropower increases slightly, with most optimal 

potentials already being utilized beforehand. Hydropower makes up a share of about 13% of the final 

power generation profile. 
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Figure 5: Development of global power generation 

Source: Own illustration. 

Figure 6 presents the regional power generation mixes in 2050, demonstrating regional differences in 

our model results.  

 

Figure 6: Power generation profiles in 2050 

Source: Own illustration. 
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4.2.3 Heat 
The energy mix in the heating sector shows quite a different decarbonization pathway. Figure 7 shows 

the model results for the high temperature hear production from 2015 – 2050. After a first expansion of 

natural gas, replacing oil as a fuel by 2020, both natural gas and coal diminish their share significantly 

in the 2020s and, much more so, in the 2030s and 2040s. Biomass takes over the lion’s share of the 

fossil fuels until 2035, when hydrogen and electric furnaces start to become economically viable.  

A similar trend is observed for low temperature heat generation, with biomass and electric heating 

meeting most of the heating demands for 2050. Overall, low temperature heating sees an earlier 

electrification than its high temperature counterpart. 

While decreasing with time, fossil fuels remain a major energy source for heating in both high- and low 

temperature heat generation. Natural gas and coal are the main contributors, both being used as late 

as 2040 and 2045, before finally being replaced by renewables. This is due to the need for an 

expanded power system, which has to be constructed beforehand, as well as heat generation from 

fossil fuels being more efficient than its use for power generation. 

 

 

Figure 7: Development of global high-temperature heat production 

Source: Own illustration. 

0

20

40

60

80

100

120

2015 2020 2025 2030 2035 2040 2045 2050

EJ
 

Biomass

H2

Electric Furnace

Oil

Gas

Coal

19 



 

Figure 8: Development of global low-temperature heat generation 

Source: Own illustration. 

 

4.2.4 Transportation 
Figure 9 and Figure 10 show the modal share for freight and passenger transportation, respectively. 

The shift towards renewable fuel sources happens somewhat gradually, depending on the region. On 

a global scale, freight transportation by road in 2050 is achieved via biofuels and hydrogen, whilst 

ships utilize biofuels as their energy source. Biofuels are utilized as a transitional fuel source for road-

based freight transportation, seeing some early utilization, before hydrogen joins the mix in 2045. The 

year 2030 poses the year where renewables become increasingly competitive and cost-efficient, which 

can be observed via a stronger shift away from their fossil counterparts around 2030/2035 across all 

sectors. 
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Figure 9: Development of freight transportation services 

Source: Own illustration. 

 

Figure 10: Development of passenger transportation services 

Source: Own illustration. 
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4.2.5 Global CO2 emissions 
Figure 11 shows the development of global CO2-emissions between 2015 and 2050, by fossil fuel 

(coal, natural gas, oil). Natural gas and oil produce ever less emissions. By contrast, CO2-emissions 

from the coal sector increase between 2015 and 2020, to attain 16 Gt in 2020, before declining, with 

the period between 2030 and 2035 marking the largest reduction in coal-based emissions. Overall, the 

binding emissions budget, combined with increasing efficiency and reduced cost of renewable 

technologies, sparks the strong decline of emissions towards 2050.  

 

Figure 11: Global emissions per fossil energy carrier in billion tons 

Source: Own illustration. 

 

4.2.6 Average costs 
Figure 12 shows the average costs of electricity generation by the dominating technologies in 2050. 

The average price per kilowatt-hour for energy supply in 2050 is just above 4 ct/kWh. Solar PV (1.7-

3.2 ct/kWh) and hydro (2-2.6 ct/kWh) are the cheapest options for generating electricity, followed by 

wind onshore (2.9-5 ct/kWh), and wind offshore with 6.4 to 10 ct/kWh. Technologies such as tidal, 

geothermal, or wave energy plants have been omitted due to their almost nonexistent role in the final 

energy mix. 
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Figure 12: Costs of power generation per technology in 2050 in €cent/kWh 

Source: Own illustration. 

 

5 Conclusion 
Energy system modeling has developed significantly over the last decade, and it is now facing new 

challenges, as lower-carbon transformation scenarios with higher shares of renewables have to be 

scrutinized. In this paper, we present a new energy system model, called GENeSYS-MOD, that is 

specifically designed to calculate global longer-term scenarios for a low-carbon world. GENeSYS-

MOD was developed on the basis of the Open Source Energy Modelling System (OSeMOSYS), with 

additional functionalities added (e.g. for storage and transportation). We also provide a translation of 

the original GNU MathProg version into the General Algebraic Modeling System (GAMS) software. 

GENeSYS-MOD minimizes the total costs for supplying 10 regions of the world with energy (electricity, 

heat, mobility), such that certain environmental constraints, e.g. CO2 budgets, are respected. The 

modeling period consists of the years from 2020 to 2050 in 5-year steps, with 2015 as a baseline. 

Additionally, we split the year into several time periods to simulate different seasons and daytimes and 

the concomitant fluctuation of renewable energy production. To investigate the interaction between the 

various sectors, we consider three major types of demand: power, heat, and transport. 

After a detailed description of the model, its implementation and the input data, as well as 

assumptions, the new model is used to calculate low-carbon scenarios for the global energy system, 

commensurate with reaching the 1.5°-2° C target, here defined as a global CO2 budget of 650 Gt for 

the period 2015 – 2050. The results of this base period (2015) serve as verification of the functionality 

of our model as well as a baseline for renewable energy targets. We then allow investments into 

technologies and the construction of new plants for the calculations of the path towards the year 2050. 
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The model results suggest a reorientation of the energy system, driven mainly by the climate 

constraint and decreasing costs of renewable energy sources. As the carbon constraint becomes 

more binding, less fossil fuels are used to supply energy, and a gradual shift towards renewable 

sources is observed, accompanied by sector coupling to the benefit of electricity consumption, and 

some new technological trends, such as the introduction of hydrogen in the transportation sector. The 

energy mix in 2050 is based on wind and solar power, biomass, and hydropower as the main energy 

sources. To a smaller degree, geothermal and tidal power plants provide energy as well. Depending 

on the region, some fossil fuels are phased out as early as 2035 (e.g. coal in Europe) with most fossil 

fuels being replaced by 2045. China consumes the largest share of emissions, and modernizes its 

energy system relatively late, with coal and natural gas being used into the 2040s, in particular in the 

heating sector. 

Since we observe a strong sector-coupling of the power sector with both the heat and transport sector, 

the two main sources of renewable energy in our model, wind, and solar power, produce energy in the 

form of electricity. In the heating sector, heat pumps, and direct heating with electricity convert power 

into heat. In the transport sector, electricity is directly used in battery electric vehicles and electric rails 

as well as converted into hydrogen to provide mobility where the direct use of electricity is not 

possible. In conclusion, the energy system drastically changes from a dependency on natural gas, 

crude oil and coal to a system based on wind and solar power as well as biomass within 35 years. 

This increases overall power consumption over our modeling period, more than tripling the overall 

production of power compared to 2015. 

All models should provide insight, not blunt numbers, and we need to point out shortcomings and 

future refinements of GENeSYS-MOD as well. At the current, quite aggregate level, we are not 

considering regional specificities, for example resulting from specific preferences with respect to 

certain technologies which are not modeled in our normative approach. Also, work needs to continue 

on the regional and temporal breakdown, in particular given the high share of fluctuating renewables. 

Issues like hourly storage and more granular time slices have yet to be considered. 

Renewable energy generation has the problem of the potentially high fluctuation which is inherently 

given for technologies like wind turbines or solar plants. Providing sustainable energy despite 

depending on external influences like weather is one of the major challenges when considering 

renewable energies. These issues are not sufficiently represented in our model, since the current 

implementation only makes use of six time slices and ten regions. Since we operate on a fairly 

accurate time-basis for things like energy or heat demand, but on a very large scale with our regional 

setup, data collection can become quite challenging, often leading to the need for assumptions to 

calculate certain values. Especially with the fluctuating nature of RES and the implementation of 

storage systems, more detailed data is needed. 

To be able to better simulate the fluctuating nature of RES, adding more time slices and day types 

might increase model accuracy. Especially (short-term) storages and their implementation profit from 

smaller timeframes with different demand and supply factors. Also, possibly problematic events such 

as multiple days with very low wind or sun hours might be simulated as a result. Thus, while our 
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current results indicate that a 100% renewable energy system by 2050 can be achieved and show first 

directions towards its realization, further research can improve upon these findings and present more 

insights about the exact measures needed to reach an optimal outcome. 
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6 Appendix 
Set name (abbreviation) Set description 

Daylytimebracket (lh) Allows for day/night differentiation, i.e. splits a single day into 

brackets 

Daytype (ld) Allows to model different days like weekday/weekend  

Emissions (e) Emissions produced by the different technologies 

Fuel (f) Fuels enter or leave technologies. Demands are always for specific 

fuels. 

Modaltype (mt) Allows for the modal split in the transportation sector. 

Mode of Operation (m) Technologies might operate in different modes, enabling different 

input-output combinations 

Region (r) The different (aggregated) regions considered. 

Season (ls) Allows a differentiation for yearly seasons (e.g. summer/winter). 

Storage (s) The set of different storage technologies. 

Technology (t) Everything that processes energy in any form is considered a 

technology. 

Timeslice (l) Timeslices are a combination of ls, ld and lh. Hence, one timeslice 

could be “summer weekend day”.  

Year (y) The set of the different modeled years. 

 

Parameter name Parameter description 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑓𝑓,𝑟𝑟,𝑦𝑦 Amount of demand that can be satisfied at any time of 

the year, not time-slice dependent. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑒𝑒,𝑟𝑟,𝑦𝑦 Amount of emissions allowed in a year and region. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑒𝑒,𝑟𝑟,𝑦𝑦 Amount of emissions not produced by modeled 

technologies in a given year. 

26 



𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑟𝑟,𝑡𝑡,𝑦𝑦 Maximum time a technology may run in a year. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙,𝑡𝑡,𝑟𝑟,𝑦𝑦 Maximum time a technology may run in a time-slice. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑟𝑟,𝑡𝑡 Conversion factor of capacities [GW] into activity [PJ]. 

Assumes provision of 1 [GW] over one year. 

𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟,𝑠𝑠,𝑦𝑦 Capital costs for storage technologies. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑟𝑟,𝑡𝑡,𝑦𝑦 Capital cost for all technologies. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶ℎ𝑙𝑙,𝑙𝑙ℎ Assigns DailyTimeBracket to time-slice. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙,𝑙𝑙𝑙𝑙 Assigns DayType to time-slice. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑙𝑙,𝑙𝑙𝑙𝑙 Assigns Season to time-slice. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑙𝑙ℎ,𝑦𝑦 Length of a DailyTimeBracket in one day as a fraction 

of the year. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑙𝑙𝑙𝑙,𝑙𝑙𝑙𝑙,𝑦𝑦 Amount of days per week in which a DayType occurs.  

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒,𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 Amount of emissions produced by a technology for 

producing 1 [PJ] of energy. 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒,𝑟𝑟,𝑦𝑦 Penalty for emitting emissions. 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝑟𝑟,𝑡𝑡,𝑦𝑦 Fixed O&M costs for a technology. 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑓𝑓,𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 Describes coupled with OutputActivityRatio the 

efficiency of a technology. 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟,𝑠𝑠,𝑦𝑦 Percentage of storage capacity that must not be 

deceeded. 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑓𝑓,𝑚𝑚𝑚𝑚,𝑟𝑟,𝑦𝑦 Assigns the share of a mean of transportation for one 

demand fuel. 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒,𝑟𝑟 Amount of emissions that must not be exceeded over 

the whole modeling period. 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒,𝑟𝑟 Amount of emissions that is not produced by a 

modeled technology in whole modeling period. 
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𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑟𝑟,𝑠𝑠,𝑦𝑦 Operational life of storage technologies. 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑟𝑟,𝑡𝑡 Operational life of all technologies. 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑓𝑓,𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 Describes coupled with InputActivityRatio the efficiency 

of a technology. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑓𝑓,𝑟𝑟,𝑦𝑦 Tags fuels that do not produce emissions. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑟𝑟,𝑡𝑡,𝑦𝑦 Tags technologies that do not produce emissions. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑓𝑓,𝑟𝑟,𝑦𝑦 Tags whether more than the actual demand has to be 

produced of a given fuel. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑟𝑟,𝑡𝑡,𝑦𝑦 Tags which technologies can contribute to the reserve 

margin. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟,𝑦𝑦 Sets the amount of reserve margin that has to be 

produced. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟,𝑡𝑡,𝑦𝑦 Capacities that exist in addition to the endogenously 

built capacities. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑟𝑟,𝑠𝑠,𝑦𝑦 Storage Capacities that exist in addition to the 

endogenously built capacities. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑓𝑓,𝑟𝑟,𝑦𝑦 Annual demand of fuels which are time-slice 

dependent. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑓𝑓,𝑟𝑟,𝑡𝑡,𝑦𝑦 Assigns a share of SpecifiedAnnualDemand to the 

different time-slices. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑟𝑟,𝑠𝑠 Amount of stored energy at the beginning of the 

modeling period. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟,𝑠𝑠 Maximum charge amount of a storage within one hour 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟,𝑠𝑠 Maximum discharge amount of a storage within one 

hour 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚,𝑡𝑡 Assigns different transportation technologies to the 

modal type. 

𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚,𝑟𝑟,𝑠𝑠,𝑡𝑡 Technologies that can use a fuel from a storage. 
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𝑇𝑇𝑇𝑇𝑇𝑇ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚,𝑟𝑟,𝑠𝑠,𝑡𝑡 Technologies that can provide a fuel for a storage. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦 Maximum amount of investments into a technology in a 

year.  

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦 Maximum amount of used capacity in a year. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦 Minimum amount of investments into a technology in a 

year. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑟𝑟,𝑡𝑡,𝑦𝑦 Minimum amount of used capacity in a year. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟 Variable costs for trading a fuel between regions. 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑓𝑓,𝑟𝑟,𝑟𝑟𝑟𝑟,𝑦𝑦 Tags possible trade routes between regions. 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑚𝑚,𝑟𝑟,𝑡𝑡,𝑦𝑦 Variable O&M costs for using a technology. 

𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑙𝑙,𝑦𝑦 Share of a time-slice in one year. 

 

List of technologies and storages 

Technology Description 

Area_DistrictHeating_avg Usable area for centralized heating (average) 
Area_DistrictHeating_inf Usable area for centralized heating (inferior) 
Area_DistrictHeating_opt Usable area for centralized heating (optimal) 
Area_PV_Commercial Usable area for commercial rooftop PV systems 
Area_Solar_Roof Usable area for private rooftop PV systems 
BIOFLREFINERY Refinery for biomass to biofuel conversion 
C_Coal Coal resource node 
C_Gas Gas resource node 
C_Nuclear Nuclear material resource node 
C_Oil Crude oil resource node 
ELYSER Elyser 
FRT_Rail_ELC Freight rail transport; Electric train 
FRT_Rail_Petro Freight rail transport; Petro-fueled 
FRT_Road_Bio Freight road transport; Biofuels 
FRT_Road_Conv Freight road transport; Conventional fuels 
FRT_Road_H2 Freight road transport; Hydrogen-based 
FRT_Ship_Bio Freight ship transport; Biofuels 
FRT_Ship_Conv Freight ship transport; Conventional fuels 
FUEL_CELL Fuel cell 
H2TL Hydrogen liquefaction 
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P_Coal Coal-based power plant 
P_Gas Natural gas-based power plant 
P_Nuclear Nuclear power plant 
P_Oil Oil power plant 
PSNG_Air_Conv Passenger air transport; Conventional fuels 
PSNG_Air_H2L Passenger air transport; Liquid hydrogen 
PSNG_Rail_ELC Passenger rail transport; Electric train 
PSNG_Rail_Petro Passenger rail transport; Petro-fueled 
PSNG_Road_BEV Passenger road transport; Battery electric vehicle 
PSNG_Road_Bio Passenger road transport; Biofuels 
PSNG_Road_FCEV Passenger road transport; Fuel cell electric vehicle 
PSNG_Road_ICE Passenger road transport; Internal combustion engine 
Res_BioMass Biomass resource node 
Res_CSP Concentrated solar power plant 
Res_CSP_Storage Concentrated solar power plant with integrated storage 
Res_Hydro_Large Large-scale hydro (>25MW) 
Res_Hydro_Small Small-scale hydro 
Res_PV_Commercial Rooftop-PV on commercial buildings 
Res_PV_Residential Residential rooftop PV systems 
Res_PV_Utility_avg Utility-scale PV (average) 
Res_PV_Utility_inf Utility-scale PV (inferior) 
Res_PV_Utility_opt Utility-scale PV (optimal) 
Res_Thermal_Geo Geothermal power generation 
Res_Thermal_Solar Solar-based heat generation 
Res_Tidal Tidal power plant 
Res_Wave Wave power plant 
Res_Wind_Offshore_avg Offshore wind plant (average) 
Res_Wind_Offshore_inf Offshore wind plant (inferior) 
Res_Wind_Offshore_opt Offshore wind plant (optimal) 
Res_Wind_Onshore_avg Onshore wind plant (average) 
Res_Wind_Onshore_inf Onshore wind plant (inferior) 
Res_Wind_Onshore_opt Onshore wind plant (optimal) 
ST_Battery_Lion Dummy-Technology for battery storage 
ST_H2 Dummy-Technology for hydrogen storage 
ST_Heat_cen Dummy-Technology for central heat storage 
ST_Heat_dec Dummy-Technology for decentral heat storage 
ST_PSP Dummy-Technology for pump storage 
ST_PSP_Residual Dummy-Technology for residual pump storage capacities 
T_heat_high_bio High-temperature heat generation (biomass) 
T_heat_high_coal High-temperature heat generation (coal) 
T_heat_high_elfur High-temperature heat generation (electric furnace) 
T_heat_high_gas High-temperature heat generation (natural gas) 
T_heat_high_oil High-temperature heat generation (oil) 
T_heat_high_res-gas High-temperature heat generation (hydrogen) 
T_heat_low_bio Low-temperature heat generation (biomass) 
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T_heat_low_bio_cen Low-temperature heat generation (biomass; centralized) 
T_heat_low_bio_chp Low-temperature heat generation (biomass; combined heat-

power-plant) 
T_heat_low_bio_chp_cen Low-temperature heat generation (biomass; centralized; 

combined heat-power-plant) 
T_heat_low_coal Low-temperature heat generation (coal) 
T_heat_low_coal_cen Low-temperature heat generation (coal; centralized) 
T_heat_low_coal_chp_cen Low-temperature heat generation (coal; centralized; combined 

heat-power-plant) 
T_heat_low_elfur Low-temperature heat generation (electric furnace) 
T_heat_low_elfur_cen Low-temperature heat generation (electric furnace; centralized) 
T_heat_low_gas Low-temperature heat generation (natural gas) 
T_heat_low_gas_cen Low-temperature heat generation (natural gas; centralized) 
T_heat_low_gas_chp_cen Low-temperature heat generation (natural gas; centralized; 

combined heat-power-plant) 
T_heat_low_heatpump Low-temperature heat generation (heatpump) 
T_heat_low_heatpump_cen Low-temperature heat generation (heatpump; centralized) 
T_heat_low_oil Low-temperature heat generation (oil) 
T_heat_low_oil_cen Low-temperature heat generation (oil; centralized) 
T_heat_low_oil_chp_cen Low-temperature heat generation (oil; centralized; combined 

heat-power-plant) 
T_heat_low_res-gas Low-temperature heat generation (hydrogen) 
T_heat_low_res-gas_cen Low-temperature heat generation (hydrogen; centralized) 
T_heat_low_res-gas_chp Low-temperature heat generation (hydrogen; combined-heat-

power-plant) 
T_heat_low_res-gas_chp_cen Low-temperature heat generation (hydrogen; centralized; 

combined heat-power-plant) 
  
Storages  
  
S_Battery_Lion Lithium-Ion battery 
S_CSP_storage Storage-technology connected to CSP with storage 
S_H2 Hydrogen (gas) storage 
S_Heat_cen Heat storage for central heating 
S_Heat_dec Heat storage for decentral heating 
S_PSP (Hydro) Pump-storage-plant 

 

List of countries, grouped by region 

Africa 

Algeria Ethiopia Niger 

Angola Gabon Nigeria 

Benin Gambia (Islamic Republic of 

the) 

Rwanda 

31 



Botswana Ghana Sao Tome and Principe 

Burkina Faso Guinea Senegal 

Burundi Guinea Bissau Sierra Leone 

Cabo Verde Kenya Somalia 

Cameroon Lesotho South Africa 

Central African Republic Liberia South Sudan 

Chad Libya Sudan 

Comoros Madagascar Swaziland 

Congo Malawi Togo 

Côte D'Ivoire Mali Tunisia 

Democratic Republic of the 

Congo 

Mauritania Uganda 

Djibouti Mauritius United Republic of Tanzania 

Egypt Morocco Zambia 

Equatorial Guinea Mozambique Zimbabwe 

Eritrea Namibia  

 

Asia - Rest 

Bangladesh Malaysia Singapore 

Bhutan Maldives Sri Lanka 

Brunei Darussalam Myanmar Thailand 

Cambodia Nepal Timor-Leste 

Indonesia Philippines Viet Nam 

Lao People’s Democratic Seychelles  
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Republic 

 

China 

China Mongolia  

 

Europe 

Albania Germany Norway 

Andorra Greece Poland 

Austria Hungary Portugal 

Belarus Iceland Romania 

Belgium Ireland San Marino 

Bosnia and Herzegovina Italy Serbia 

Bulgaria Latvia Slovakia 

Croatia Liechtenstein Slovenia 

Cyprus Lithuania Spain 

Czech Republic Luxembourg Sweden 

Denmark Malta Switzerland 

Estonia Monaco The former Yugoslav Republic 

of Macedonia 

Finland Montenegro Ukraine 

France Netherlands United Kingdom of Great Britain 

and Northern Ireland 

 

India 
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India   

 

Middle East 

Afghanistan 
 

Kuwait Syrian Arab Republic 

Bahrain Lebanon Turkey 

Iran (Islamic Republic of) Oman United Arab Emirates 

Iraq Pakistan Yemen 

Israel Qatar  

Jordan Saudi Arabia  

 

North America 

Canada Mexico United States of America 

 

Ocenania 

Australia Micronesia (Federated States 

of) 

Samoa 

Democratic People's Republic 

of Korea 

Nauru Solomon Islands 

Fiji New Zealand Tonga 

Japan Palau Tuvalu 

Kiribati Papua New Guinea Vanuatu 

Marshall Islands Republic of Korea  

 

FSU 
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Armenia Kyrgyzstan Uzbekistan 

Azerbaijan Russian Federation Republic of Moldova 

Georgia Tajikistan  

Kazakhstan Turkmenistan  

 

South America 

Antigua and Barbuda Dominica Panama 

Argentina Dominican Republic Paraguay 

Bahamas Ecuador Peru 

Barbados El Salvador Saint Kitts and Nevis 

Belize Grenada Saint Lucia 

Bolivia (Plurinational State of) Guatemala Saint Vincent and the 

Grenadines 

Brazil Guyana Suriname 

Chile Haiti Trinidad and Tobago 

Colombia Honduras Uruguay 

Costa Rica Jamaica Venezuela, Bolivarian Republic 

of 

Cuba Nicaragua  
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