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Abstract

We present a model in which banks and other financial intermediaries face both

occasionally binding borrowing constraints, and costs of equity issuance. Near the

steady state, these intermediaries can raise equity finance at no cost through retained

earnings. However, even moderately large shocks cause their borrowing constraints

to bind, leading to contractions in credit offered to firms, and requiring the inter-

mediaries to raise further funds by paying the cost to issue equity. This leads to

the occasional sharp increases in interest spreads and the counter-cyclical, positively

skewed equity issuance that are characteristic of the credit crunches observed in the

data.
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1 Introduction

Economic downturns are usually accompanied by sharp increases in interest spreads as

the effects of financial frictions worsen. This is particularly true during banking crises

when the financing costs faced by intermediaries rise dramatically.1 In this paper, we

present a model in which financial intermediaries face occasionally binding borrowing

constraints that cause spreads to rise when the value of assets decline sufficiently, thanks

to the costs these intermediaries face in issuing new equity. The increased spread be-

tween the savings rate and the return on capital implies a drop in the marginal efficiency

of investment generating declines in aggregate investment relative to the efficient bench-

mark, and introducing asymmetries in macroeconomic time series. However, in our

model, in the vicinity of the steady state, financial constraints are slack and financial

intermediation is efficient. This allows the characterisation of normal times and credit

crunches.

We build on the banking model proposed in Gertler & Kiyotaki (2010) (henceforth GK)

but whilst these authors prevent equity issuance to ensure banks are always financially

constrained,2 endogenous dividend payments and equity issuance costs in our model

imply that borrowing constraints are always occasionally binding, essentially irrespective

of parameter values. This holds since financial intermediaries, henceforth simply known

as “banks”, choose to borrow to the edge of the constrained region.

In order to raise further funds, banks can reduce dividend payments and use retained

profits for free. However, if banks are unable to raise sufficient funds via retained earn-

ings, they are restricted to costly equity issuance. This introduces a spread between the

risk-free saving rate, and the risky return to capital, often described as an investment or

capital wedge.3 Because the investment wedge only appears during downturns, the ef-

fects of the financial friction are inherently asymmetric. This enables our model to better

1See Babihuga & Spaltro (2014) for a discussion of bank funding costs during the 2007–2008 financial

crisis.
2There is an extension discussed in GK, pursued further in Gertler, Kiyotaki & Queralto (2012)

(henceforth GKQ), that introduces bank equity issuance by extending the same agency problem in debt

finance to equity finance by differentiating between inside and outside shareholders. But in doing so, the

set-up generates counter-factual dynamics with respect to equity issuance. Specifically, equity issuance

is pro-cyclical whereas the data indicates that this is counter-cyclical.
3See Chari, Kehoe & McGrattan (2007) as an example of the former, and Hall (2010) of the latter.
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explain a number of key facts as compared to other models such as GK. In particular, we

are able to match the large positive skewness in spreads and to provide an explanation

for the observation that crises are occasional phenomena during which the adverse ef-

fects of financial frictions worsen significantly. Furthermore, because it is only desirable

to issue equity when all other sources of finance are exhausted, bank equity issuance is

strongly counter-cyclical, consistent with the data4, but missed in other models of bank

equity issuance, such as GKQ.5 Additionally, modelling occasionally binding financial

constraints eliminates the financial accelerator mechanism during normal times, in line

with the evidence that models without a financial accelerator perform better in normal

times (Del Negro, Hasegawa & Schorfheide 2016); in our model, only during sufficiently

deep downturns do the financial constraints bind, further amplifying the recession.

As well as modelling the financial structure of banks more realistically, we also im-

prove upon the GK agency problem. The GK borrowing constraint emerges due to lim-

ited contract enforceability; banks have an outside option to divert assets and declare

bankruptcy. By parametrising the proportion of assets that can be reclaimed by credi-

tors, the authors set the outside option to a fixed amount of the current value of bank

assets. In our model, we carefully specify off-equilibrium play and use U.S. bankruptcy

law to implement the amount recoverable by creditors. In particular, whereas GK place

timing restrictions on when banks can choose to default in order to prevent banks making

a large, unrecoverable dividend at the end of one period before defaulting in the next,

the restriction in not required in our approach as, according to U.S. bankruptcy law, the

amount paid out would also be liable to be reclaimed by the courts. This mechanism

also gives an additional motive for dividend payments; since recent dividend payments

are reclaimable during bankruptcy, dividend payments act to relax the present and fu-

ture borrowing constraint, and consequently can sometimes be paid even if the bank is

issuing equity, helping to explain a long discussed puzzle (see e.g. Myers 1984, Loderer

& Mauer 1992, Fama & French 2005).

We compare our model both to the standard real business cycle model, which provides an

efficient benchmark, and to the always-binding borrowing constraints model of GK with

the equity issuance extension. In their model, to ensure that the borrowing constraint

4It is widely accepted that equity issuance by most non-financial firms is pro-cyclical, however recent

studies have shown that bank equity issuance is countercyclical (see e.g. Baron 2017).
5As mentioned in footnote 2
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is always binding, bankers exit with a fixed probability. This is set to 2.5 percent

per quarter and is described as a turnover between workers and bankers. However, as

this is treated as a payment to the representative household, it is equivalent to a fixed

dividend rate, which, at 10 percent per annum, seems implausibly high.6 This high

dividend payment rate ensures debt is always the cheapest source of finance in GK, so

the borrowing constraint is always binding. By contrast, in our model, the borrowing

constraint binds when demand for funds increases without an equivalent rise in the value

of future discounted dividends. This can occur following an adverse supply-side shock

to capital, which increases the demand for investment. Such a shock implies a reduction

in the bank’s future profit stream and so an increase in the marginal value of the bank

cashing-out, i.e. diverting assets and defaulting.

We examine model dynamics in the presence of investment adjustment costs and capi-

tal quality shocks which, following GK, may be thought of as modelling the economic

obsolescence of capital, rather than its physical destruction. This introduces an exoge-

nous variation to the value of capital. As a source of occasional disasters, this shock is

particularly relevant given the events of late 2007 in the U.S., when a huge amount of

value was knocked off bank assets leading to the banking crisis.

We differ from the the GK set-up with the use of the household preferences proposed

in Jaimovich & Rebelo (2009). This allows for the parametrisation of the strength of

the short-run wealth effect on labour supply. By choosing a weak wealth effect, positive

(negative) news about the future can generate a rise (fall) in labour supply, so producing

co-movement in consumption and investment following capital quality shocks.7 Further-

more, a small short-run wealth effect can be motivated by the observation that a large

proportion of households have very little or no net wealth, with just a small few owning

a disproportionate share of total wealth (see e.g. Mankiw 2000).8

In the remainder of the article, we discuss the support for the chosen model of finan-

cial constraints before briefly outlining the related literature on financial frictions and

6Between 1965–2013, dividend payments made by the largest 20 U.S. banks averaged 5.15 percent

(Using the dataset constructed in Baron 2017).
7We analyse various utility functions, forms of investment and capital adjustment costs, and habits

in consumption and leisure, finding that the key results are unchanged.
8GKQ employ GHH preferences that are quantitatively very similar to our model but inconsistent

with balanced growth.
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occasionally binding financial constraints. We then proceed to describe in detail the

derivation of equilibrium conditions that characterise the behaviour of the economy and

discuss some key analytical results. We end with an discussion of the main numerical

results, and point to future research.

1.1 Our model of financial constraints

In order to generate crisis periods, our model must feature an aggregate occasionally

binding constraint. We argue that the most appropriate location for this occasionally

binding constraint is on debt finance, since under normal circumstances, debt is preferred

to equity due to equity issuance costs. Prior to the financial crisis of 2007–2008, the

banking system had built up a reliance on short-term debt finance.9 Following the

bursting of the U.S. subprime mortgage bubble, there was a sharp contraction in the

money markets cumulating in the collapse of the shadow banking system. Whilst debt

finance had been relatively unconstrained prior to the financial crises, bank borrowing

constraints began to bind as the value of assets plummeted.

In a study of U.S. commercial banks between 1925 and 2012, Baron (2017) finds that

bank equity issuance has been countercyclical. This observation seems self evident from

figure 1, which plots new equity issuance for the largest U.S. commercial banks since the

Great Depression.10 The implication is that banks switch from debt finance to equity

finance during periods of financial stress as the marginal value of finance rises higher

than equity issuance costs. We propose that this is driven by constraints on debt finance

beginning to bind.

A number of studies have estimated the transaction costs associated with equity issuances

(e.g underwriter fees, legal costs), with the costs lying between 5 and 7 percent on average

9This issue is discussed at length in Shin (2009); explaining the financial crisis as a bank run, the

author highlights the rising importance of alternative sources of debt finance such as money market

funds.
10Data as described in Baron (2017) and kindly provided by the author. New equity issuance is

derived from bank level net issuances, adjusting for dilutions and stock splits. Following Jagannathan,

Stephens & Weisbach (2000), net issuances are decomposed onto new issuance = max(net issuance , 0)

and repurchases = min(net issuance, 0). Baron (2017) hand collects the 1930–1965 data from Moody’s

Bank and Finance Manuals for the largest 15 U.S. banks and takes 1965–2014 data from Compustat for

the 20 largest banks.
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Figure 1: New equity issuance aggregated over the 20 largest U.S. commercial banks

with NBER recession bands.

and falling in the size of offering (see Lee, Lochhead, Ritter & Zhao 1996, Altinkiliç

& Hansen 2000, Hennessy & Whited 2007). As well as these explicit costs, raising

equity finance is also plagued by agency problems (see e.g. Jensen & Meckling 1976,

Myers & Majluf 1984, Miller & Rock 1985, Asquith & Mullins 1986). These frictions

result in implicit issuance costs that can be estimated by observing the change in share

price following an offering. These observed declines in value have been estimated to be

anything between 0.4 to 9.9 percent following offerings (Jensen 1986) with a mid-point

of around 3 percent (Mann & Sicherman 1991, Altinkiliç & Hansen 2003). Furthermore,

whereas the transactional costs fall in the size of issuance, the implicit costs have been

found to rise. Altinkiliç & Hansen (2000) find evidence in support of U-shaped total

implicit and explicit issuance fees; the initial decline driven by falling transactional

fees, and the subsequent rise due to the agency frictions. In this paper, the borrowing

constraint is endogenous and equity issuance costs are exogenously imposed. Following

Altinkiliç & Hansen (2000), these costs increase in aggregate equity issuance, acting as

a congestion charge. This can be motivated by increases in agency costs following a

large cross-sector equity issuance due, for instance, to costly monitoring and downward

pressure on the issuance price as the market is flooded with new equity.
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1.2 Related literature

Our model builds on of the banking model proposed in GK. Building on the the collateral

constraints model of Kiyotaki & Moore (1997), the authors introduce limited contract

enforceability on bank borrowing that results in a financial friction between banks and

households. It is assumed that banks can default on their debts and exit the market, so,

as the courts can only reclaim a proportion of outstanding debts, endogenous borrowing

limits arise. However, unlike other models of financial frictions, such as that of Bernanke,

Gertler & Gilchrist (1999), there is no default in equilibrium, since households will only

loan to a bank that has no incentive to default. This constraint on debt introduces a

wedge between the risk-free rate and the expected discounted return on capital that

fluctuates due to movements in the value of bank assets.

There is a growing literature looking at models with occasionally binding financial con-

straints. For instance, He & Krishnamurthy (2013) propose an occasionally binding

constraint on equity, rather than on debt, in which interest premia rise sharply when

the constraint binds, deepening downturns. The evidence, however, indicates that debt,

rather than equity, is subject to occasionally binding constraints (see e.g. Kashyap &

Stein 2000, Calomiris & Mason 2003, Ivashina & Scharfstein 2010). In related work,

Brunnermeier & Sannikov (2013) propose a model of constrained equity issuance that

leads to non-linear dynamics; most fluctuations can be absorbed by the intermediaries

balance sheets but larger negative shocks might lead to unstable, volatile episodes. There

have been models of occasionally constrained household borrowing including Guerrieri

& Iacoviello (2013) who show that collateral constraints ceased to bind during the 2001–

2006 U.S. housing boom but tightened during the crisis, exacerbating the recession

that followed. Other related works include Dixon & Pourpourides (2016) who look at

occasionally binding cash-in-advance constraints, and Abo-Zaid (2015) who imposes a

collateral constraint on firms to guarantee promised wages to workers.

2 The model

The model features a household and firm sector common to the real business cycle liter-

ature, with the banking sector acting to intermediate funds between these two sectors.
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2.1 Households

The representative household maximises expected lifetime utility:

max
Ct+s,Ht+s

Et
∞∑
s=0

βt+sU (Ct+s, Ht+s, Xt+s)

subject to the budget constraint:

Ct +Bt = WtHt +Rt−1Bt−1 +Dt − Et + Πt − Tt

where Ct is consumption, Ht is hours worked, Xt is a habit stock, Wt is the wage rate,

and Bt is deposits with the bank which pay interest rate Rt the following period. Dt and

Πt are dividends paid and any other profits respectively, Et is bank equity purchased,

and Tt represents lump sum taxes. We assume that households cannot lend directly to

firms, so the intermediation provided by banks is necessary to provide funding to firms.

To achieve co-movement between investment and consumption, we employ the prefer-

ences proposed in Jaimovich & Rebelo (2009) that allow the control of the short-run

wealth effect on labour supply. In particular, we suppose that the period utility takes

the form:

U (Ct, Ht, Xt) =

[
Ct − %H1+ψ

t Xt

]1−σc
− 1

1− σc
where:

Xt = Cγt X
1−γ
t−1

where σc > 0 is the inter-temporal elasticity of substitution, % > 0 is the utility weight on

leisure, ψ > 0 controls the elasticity of labour supply, and 0 < γ ≤ 1 controls the wealth

effect. When γ = 0, the preferences are equivalent to those of Greenwood, Hercowitz &

Huffman (1988) (GHH) with no wealth effect on labour supply.11

Household optimization leads to the following Euler equation and labour supply condi-

tion:

1 = βEt
[
λt+1

λt

]
Rt

−
UH,t
λt

= Wt

11Jaimovich & Rebelo (2009) preferences benefit from being compatible with balanced growth, unlike

the GHH preferences used in GKQ, which are not.
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where UH,t is the marginal utility of labour, and λCt is the Lagrange multiplier on the

household budget constraint, i.e. the marginal value of income. λCt is given by:

λCt = UC,t + γµt
Xt

Ct

where µt is the Lagrange multiplier on equation (2.1), which is given by:

µt = UX,t + β (1− γ)Et
[
µt+1

Xt+1

Xt

]
.

2.2 The banking sector

Banks in the model are owned by households. As a result, they maximise their expected

value, i.e. the expected present discounted value of net dividend payments, Dt −Et. In

treating equity issuance as a negative dividend payment, we are following e.g. Miller &

Rock (1985). However, raising equity financing from households will be costly.

The relationship between banks and households is subject to an agency problem, which

arises due to imperfect contract enforcement; banks are able to declare bankruptcy and

exit with creditors only able to reclaim a proportion of the outstanding debt. This

follows the collateral constraints model of Kiyotaki & Moore (1997), and more closely

the extension to the banking sector by GK. However, whereas GK assume an exogenous

bank exit rate that fixes the dividend rate and ensures the borrowing constraint is always

binding, our model relaxes this assumption so that net dividend payments are endoge-

nous and the borrowing constraint is only occasionally binding. While it is possible to

parameterise the GK model to produce an occasionally binding borrowing constraint,

the range of parameters for which this is true is incredibly narrow, making it hard to

match the data. Our approach escapes this problem, as, endogenously, in steady-state

the bank will always be just on the edge of the constraint binding, irrespective of param-

eters. We also give the derivation of the borrowing constraint a more careful treatment,

based on US bankruptcy law. It turns out that this necessitates a role for government

insurance of the banking sector against extreme tail events.

Bank j raises debt finance Bj
t promising to repay RjtB

j
t the following period. A govern-

ment guarantee on these savings mean that banks actually only need repay
(
Rjt − Gt+1

)
Bj
t

where Gt+1 is only non-zero in the face of an extreme adverse shock that would otherwise

cause a systemic banking collapse. The government funds this insurance via lump-sum
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taxes on households. The bank will pay dividends Dj
t and raise equity Ejt . Whilst mak-

ing dividend payments is costless, we assume there are administrative costs involved in

issuing equity. To bank j the cost is exogenous and linear in equity issuance, being equal

to κtE
j
t . However, we model κt as an increasing function of aggregate equity issuance.

This captures congestion externalities such as monitoring. Specifically, we let:

κt := κ̄

[
1− exp

(
−ν Et

max {0, Vt}

)]
where Vt is the value of the entire banking sector, so Et/Vt is the aggregate rate of

equity issuance, and where κ̄ ∈ (0, 1) gives the maximum cost of equity issuance and ν

is a parameter that determines the velocity at which κt converges to κ̄.

Banks raise debt and equity finance in order to lend to the production sector. The lend-

ing channel is characterised by perfect monitoring and perfect contractual enforcement.

Therefore, banks frictionlessly lend to firms against their future profits, and firms offer

banks fully state-contingent debt, or, equivalently, equity. We denote by Sjt the number

of firm shares held by bank j at t, and we assume that each share delivers a gross return

of RKt per unit. We will normalise the units of these shares such that one share entitles

the owner to the gross return from the ownership of one unit of capital.

The book value of bank j at time t is given by:

V̂ j
t ≡

[
RKt S

j
t−1 − (Rt−1 − Gt)Bj

t−1

] 1

1− κt
. (1)

This is the cost that households would have to pay in order to create a “copy” of bank j.

Were equity issuance impossible (i.e. were κt = 1), then creating a “copy” of a bank with

positive net worth would be impossible, or infinitely expensive. We assume that once

equity is in the banking system, it may be transferred between banks without incurring

additional costs. Thus V̂ j
t is also the maximum amount that another bank would be

prepared to pay in order to purchase bank j. As such, V̂ j
t gives a “cash out” value of

the bank.

A bank that decides not to exit next period will face the budget constraint:

Dj
t + Sjt + (Rt−1 − Gt)Bj

t−1 ≤ B
j
t + (1− κt)Ejt +RKt S

j
t−1. (2)

As previously stated, the objective of bank j is to maximise its expected value. Addition-

ally, we suppose that where the household is strictly indifferent between dividends being
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paid today or in future, the bank has a preference towards paying dividends now. This

may capture agency problems within the bank which lead to an excess focus on short

term returns, or it may reflect a remote fear of forced nationalisation. In particular, the

bank solves:

V j
t = max

Bj
t ,S

j
t ,E

j
t ,D

j
t

{
Dj
t − E

j
t + (1− ι)Et

[
Λt,t+1V

j
t+1

]}
(3)

subject to the budget constraint (2) and the borrowing constraint, which is still to

be derived, for ι → 0+, where Λt,t+1 ≡ β
λCt+1

λCt
is the stochastic discount factor of the

shareholders and V j
t is the value of the bank. The term (1− ι) is superficially similar to

the exogenous bank exit rate in Kiyotaki & Moore (1997) and GK, but, since, preferences

are under the limit as ι → 0+, its only impact is to capture banks’ arbitrarily weak

preference toward paying dividends sooner rather than later.12 If the (arbitrarily small)

additional discounting is interpreted as an idiosyncratic bank “death” shock, then a

crucial difference between our approach and that of GK is that whereas the owners of

our banks do not gain any value after the “death” shock (e.g. because the bank has been

forcibly nationalised), in GK, dividends are only paid after the bank is hit with such a

shock.

2.3 Bank exit and default

We now consider the default decision and other aspects of off-equilibrium play which

are nonetheless critical for equilibrium outcomes. If bank j fails to repay outstanding

debts in period t, the bank must file for chapter 7 bankruptcy. Following U.S. law

(title 11 U.S.C. §548) any remaining assets are seized and sold at market value. If this

is enough to repay Rt−1B
j
t−1, any remaining assets are paid to shareholders as a final

dividend, otherwise the court will examine the previous two years of dividend payments.

If, when a dividend was paid, the value of the bank’s liabilities were greater than the

value of its assets, or the bank had “unreasonably small capital” at that point, then the

dividend would be deemed fraudulent. In this model, we assume that all dividends paid

within this two-year window would be considered fraudulent as at the point of default

12ι > 0 is required by our numerical strategy, as we take a perturbation approximation around the

deterministic steady state, which would otherwise be indeterminate. Subject to numerical accuracy

limits though, ι may be set arbitrarily small. This is discussed further in section 4.
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the bank was left insolvent.13 Given a fraudulent payment had been made, the court

would then attempt to recover these dividends plus interest at the risk-free rate. It is

assumed that this is a costly process due, for instance, to costs associated with tracking

down shareholders, and so the court is only able to recover a fraction (1− θ) of the total

amount sought, where θ ∈ (0, 1). If the amount recovered is sufficient to cover Rt−1B
j
t−1

then any remaining funds are returned to shareholders, otherwise the creditors take a

haircut.

We first consider the bank’s decision in period t whether to exit that same period. First,

note that for the bank to fully meet its liabilities prior to an exit without default would

require households to contribute max{0,−V̂ j
t }, since V̂ j

t includes the costs of equity

issuance. Indeed, since bank j can always sell itself to another bank and receive V̂ j
t ,

the bank can always receive V̂ j
t by a default-free exit in period t. As a result, it must

always be the case that V j
t ≥ V̂

j
t . Alternatively, the bank can decide to exit via default.

Letting τ = 8 (quarters) denote the horizon to which creditors can reclaim assets, then,

the maximum amount that can be recouped from previous dividend payments is:

(1− θ)
τ∑
i=1

(
i∏

k=1

Rt−k

)
Dj
t−i.

Consequently, the value of a bank exiting in period t is:

max

{
V̂ j
t ,− (1− θ)

τ∑
i=1

(
i∏

k=1

Rt−k

)
Dj
t−i

}
.

Thus, as V j
t ≥ V̂

j
t , the bank will default if and only if:

V j
t < − (1− θ)

τ∑
i=1

(
i∏

k=1

Rt−k

)
Dj
t−i.

If this occurs for bank j on the equilibrium path, then, by symmetry, all banks will

default. So to prevent a financial collapse, it would be rational for the government to

bail out the banks in this extreme tail situation. In our model, we assume the government

performs the smallest possible bail-out to avoid such a collapse, by choosing Gt such that

13This is consistent with the legal definition of “unreasonably small capital” according to which pay-

ments would be considered fraudulent if it later transpired the firm was left with insufficient capital to

repay creditors. See Wittstein & Douglas (2014) for further discussion.
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the following complementarity condition holds:

min

{
Gt, Vt + (1− θ)

τ∑
i=1

(
i∏

k=1

Rt−k

)
Dt−i

}
= 0

Thus, the government is effectively offering free insurance on firm equity to banks. Al-

though this policy rules out bank default along the equilibrium path, it will lead to

risk being under-priced relative to the efficient benchmark, since banks internalise the

insurance against tail events that the government is providing. However, without artifi-

cial constraints on when banks can default, such insurance is inescapable, as banks are

undertaking risky investments but promising safe returns.

We now move on to consider whether in period t a bank might like to plan to default in

period t+ 1. Although the government insurance prevents unplanned default due to tail

shock realisations, this is not sufficient to rule out defaults in which a bank deviates from

the equilibrium path in advance of their eventual default. It is to avoid such planned

defaults that households will restrict their lending to banks, leading to the borrowing

constraint.

At this point, it is important to clarify the order of moves so as to correctly specify

this off-equilibrium play. In particular, we assume that households observe all bank and

aggregate variables from t−1 but only the period t aggregate shocks before choosing the

maximum amount they are prepared to deposit at the bank in period t. The bank then

chooses their individual variables subject to the implied borrowing constraint. The choice

of this ordering is important; if households could observe bank behaviour in advance of

borrowing decisions, then they would not lend to any bank that took an off-equilibrium

action, as this would be interpreted as a preparation for default.

Now, the value of bank j at time t of preparing to default in t+ 1 is given by:

V X
t = Dj

t − E
j
t − (1− ι)Et [Λt,t+1] (1− θ)

τ∑
i=1

(
i∏

k=1

Rt+1−k

)
Dj
t+1−i

Suppressing the bank indices for neatness, we postulate that the borrowing constraint

takes the form:14

Bt ≤ AtV̂t +
τ−1∑
i=1

Fi,tDt−i, (4)

14In section 3.2, we show that this generalises the borrowing constraint specified in the GK model.
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for some values independent of the decisions of the bank in question A, F1,t, . . . , Fτ−1,t.
The linearity of the borrowing constraint follows from the linearity of the objective

function and the budget constraint in the state variables. The household will choose the

limit on Bt so that the bank weakly prefers not to deviate from the equilibrium path by

planning to default. Maximising the value of exit subject to the borrowing constraint

and the budget constraint implies that the borrowing constraint will bind, the bank will

make no further investments (i.e. St = 0), and will issue no equity (i.e. Et = 0). Again,

because the budget constraint, objective function, and borrowing constraint are linear in

the state and choice variables, the bank value function must be homogeneous of degree

one in the state. Furthermore, as the bank can sell then re-buy assets for the same price,

the value function must have a linear representation in V̂t and {Dt−i}τ−1i=1 , so:

Vt =MtV̂t +

τ−1∑
i=1

Ni,tDt−i, (5)

for some values independent of the decisions of the bank in question Mt, N1,t, . . . ,

Nτ−1,t.

To prevent default, the household must ensure that Vt ≥ V X
t . The weakest condition

ensuring this implies:

At =
Mt

1− (1− ι) (1− θ)
− (1− κt) , (6)

Fi,t =
Ni,t + (1− ι) (1− θ)

∏i
k=1Rt−k

1− (1− ι) (1− θ)
. (7)

The bank maximises objective (3) subject to the borrowing constraint (4), the budget

constraint (2), and positivity constraints on Dt and Et, where the value and book-

value of the bank are given by equations (5) and (1) respectively. By taking first order

conditions, substituting these first order conditions back into the problem’s Lagrangian

and then matching the terms in each state variable, we arrive at:

(1− ι)Et
[
Λt,t+1

1−κt
1−κt+1

Mt+1

Mt
(Rt − Gt+1)

]
=
(

1− λBt
(1−κt)(1−(1−ι)(1−θ))

)
, (8)

Ni,t = Zi,t
(1− ι) (1− θ)

1− (1− ι) (1− θ)

i∏
k=1

Rt−k, i = 1, · · · , τ − 1, (9)
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where:

Zi,t ≡
λBt

1− λBt
Mt

1− κt
+ (1− ι)Et [Zi+1,t+1] , i = 1, · · · , τ − 2,

Zτ−1,t ≡
λBt

1− λBt
Mt

1− κt
, (10)

and where λBt is the Lagrange multiplier on the borrowing constraint. The first condition

gives the law of motion for the marginal value of the bank book-value, the second for

the marginal value of past dividend payments. Defining:

Ht ≡ λBt +Mt

(
1− λBt

(1− κt) (1− (1− ι) (1− θ))

)
, (11)

and:

Ξt,t+1 ≡ (1− ι)Λt,t+1
1− κt

1− κt+1

Mt+1

Ht
,

equation (8) and the first order conditions for dividends, equity and shares can be written

as:

λBt = Ht −HtEt [Ξt,t+1 (Rt − Gt+1)] ≥ 0, (12)

λDt = Ht − (1− ι) (1− κt)Et [Λt,t+1N1,t+1]− (1− κt) ≥ 0, (13)

λEt = 1−Ht ≥ 0, (14)

1 = Et
[
Ξt,t+1R

K
t+1

]
, (15)

where λDt and λEt are the Lagrange multipliers on the positivity constraints on dividend

payments and equity issuance respectively. The final equation implies that Ξt,t+1 is the

pricing kernel (or stochastic discount factor) for firm equity.

2.4 Firms

The final good is produced by a perfectly competitive industry with access to the tech-

nology:

Yt = (AtHt)
1−αKt−1

α,

where At is a stationary stochastic process. Firms producing the final good choose the

amount of labour, Ht, and capital, Kt−1, to hire in order to maximise their profits, which
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are given by Yt−WtHt−ZtKt−1, where Zt is the rental rate of capital. Hence, from the

first order conditions, we have the usual marginal product conditions:

Wt = (1− α)
Yt
Ht
,

Zt = α
Yt
Kt−1

.

The capital stock is owned by firms in a perfectly competitive industry with access to

the following technology for producing next period’s installed capital from investment

and the previous period’s capital:

Kt =

[
1− Φ

(
It
It−1

)]
It + (1− δ)Kt−1, (16)

where It is investment (of the final good), δ is the depreciation rate and Φ governs

the Christiano, Eichenbaum & Evans (2005) style investment adjustment costs, where

Φ (1) = Φ′ (1) = 0 and Φ′′ (·) = φ > 0. Since these capital producing firms are owned by

banks, they choose investment to maximise:

Et
∞∑
s=0

[
s−1∏
k=0

Ξt+k,t+k+1

]
(Zt+sKt+s−1 − It+s).

Therefore, from the capital producers’ first order conditions:

1 = Qt

(
1− Φ

(
It
It−1

)
− Φ′

(
It
It−1

)
It
It−1

)
+ Et

[
Ξt,t+1Qt+1Φ

′
(
It+1

It

)(
It+1

It

)2]
,

1 = Et
[
Ξt,t+1

Zt+1 + (1− δ)Qt+1

Qt

]
,

where Qt is the Lagrange multiplier on equation (16), i.e. the value of a unit of installed

capital. From comparing the second equation with equation (15) we see that the gross

rate of return on shares in capital producers must be given by RKt ≡ [Zt + (1− δ)Qt] 1
Qt−1

(i.e. the gross return on capital), since all capital producer returns are transferred to

the bank in all states of the world.

Finally, the model is closed with the resource constraint

Yt = Ct + It.

3 Theoretical results

Before turning to numerical results, we will discuss a few key theoretical properties of

the model. All proofs are contained in Appendix A online. We begin by focusing on
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the Lagrange multipliers and the coefficients of the bank’s value function, as these offer

some immediate insight into the importance of the financial constraints.

Proposition 1 ∀t, λEt = 0: that is, the positivity constraint on equity issuance never

binds.

This result brings computational benefits, as it means we can drop the inequality con-

straint Et ≥ 0, which will speed up simulation. Additionally, this result suggests that it

can be optimal for banks to simultaneously issue equity and make dividend payments,

thanks to the “signalling” value of dividend payments. Note that we are not using “sig-

nalling” in the typical asymmetric information sense here. Rather, the bank’s decision

to pay dividends communicates to households that they are unlikely to default in future,

as dividend payments can be partially recovered following default, leading households

to raise the borrowing limit. Without this channel, households would only care about

Dt−Et, and so, since issuing equity is costly, it could never be optimal to pay dividends

while issuing equity.

To understand when simultaneous dividend and equity issuance might occur, recall that:

λDt = κt − (1− ι) (1− κt)Et [Λt,t+1N1,t+1] ≥ 0.

This tells us that if the marginal “signalling” value of paying a dividend is positive

(i.e. if Et [Λt,t+1N1,t+1] > 0), then it must be the case that κt > 0, which in turn

implies that Et > 0, as κt is an increasing function of Et, with κt = 0 when Et = 0.

Furthermore, since issuing equity is costly, the total amount issued will be as low as

possible. Therefore, if the bank has no other reason to issue equity, as the borrowing

constraint is not binding, then it will be the case that λDt = 0, implying that dividends

payments are being funded by equity issuance. Such a situation is not implausible, as

N1,t > 0 if Prt(λ
B
t+k−1 > 0) > 0 for any k ∈ {1, . . . , τ}. It follows that there is always

a signalling value of making dividend payments, and as such equity will be issued every

period. That said, if κ′t (Et) is sufficiently high in the region of Et = 0, then the amount

of equity issued will be very low and could disappear entirely were there also fixed costs

of issuance in our model.

Proposition 1 also implies that Ht = 1, and so the stochastic discount factor applied to
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firms becomes:

Ξt,t+1 ≡ (1− ι)Λt,t+1
1− κt

1− κt+1
Mt+1. (17)

From this, it is easy to see that if the marginal value of an additional unit of funding

is equal to one, and if the cost of equity issuance is constant, then in the limit as

ι → 0+, equation (17) will equal the household discount factor; that is to say, financial

intermediation would be efficient.

Proposition 2 λBt = 0 ⇐⇒ Mt = 1 and λBt > 0 ⇐⇒ Mt > 1. That is, the marginal

value of bank finance is greater than one if and only if the borrowing constraint is binding.

It follows that the borrowing constraint is only slack if Mt = 1. We referred to Mt as

the marginal value of the bank book-value, but it can also be described as the shadow

price of bank finance; it is intuitive that this increases above unity as the bank becomes

financially constrained.

The spread between the savings rate and the expected return on equity gives a measure

of the current strength of the financial friction. We are particularly interested in the

component of the spread that emerges from the agency problem, rather than the risk

premium component. This component is captured by the Lagrange multiplier on the

borrowing constraint, λBt . To see this, note that from equations (12) and (15), we have:

λBt = Et
[
Ξt,t+1

(
RKt+1 − (Rt − Gt+1)

)]
.

The size of the spread depends crucially on the cost of issuing equity; if the cost were

always zero, there would be no financial friction as banks would issue equity until their

borrowing constraint was slack. In the benchmark GK case, equity finance is ruled out

entirely, which sets κt = 1 for all t. (GK also propose an extension in which equity finance

can be issued but is subject to the same type of friction as debt finance.) Our approach

highlights the role that costly equity issuance plays when debt finance is constrained.

The marginal value of bank finance, Mt is the value of one extra dollar of finance on

the balance sheet of the bank; if the bank can raise finance via reductions in dividend

payment or increased borrowing, then this will equal 1 dollar. As equity is issued and

κt increases, Mt rises above unity. An additional dollar of finance reduces the need to

raise costly equity by one dollar today, and by lowering the leverage of the bank, will

relax the borrowing constraint in this and future periods.
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3.1 Deterministic steady state

The premise for our model of occasionally binding financial constraints is that financial

intermediation is close to efficient in the vicinity of the steady state, but that sufficiently

large adverse shocks can cause the financial constraints to bind. We can show that in

the limit as ι → 0+, banks are not financially constrained but just at the edge of the

constrained region. It follows that financial intermediation is efficient in the limit, and

in this region the borrowing constraints model replicates the standard real business cycle

model. Throughout this paper values without time subscripts will refer to steady-state

values.

Proposition 3 The borrowing constraint is only slack in steady-state if ι = 0. The

banking sector is at the edge of the constrained region in steady-state in the limit as

ι→ 0+.

Corollary 1 If ι > 0, then M > 1 and Ni > 0 for all i.

Corollary 2 limι→0+M = 1 and limι→0+ Ni = 0 for all i.

Corollary 3 If ι > 0, V > V̂ and D > 0. limι→0+ V = V̂ , and limι→0+ E = 0.

Corollary 4 If ι > 0, RK > R. limι→0+ R
K = R.

These results indicate that, in the limit as ι → 0+, the borrowing constraint becomes

slack, the marginal value of dividend payments at any horizons i goes to zero, the

marginal value of bank finance goes to unity, the value of the bank descends to its book

value, equity issuance falls to zero, and the return on shares falls to the gross real interest

rate. Together, these results tell us that steady state financial intermediation is efficient

in the limit as ι→ 0+, just as in a standard real business cycle model.

3.2 Further analytical results

We conclude this section by noting that our model actually nests both the standard

real business cycle model, and the GK model without equity issuance, for appropriate

parameters.

Proposition 4 If we take the limit as ι → 0+ and either κ → 0+ or θ → 0+, then the

model converges to the standard real business cycle model.
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Proposition 5 The model is equivalent to GK without equity issuance (and with appro-

priately chosen parameters) when κ̄ = 1, ν → ∞, τ = 0 and ι = 1 − σ, where σ is the

banker survival probability.

4 Numerical analysis

We calculate a second-order pruned perturbation approximation to the model, and then

use news shocks to impose the inequality constraints, following the algorithm of Holden

(2016).15 Following the basic algorithm of Holden (2016), we treat the constraints in

a perfect-foresight manner. That is, we approximate by assuming that the model’s

agents act today as if they were certain in which future periods the constraint would

be binding.16 We have experimented with more accurate simulations that do not make

this perfect foresight approximation, and we found qualitatively similar results, suggest-

ing that the precautionary effects associated with the bound are not overly important.

However, performing calibration and producing average impulse responses at this higher

level of accuracy is computationally difficult as the constraint is so close to binding in

steady-state. Thus, for consistency we treat the bound in this perfect-foresight manner

throughout. However, since we have a second order solution to the underlying model, we

will still capture precautionary effects stemming from the model’s other non-linearities.

Because we perturb around the non-stochastic steady state, a strictly positive ι is nec-

essary. To see this, suppose that both in this period and in the next, the borrowing

constraints were slack. Then, a unit increase in dividend payments could be paid for

by a unit increase in deposits now followed by a reduction in dividend payments of Rt

in the next period. Thus, by the household Euler equation, households are indifferent

about the level of dividends in this case.17 Including ι > 0 in the banker’s discounting

15The algorithm is implemented in the “DynareOBC” toolkit, which extends Dynare (Adjemian,

Bastanie, Karamé, Juillard, Maih, Mihoubi, Perendia, Pfeifer, Ratto & Villemot 2011) to solve models

featuring inequality constraints. This is available at https://github.com/tholden/dynareOBC.
16An identical perfect foresight assumption is made in the solution algorithm of Guerrieri & Iacoviello

(2015), but their algorithm only works with a first order approximation to the underlying model, whereas

the algorithm of Holden (2016) can handle higher order approximations. The Holden (2016) algorithm

also allows us to be sure that when there is multiplicity, we are choosing the solution which escapes the

bound as soon as possible.
17More generally, households cannot be sure that the bank’s borrowing constraint will be slack next
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resolves this indeterminacy, and pins down the deterministic steady state. In practice,

we set ι := 10−8 to minimise the departure from the ι → 0+ world of our theoretical

results, without introducing numerical problems.

4.1 Model parameters

We compare our numerical results to two benchmarks. A standard real business cycle

model with Et
[
Λt,t+1R

K
t+1

]
= Et [Λt,t+1]Rt so financial intermediation is efficient; and

the GK borrowing constraints model with equity issuance, using the settings described

in section 3.2. These two benchmarks provide a never-binding financial friction in the

case of the RBC model, and an always-binding financial friction in the case of the GK

model.

Parameters common to the real business cycle literature are chosen to target a number

of long-run ratios consistent with the literature. A discount factor β = 0.995 is chosen to

achieve an average yearly real interest rate close to 2 percent; capital depreciates at 2.5

percent per quarter and the capital share is chosen to be α = 0.3 as is standard in the

literature. We choose % = 2.6 to target a steady state value of hours to equal about 1/3.

Following Jaimovich & Rebelo (2009), we choose γ = 0.001, so it is small and positive,

and choose ψ = 0.4 which corresponds to a Frisch elasticity of 2.5 when preferences take

the GHH form. The second derivative of the investment adjustment cost is set as φ = 4

and the (inverse) intertemporal elasticity of substitution is chosen as σc = 2, both within

typical ranges from the literature. For the equity issuance costs, we choose a value for

κ̄ of 10 percent and set ν = 400 which, in a fully non-linear solution, would imply that

the costs would converge to the maximum for very small issuances. In our numerical

simulations, the issuance costs typically fall in the 3 to 8 percent range.

The standard deviation of the total factor productivity shock, σa = 0.0061 is calibrated

to hit a standard deviation of output of 1.015 percent,18 and the persistence ρa = 0.95 is

chosen to target a first order output autocorrelation of 0.86.19 We choose the proportion

period, and so they might strictly prefer one unit of dividends today to Rt units next period.
18This requires σa = 0.0061 in the RBC model and 0.0057 in the GK model.
19Non-banking data is 1983Q3–2016Q3 U.S. time-series from https://fred.stlouisfed.org: GDP,

FPI and PCEC for output, investment and consumption respectively, deflated using GDPDEF with

CNP160V to convert to per capita. The Hodrick-Prescott filter is applied to these time-series. The

spread is that between Moody’s Seasoned BAA and AAA Corporate Bond yields. New equity issuance
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of assets that are unrecoverable after default, θ = 0.67, to target a standard deviation of

the spread between the deposit rate and the risky return on capital of 0.18 percentage

points quarterly.20 As the spread is close to zero in the unconstrained economy, the

volatility of the spread is a natural choice for an additional target; in the absence of

features such as liquidity premia, differing tax treatments and true default risk, the

model inevitably under-predicts the mean spread.21

4.2 Impulse response functions and simulations

In order to assess the propagation of shocks and the role of the financial constraints, we

compute the median impulse response functions for shocks to productivity and capital

quality.22 This follows GK, who argue that negative capital quality shocks should not be

considered physical depreciation of capital, but rather represent some form of economic

obsolescence; they also suggest a possible micro-foundation. As in GK, the inclusion of

the capital quality shocks allow the characterisation of occasional “disaster” shocks. In

particular, we will examine the impacts of a five percent unanticipated decline in capital

quality.

Let us consider the role of the borrowing constraint following such a disturbance. When

either the banks’ demand for funding increases, or the borrowing constraint tightens due

to a relative decline in the banks’ continuation value, the banks must raise equity finance.

If the bank is unable to raise sufficient finance through retained earnings, they must sell

equity, paying issuance costs that rise in the volume of issuance. This causes the expected

is as described in Baron (2017) for the largest 20 U.S. commercial banks. For dividend payments, we

sum dividends and share repurchases from Baron’s (2017) data.
20θ is calibrated to 0.89 in the GK model with the same target.
21In the GK model, there are two additional parameters that control the survival rate of bankers and

the amount transferred to new bankers, as well as parameters controlling outside equity issuance. The

banker survival rate is equivalent to a dividend rate but has to be set high to ensure an always binding

constraint. We follow GK and set this to 0.975, which is equivalent to an expected survival rate of ten

years, and set the proportion of bank equity transferred to the new “start-ups” equal to 0.3. These allow

a mean spread approximately equal to the observed 0.57 percentage points and a bank leverage ratio

close to the average of 4, targeted in GK. We follow GKQ with our choice of equity issuance parameter

values.
22We take the median of the difference between 256 pairs of simulation runs, where each pair of runs

has identical shocks, apart from one additional impulse in period 100 for the first of each pair.
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marginal value of bank finance, Mt+1, to increase above unity. As dividend payments

relax the borrowing constraint, it is optimal for the bank to keep paying dividends even

as they begin to issue equity. Indeed, past dividends become particularly important to

the bank once financially constrained; the lower the past dividend payments, the tighter

the borrowing constraint. This is also true for the interest rate; the lower the interest

rate over the previous two years, the tighter the constraint.

Now, recall that the households discount using the stochastic discount factor Λt,t+1,

whereas equity is priced using Ξt,t+1. The latter augments the former with the marginal

value of bank finance, implying that in the unconstrained case, Λt,t+1 = Ξt,t+1, whilst

Λt,t+1 < Ξt,t+1 when there is a positive probability of financial constraints binding. The

augmented stochastic discount factor is asymmetric asMt ≥ 1, and has higher volatility

than the household stochastic discount factor; if the expected marginal utility of future

consumption increases relative to that of current consumption, as would be expected

following an adverse shock, then Λt,t+1 would increase. Because the expected value of

Mt,t+1 is also likely to rise, Ξt,t+1 rises further still. This introduces a hedging value of

debt finance that increases as the financial constraint tightens. Because of this, when a

bank experiences a balance sheet shock that reduces the value of assets, such as a capital

quality shock, the value of equity falls relative to debt and the leverage of the bank will

increase. This results in a further tightening of the borrowing constraint.

Figure 2 shows impulse response functions for output, investment, labour, the investment

wedge (Et[RKt+1−Rt]), and rates of dividend payment and equity issuance to a 5 percent

reduction in capital quality across the three models. Leisure is a normal good, so the

presence of short-run wealth effects would imply the adverse shock to household wealth

would decrease demand for leisure and increase labour supply. Under most model spec-

ifications, this would imply an increase in investment following the shock as the poorer

households consume less, and work and save more. This is overturned by reducing the

short-run wealth effect on labour supply as the lower real wage rate causes a reduction

in labour supply.23 Banks in GK are always financially constrained but following the

23Investment does fall in both GK and our model on impact with standard King-Plosser-Rebelo (KPR)

preferences as financial constraints tighten, but quickly rebounds, leading to an investment boom. The

increase in investment can also be overturned with habits in consumption (see e.g. Cochrane & Campbell

1999) as the substitution between consumption and savings become costly. We choose the Jaimovich-

Rebelo approximation to GHH preferences as both habits in consumption and KPR preferences imply a
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Figure 2: Median impulse responses to a negative 5 percent capital quality shock for our

model, and the RBC and GK model. Plots show percent deviations from the ergodic

median for Y , I, and H and level (percentage point) deviations for ∆ = Et
[
RKt+1 −Rt

]
,

D/N and E/N . The left axes of the last two plots correspond to our model, the right

to GK.
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capital quality shock the financial constraint tightens further, causing a larger decline

in investment relative to the RBC model. Bank leverage increases when the value of

assets fall, causing a reduction in both the borrowing limit and equity issuance. The

contraction in available funds leads to a deeper decline in investment that remains below

the RBC model into the long-run. The effective dividend rate is fixed by the constant

probability of banker exit. The decline in investment in our model is close to that of

the GK model on impact, but begins to converge back to the real business cycle model

after about 5 quarters. Nonetheless, the episode of constrained finance is persistent with

the investment wedge taking around three years to return to normal levels. Unlike in

GK, banks increase equity issuance when the borrowing constraint tightens, and, due

to the signalling role of dividend payments in relaxing the borrowing constraint, it is

unnecessary for payments to cease before banks begin to issue equity. Indeed for several

periods, the banks simultaneously pay dividends and issue equity. Due to the costs of

equity issuance, the marginal bank funding cost increases above the savings rate; this is

the force behind the sharp rise in the interest spread and the deeper fall in investment

relative to the RBC model.

A final point to note is that the impulse response functions are asymmetric and non-

monotonic; the financial accelerator effects decline significantly as the size of adverse

shocks fall, and is all but absent for shocks of the opposite sign. We illustrate this with

further impulse responses in Appendix C, online.

4.2.1 Simulated moments

Table 1 reports simulated moments and cross correlations for the three models together

with those computed from the data. Our model introduces significant skewness in the

interest spread entirely missing from the GK models, as well as skewness in equity

issuance that arises due to occasional episodes of sharp issuances. Furthermore, when

repurchases are included in the measure of gross dividends, as we do here, our model

does well at predicting the cyclicality of both dividend payments and equity issuance.

It also captures some of their volatility. In fact, without stock repurchases, dividend

payments in the data are actually more stable than in our model, but the inclusion of

counterfactual increase in labour.
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Table 1: Simulated and empirical moments. Standard deviation in percent except D, E

and ∆ which are in percentage points.

Y I C D E ∆

Correlation with Y

Data 1 0.879 0.882 0.335 -0.279 -0.393

Our model 1 0.956 0.984 0.344 -0.407 -0.405

RBC 1 0.948 0.983 – – –

GK 1 0.948 0.973 0.673 0.302 -0.651

Standard Deviation

Data 1.056 4.515 0.917 3.831 4.565 0.178

Our model 1.056 1.659 0.894 0.631 0.013 0.179

RBC 1.056 1.623 0.914 – – 0

GK 1.056 2.183 0.810 0.001 0.129 0.179

Skewness

Data -0.240 -0.606 -0.315 0.343 3.599 1.670

Our model -0.013 -0.042 0.015 1.126 2.738 1.784

RBC -0.049 -0.085 -0.033 – – –

GK 0.114 0.147 0.081 -0.193 0.029 -0.043

stock repurchases substantially increases their volatility.24

Volatility in investment is lower than in the data due partly to the household preferences,

and partly to the capital adjustment costs. This is higher in the GK model resulting

from the financial accelerator mechanism introduced by the the borrowing constraint.

Volatility of investment is between the RBC and GK models as the financial accelerator

is only in effect when the borrowing constraints are binding.

5 Conclusion

This paper embeds a model of banking into a real business cycle framework, resulting

in a model generating occasional endogenous credit crunches. In the vicinity of the

deterministic steady state, the model behaves much like a standard real business cycle

model: financial intermediation is efficient and the interest rate spread is equal to the

24This discrepancy suggests the presence of additional factors, such as other agency problems, missed

by the model. Dividend payments alone are acyclical or slightly counter-cyclical in the data and given

that banks appear to vary stock repurchases rather than dividend payments, the empirical time-series

suggest that dividends are used during downturns either as a signalling device to indicate the strength

of the individual bank, or as a result of the reduced number of profitable investment opportunities.
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standard risk premium. Credit crunches are precipitated by sufficiently large adverse

shocks that cause the bank financing constraint to bind. This is the result of an increased

incentive for banks to divert funds and declare bankruptcy caused by a reduction in

expected bank profits. Banks are able to issue equity when debt finance is constrained,

but issuance costs introduce a wedge between the risk-free rate and the risky return to

capital, resulting in reduced investment and output.

A key contribution is a careful treatment of the agency problem proposed by GK. By

modelling the U.S. law relating to bankruptcy, we reveal a potentially important sig-

nalling role for dividends in acting to relax the borrowing constraint. Finally, our model

gives a number of improvements in the empirical fit of simulated time-series. Notably,

we capture the strong positive skewness in the interest spread and equity issuance that

are missing in the standard RBC and GK models. We also replicate the counter-cyclical

equity issuance observed in the data, contrary to other papers, such as GKQ , which

predict pro-cyclical equity issuance.
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