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Abstract: We apply spectral biclustering to mortality datasets in order to capture three relevant
aspects: the period, the age and the cohort effects, as their knowledge is a key factor in understanding
actuarial liabilities of private life insurance companies, pension funds as well as national pension
systems. While standard techniques generally fail to capture the cohort effect, on the contrary,
biclustering methods seem particularly suitable for this aim. We run an exploratory analysis on the
mortality data of Italy, with ages representing genes, and years as conditions: by comparison between
conventional hierarchical clustering and spectral biclustering, we observe that the latter offers more
meaningful results.
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1. Introduction

During the last decade, the analysis of mortality datasets has been deepened by actuaries and
statisticians. The growing attention devoted to mortality investigation is due to the financial impact on
actuarial liabilities of private life insurance companies, pension funds and national pension systems:
as a matter of fact, monthly pension payments are generally based on remaining life expectancy at
retirement; the accurate modeling and projection of mortality rates and life expectancy are therefore
of growing interest to researchers. In this respect, it makes sense to monitor how much longevity
improvements are sizeable: it has been noted that, in the past century survival, probabilities have
increased for each age group, even though with some undeniable differences.

As mortality forecasts have become increasingly important, various parametric models have
been proposed to describe mortality patterns and produce predictions: in the actuarial literature and
practice, the well-known Lee-Carter (LC) model [1] extrapolates the trends of mortality and describes
the secular change in longevity as a function of three determinants: the overall time trend, the age
component, and the extent of change over time by age. Let us introduce the matrix M = {log mx,t} of
log-mortality data for the age x at time t in more detail: x is an integer number in the range [0, 120],
and t an integer representing the year of observation (to make an example: m58,2001 is the log-mortality
rate recorded in 2001 for individuals 58 years old), so that M has 121 rows and a number of columns
depending on the overall number of years for which log-mortality data are available. The model
seeks to summarize an age-period surface of log–mortality rates in terms of the vectors a and b along
the age dimension, and k along the time dimension: log mx,t = ax + bxkt + εx,t, for every x ∈ [0, 120],
and for every t, with restrictions such that the “b”s are normalized to sum to one, the “k”s sum to
zero, and the “a”s are average log rates. The vector a can be interpreted as an average age profile,
tracking mortality changes over time; the vector b determines how much each age group changes
when kt changes. Finally, the error term εx,t reflects age-period effects eventually not captured by the
model. In the basic model, the fit to historical data is made through the Singular Value Decomposition
(SVD) [2] of M, and then the time-varying parameter is modeled and forecasted as an ARIMA process
using standard Box-Jenkins methodology.
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As per [3], the diffusion of the LC model is mainly due to its capability to generate realistic life
expectancy forecasts; moreover, many developments of the LC method have been suggested (see [4,5]).
Furthermore, in the last decade, several authors have proposed approaches to mortality fitting based
on smoothing procedures [6,7]; finally, [8] shows a version of the Lee–Carter methodology, the so-called
Functional Demographic Model, based on the combination of smoothing techniques and functional
data analysis.

More recently, authors have focused attention on mortality patterns of particular generations:
increased focus on the size of pension-scheme deficits, in fact, led actuaries to know more about the
possible trends in future life span [9]: to such aim, some studies compare the relative influence of
both the year of birth and the year of observation, and [10] introduced a variation on the LC model
in order to capture the so-called cohort effect, which occurs when a particular generation exhibits
patterns of mortality improvements different to those of previous generations. The LC can model
the age-period effects; nevertheless, it does not consider the cohort effects, as the analysis of UK data
confirms [11]. As a matter of fact, the LC age-period model does not always fit empirical data well
(see, for example, [12]), while incorporating the cohort effect into the model sensitively improves the
results of the fitting, as well as the comprehension of the mortality evolution. Finally, in the most recent
years, a different approach is being experimented to consider the instances and issues highlighted in
previous rows; it is based on clustering techniques that are employed to improve the estimation of
mortality rates and the cohort effect [13]; in addition, a few number of contributions applied fuzzy
logic techniques in mortality projection [14,15]. In particular, [15] applied fuzzy logic to mortality
datasets of different countries, capturing the main time effect of the Lee-Carter model for each country.

With respect to the cited literature, our work fits into different research streams, as it extends the
application of biclustering techniques, already widely employed to classify gene expression matrices,
to the problem of exploring mortality patterns, and it has contact points with the actuarial research
strand focused on pattern recognition towards the path already opened by [13]. While, in general, the
aim of clustering in genomics is to find gene similarities across all given conditions, in the mortality
context, we may assume that the genes are represented by ages and the conditions by years. In the
physical world, as with mortality datasets, however, a group of genes often shows similar behavior
across just some of the conditions and different properties when looking at others; in these cases, the
simple clustering approach is unsuitable for describing the specific patterns in the data. To overcome
this limitation, biclustering approaches have been introduced to capture specific patterns in the data
even if genes behave similarly over just a subset of conditions ([16–18], see also: [19] for a survey).
Considering this, as well as the peculiar structure of mortality datasets, we follow the recent actuarial
literature on pattern recognition and enhance the clustering approach with the novel introduction of
biclustering to analyze mortality data.

In practice, while clusters correspond to disjoint strips in the data matrix, biclusters correspond
to arbitrary subsets of rows and columns. To this extent, the notion of bicluster gives rise to a more
flexible computational framework. A bicluster can be defined as a submatrix spanned by a set of genes
and a set of samples or equivalently, in our case, as the corresponding age and year subsets. Given a
mortality matrix, we can therefore characterize the features it embodies by a collection of biclusters,
each representing a different type of joint behaviour of a set of ages in a corresponding set of years,
without any a priori constraints on the organization of biclusters. The biclustering problem consists
then in finding a set of significant biclusters in the data matrix.

Keeping in mind what was stated in previous rows, using biclustering on mortality data should
make it possible to identify structural changes in the mortality trend, avoiding the estimation of terms
specifically designed to incorporate cohort effects, but rather letting the features of data emerge from
the analysis in quite a natural and intuitive way, as we will explain in the section of the paper devoted
to describe the methodology. This, in turn, might help to develop more tailored models of mortality
forecasting, providing a possibility to compare cohort effects among different countries or groups.
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The paper is organized as follows: Section 2 briefly recalls the notions of biclustering and spectral
biclustering; Section 3 applies spectral biclustering on a mortality dataset: some numerical results and
comments are presented; and final remarks are offered in Section 4.

2. Methodological Aspects of Spectral Biclustering

2.1. Biclustering

The goal of clustering is to partition the elements into sets (clusters), while trying to both optimize
groups homogeneity (i.e., elements of a cluster should be highly similar to each other), and group
separation, which is to say: elements from different clusters should have low similarity to each other.
Clustering may be a very powerful tool to automatically detect relevant sub–groups when one does not
have prior knowledge about the hidden structure of these data. However, an important issue related
to clustering techniques was firstly investigated in the past decade while identifying local patterns in
gene expression data: it was highlighted that cluster analysis makes several a priori assumptions [16]
that may not be perfectly adequate in all circumstances. As a matter of fact, clustering can be applied
to either genes or samples, implicitly directing the analysis to a peculiar aspect of the system under
study; in addition, clustering algorithms usually seek a disjoint cover of the set of elements, requiring
that no gene or sample belongs to more than one cluster.

The notion of bicluster then gave rise to a more flexible computational framework. Given a gene
expression matrix, we can characterize the biological phenomena that it embodies by a collection of
biclusters, each representing a different type of joint behavior of a set of genes in a corresponding set of
samples. Moreover, as clustering can be separately applied to either the rows or the columns of the data
matrix; biclustering, on the other hand, performs clustering in these two dimensions simultaneously.
This, in turn, means that while clustering derives a global model, biclustering produces a local
model [19]: likewise, in genomics, this aspect is of importance within the mortality context because of
the interest of actuaries for age-specific mortality patterns.

As already mentioned in Section 1, in fact, scholars are intended to capture three relevant aspects:
the period, the age and the cohort effects, as their knowledge is a key factor in understanding actuarial
liabilities of private life insurance companies, pension funds and national pension systems.

2.2. Spectral Biclustering

Following the work of [16], biclustering has quickly become popular in analyzing gene expression
data and various biclustering algorithms have been proposed [17–26]. Since each algorithm focuses
on identification of different bicluster patterns, it is a very challenging task to thoroughly evaluate
these algorithms.

The rationale inside the spectral biclustering method [27] is that checkerboard structures may
emerge in matrices of expression data once they have been properly arranged using a linear algebra
approach, by means of the Singular Value Decomposition (SVD). Using SVD, the data matrix D of
dimensions N ×M can be decomposed as D = UΛVT, where Λ is a diagonal matrix with decreasing
non-negative entries, and U and V are orthonormal column matrices with dimensions N × min(N,M)
and M × min(N,M), respectively. If the data matrix has a block diagonal structure (with all elements
outside the blocks equal to zero), then each block can be associated with a bicluster. Specifically, if the
data matrix is of the form:

D =


D1 0 . . . 0
0 D2 . . . 0

...
...

. . .
...

0 0 . . . Dk

 (1)

where Di (i = 1, . . . , k) are arbitrary matrices, then, for each Di, there will be a singular vector
pair (ui, vi) such that a nonzero component of ui corresponds to rows occupied by Di, and a nonzero
component of vi corresponds to columns occupied by Di.
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In a less idealized case, when the elements outside the diagonal blocks are not necessarily zeros
but the diagonal blocks still contain dominating values, the SVD can reveal the biclusters as dominating
components in the singular vector pairs.

Box 1 illustrates the algorithmic details of the procedure, as reported in [27].

Box 1. Spectral biclustering: the algorithm.

U: conditions; V: genes
DN×M: gene expression matrix.
Compute R = diag(D·1M) and C = diag(1M

T D)
Compute SVD of R−1/2 D C−1/2

Discard the pair of eigenvectors corresponding to the largest eigenvalue
For each pair of eigenvectors u,v of R−1DC−1DT and C−1DTR−1D with the same eigenvalue do:

Apply K-means to check the fit of u and v to stepwise vectors
Report the block structure for the p couples u, v with the best stepwise fit.

In our case, the choice of the biclustering method was suggested by the analogies existing
between spectral biclustering and the Singular Value Decomposition on which the Lee–Carter
method [1]—LCm—is based.

Furthermore, the starting point of the introduction of biclustering method in mortality context is
to design a clustering approach suitable for the kind of data we are working on. Most biclustering
algorithms, in fact, are apt to binary data only, and, therefore, they are not appropriate for mortality
rates. Instead, spectral biclustering appears suitable for death rates matrix because it finds the
checkerboard structure in data through the extraction of significant eigenvectors using the SVD
associated to some normalization steps; this approach is also in line with the most used approach for
fitting mortality data, the LCm, based on the SVD of the mortality matrix. Moreover, the normalization
step reduces the effects of random differences in experimental conditions and levels of genes, and
it is useful to highlight biclusters, if a structure exists. Finally, as a common practice in biclustering
analysis is transforming the data by taking logarithms, we believe the log-normalization is appropriate
in a mortality context because two or more ages are experiencing the same evolution if their mortality
profiles are constantly proportional, and the log-transformation is not affected by an additive constant.

3. Discussion Case

The structural description of mortality table constitutes the base to understand mortality patterns
and to derive an opportune mortality model to fit and project historical data; our research aims to
identify every demographic feature in mortality data, capturing both the so-called period and age
effects: the former is related to the evolution of life expectancy during the years, the latter to the
differences of mortality across ages. Recently, demographers and actuaries have focused their attention
on a third effect, the so-called cohort effect, looking for generations that show particular mortality
patterns. Without an ex-ante investigation of the structure of data, the demographical models are often
worsened with cohort parameters to capture generational effect, while the interaction of age–time
effects in the data structure could be misunderstood and, for example, wrongly attributed to the cohort
effect. For this reason, a preliminary investigation of data becomes useful to design a parsimonious
mortality model.

While the microarray technology is a central tool in biological studies, it is an unexplored field in
demographic context, where the identification of individuals with similar mortality patterns represents
a key step in the analysis of life tables. However, traditional clustering algorithms, like the hierarchical
one, organize the mortality matrix into submatrices assuming that all genes behave similarly in groups
of conditions, but it would be unreasonable in the mortality context.

The biclustering methods are useful to find meaningful checkerboard patterns in matrices where
data represent marker genes expressed under a particular set of conditions; they permit simultaneously
clustering genes and conditions. In the mortality datasets, the genes are represented by ages and the
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conditions by years: we observe how the mortality for individuals aged differently has changed under
different conditions, i.e., as time changes.

The aim of biclustering is therefore to highlight groups of mortality rates in which ages are
clustered together if they exhibit similar patterns across years and, likewise, years are clustered
together if they include ages whose mortality has shown a similar evolution. In this way, it is possible
to discover homogeneous submatrices that are relevant for understanding mortality evolution in social
and actuarial studies.

3.1. Demographical Settings and Notational Conventions

In the context of mortality data, demographers and actuaries work on life tables. A life table is a
finite decreasing sequence l0, l1, ... , lω where lx refers to an integer age x and represents the estimated
number of people alive at x in a given population composed by l 0 individuals aged 0 at inception;
note that ω commonly indicates the so-called extreme age, representing the age at which it occurs:
lω = 0: for sake of convenience, we can assume ω = 120. A cohort table is obtained if the sequence l0,
l1, ... , lω is the longitudinal observation of the actual numbers of individuals alive at ages 1, 2, . . . ,
ω out of a given initial cohort of l0 newborns. If we consider an existing population and observe the
frequency of death at different ages in a given period, for example, one year, then we obtain the period
table. Finally, M = {log mij} is usually employed to denote the matrix of death rates of a particular
population, where the data are organized in rows by age, and in columns by years, so that mi,j is the
mortality rate at the age i (i = 0, . . . ,ω) in the year j.

3.2. Empirical Results

In our case study, we considered the death rates of the whole (male and female) Italian population;
the data were downloaded from the Human Mortality Database 1 (HMD). The genes are represented
by ages collected between 40 and 60, and the conditions by the years between 1950 and 2006. We focus
on the ages in the range [40, 60] because those ages are the most important in pensions and actuarial
product design.

We applied to data both the hierarchical Euclidean clustering (whose algorithm is provided in
Appendix A, at the end of the paper) and the spectral biclustering, already explained in Box 1 of
Section 2, and visualized the results through heatmaps.

The first step of our analysis consists in grouping the data through a Euclidean hierarchical cluster
method; we applied the algorithm to the columns and rows of death rates matrix separately, and
Figures 1 and 2 show the corresponding heat maps.

Clustering performs data in one dimension at a time, so each gene in a given gene cluster is
defined using all the conditions, and, similarly, each condition in a condition cluster is characterized
by the activity of all the genes that belong to it. From a graphical point of view, this produces vertical
regions that appear in Figures 1 and 2, where the period effect and the age effect become visible:
moving from yellow regions to red regions, the mortality decreases during years and increases across
ages. We also highlight the presence of the cohort effect, as some generations have experienced specific
mortality patterns differently from others. If the cohort effect is present, a kind of “ladder” appears
in the heatmap: genes aged x in t, x + 1 in t + 1, and so on are grouped in the same cluster and are
represented with the same color shade in the heatmap.

1 http://www.mortality.org.

http://www.mortality.org
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Figure 2. Clustering: the age effect.

In more detail, in Figure 1, we may observe a diagonal line, corresponding to the individuals
aged 40 in 1958, i.e., the generation born in 1918; such graphical evidence suggests that this group has
experienced a particular reduction in mortality during the years.

However, it is not reasonable that groups of genes behave similarly under all conditions; it could
occur, for example, that group of ages show similar features just during some years, and they cluster
differently during other years. To capture this detailed structure, we introduce the biclustering as a
useful tool to find meaningful checkerboard patterns.
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In the second step of our application, we have therefore randomly applied the spectral biclustering
algorithm to the matrix of mortality rates, normalized through the log-transformation, thus obtaining
20 clusters: main results are visually summarized in Figures 3–7. Above all, the heat map of Figure 3
shows not only vertical regions, but also rectangular areas produced by the interaction between age
and period effects.
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Figure 3. Biclustering on the mortality dataset.

Moreover, Figures 4 and 5 highlight the composition of each bicluster, summarized in Table 1:
four groups of ages (40–47, 48–53, 54–57, 58–60) are defined, each of them characterized by significant
patterns across particular years. For example, the first bicluster contains ages 58–60 during the years
1987–1993; the same ages act differently during the years 1970–1986 and are grouped in the second
bicluster, and so on.
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Table 1. The composition of biclusters.

Cluster Age Years

1 58–60 1987–1993
2 58–60 1970–1986
3 58–60 1952, 1956, 1957, 1962
4 58–60 1994–2006
5 58–60 1950–1969 except for 1952, 1956, 1957, 1962
6 48–53 1987–1993
7 48–53 1970–1986
8 48–53 1952, 1956, 1957, 1962
9 48–53 1994–2006
10 48–53 1950–1969 except for 1952, 1956, 1957, 1962
11 40–47 1987–1993
12 40–47 1970–1986
13 40–47 1952, 1956, 1957, 1962
14 40–47 1994–2006
15 40–47 1950–1969 except for 1952, 1956, 1957, 1962
16 54–57 1987–1993
17 54–57 1970–1986
18 54–57 1952, 1956, 1957, 1962
19 54–57 1994–2006
20 54–57 1950–1969 except for 1952, 1956, 1957, 1962

In order to provide the reader with additional interpretative keys, in Figures 6 and 7, we show
parallel coordinate graphs for mortality levels.
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Let us take a look, for instance, at the first two clusters including the levels of mortality between
the ages 58 and 60 during the years 1987–1993 and 1987–1993. In the parallel coordinate graphs, the
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light gray lines represent the mortality for each year of the whole dataset, while the bold lines represent
the level of mortality for each year included in the bicluster. By a mutual comparison of the lines in
the first two boxes of Figure 7, we can note that the mortality between the ages 58–60 moving from
the period 1970–1986 to the period 1987–1993 has sensitively decreased. In particular, we can note
the effect of the reduction of mortality trend during the period 1950–2006, looking in sequence at
box 5-2-1-4 of Figure 7. The years included in the third bicluster represent an exception to the general
trend, probably due to accidental deviations in the mortality trend. In the actuarial practice, it is
well known that the demographic risk can be split into two components: the insurance risk and the
longevity risk. The former arises from accidental deviations of the number of deaths from its expected
trend, while the latter derives from systematic improvements in the mortality trend. It is possible to
improve mortality forecasts removing the accidental deviations from the dataset on which the fitting
and forecasts are implemented and the bicluster method can be useful to this scope.

Similar considerations can be easily extended to the other biclusters; for instance, as it is clear
from biclusters 4-9-14-19, in Figures 6 and 7, all ages have experimented a reduction from the mortality
trend during the last two decays.

We also checked the statistical significance and the stability of the applied biclustering technique.
To this aim, F-statistics are calculated from the two-way ANOVA mode with the row and column
effect; low p-values denote non-random selection of columns for a given bicluster. We have calculated
the F-statistics for each cluster and have obtained p-values of almost zero for both row and column
effects. Table 2 shows the p-values of the F-statistics corresponding to the row and column effects.

Moreover, for each cluster, Constant and Additive Variances are calculated, as one can see in
Table 3. They represent measures of how a bicluster is coherent, following [19], and return the
corresponding variance of genes or conditions as the average of the sum of Euclidean distances
between all rows and columns of the bicluster. The lower the values returned, the more constant or
coherent the bicluster is. If the value returned is near 0, the bicluster is ideally constant or coherent.
Usually, a value above 1–1.5 is enough to determine if the bicluster is not constant or coherent.

Table 2. The p-values of the F-statistics from the two-way ANOVA.

Cluster Row Effect Column Effect

1 9.457631e-19 3.080849e-12
2 2.154947e-22 1.920493e-09
3 1.539265e-20 2.823244e-16
4 7.044707e-17 3.358952e-11
5 7.679044e-32 3.538135e-17
6 3.098577e-31 1.597127e-19
7 1.830569e-77 1.243124e-42
8 1.646694e-63 1.872372e-38
9 1.909664e-37 1.459496e-07

10 4.317890e-57 3.326384e-28
11 8.420389e-19 1.149809e-07
12 1.218959e-22 4.788635e-08
13 3.097022e-23 6.420247e-18
14 5.204899e-20 1.365834e-14
15 1.877757e-30 5.348786e-11
16 1.244019e-15 7.830883e-10
17 7.935750e-44 6.552596e-30
18 2.060731e-33 5.490419e-24
19 3.489601e-17 4.602981e-06
20 3.741736e-37 9.304545e-23
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Table 3. Constant and additive variance.

Cluster Constant Variance Additive Variance

1 0.0008312501 0.0001943193
2 0.0010608750 0.0007238702
3 0.0008112594 0.0002344328
4 0.0008110202 0.0002252854
5 0.0009152584 0.0003184399
6 0.0006558884 0.0002591269
7 0.0011777088 0.0004089964
8 0.0010524882 0.0001846966
9 0.0006908077 0.0001800295
10 0.0012443249 0.0005012390
11 0.0004307733 0.0001486275
12 0.0008466223 0.0002278785
13 0.0007208565 0.0002152609
14 0.0004183225 0.0001126892
15 0.0009253514 0.0004143284
16 0.0007953189 0.0002157055
17 0.0010980629 0.0006934491
18 0.0009243758 0.0002063028
19 0.0007612718 0.0002334575
20 0.0010023427 0.0003085179

4. Conclusions

In this paper, we discussed the use of biclustering techniques to discover patterns in mortality
data tables. This approach can be motivated by the attention devoted to mortality investigations:
the accurate modeling and projection of mortality rates and life expectancy, in fact, are of growing
interest to researchers because of their impact on actuarial liabilities of private life insurance companies,
pension funds and national pension systems; in this respect, it makes sense to monitor the extent to
which the longevity improvements is meaningful.

Our work therefore nests in at least two research strands. The first research vein deals with
biclustering: to the best of our knowledge, this is a first-time application, with spectral biclustering
applied to a classification problem where the role of genes is played by individuals’ ages, and the time
to represent condition. Furthermore, we show that using spectral biclustering instead of standard
clustering techniques presents several advantages, as in this way it is possible to capture demographical
effects that are generally disregarded by other techniques. An example in such sense is offered by
the so-called cohort effect that occurs when it is possible to identify generations exhibiting particular
mortality patterns and where condition is represented by time: without proper ex ante investigations
of the mortality data structure, the demographical models are often worsened with cohort parameters
to capture generational effect, while the interaction of age–time effect in the data structure could
be misunderstood and, for example, wrongly attributed to the cohort effect. In this respect, a
preliminary investigation of data with biclustering methods becomes useful to design a parsimonious
mortality model.

However, as biclustering algorithms are mostly apt to binary data, they are not always appropriate
to deal with mortality rates. Nevertheless, the spectral biclustering appears suitable for a death
rates matrix because it finds the checkerboard structure in data through the extraction of significant
eigenvectors using the SVD associated with some normalization steps; this approach is also in line
with the most used approach for fitting mortality data.

In our case study, we applied spectral biclustering to the death rates of the whole (male and
female) Italian population, with genes represented by ages collected between 40 and 60, and the
conditions by the years between 1950 and 2006. We applied both the hierarchical clustering and the
spectral biclustering, and visualized the results through heat maps. By visual comparison of the results,
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we highlighted that the spectral biclustering was able both to capture effects lost in the case of standard
clustering, and to correctly address the significance of existing patterns, as testified by the analysis of
biclusters’ coherence.

However, we are aware that the scope of the clusterization and biclusterization technique is not to
explain why certain patterns occur, but to identify patterns in the data. They are unsupervised learning
methods: the results of clustering algorithms are data driven, and, for this reason, they explain better
the underlying structure of the data. This represents an advantage, but also a drawback: without
a possibility to tell the system what to do like in other supervised methods, it is often difficult to
explain clustering results. Every method has advantages and drawbacks, and the choice of a particular
one depends on the scope of the research. The biclusterization we have proposed could be useful
for a preliminary investigation of the mortality dataset, before implementing a stochastic model for
the mortality projections. In fact, the widely used stochastic mortality models, like the Lee–Carter
model, are based on time series extrapolation, and the results are influenced by the historical series
considered and the estimation window. Projections change considerably according to the age and
years considered, and the biclusters could represent important preliminary information about how
data have to be included in the projections.

We can therefore conclude that biclustering can offer a useful technique to run exploratory
analysis of mortality datasets, as a prelude to the construction of an efficient and parsimonious
model of mortality. Steps for future works include the possibility to fit some well-known mortality
models separately on different biclusters and verify the potential improvements in the fitting with
an opportune analysis of the residuals. The biclustering approach can also offer useful preliminary
information for the segmentation of the pension and insurance market.
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Appendix A. The Euclidean Hierarchical Clustering Method

We assume to have a set of N items to be clustered, and an N × N distance matrix whose
components are calculated by evaluating the Euclidean distance between each couple of item. Then,
the basic process of hierarchical clustering (as defined by [28]) works as follows:

1. Assigning each item to a cluster, so that if you have N items, you now have N clusters, each
containing just one item. The distances between the clusters are assumed to be the same as the
distances (similarities) between the items they contain.

2. Find the closest (i.e., the most similar) pair of clusters and merge them into a single cluster, hence
reducing by one the original number of clusters, as defined in 1.

3. Compute the distances between the new cluster and each of the old clusters.
4. Repeat steps 2 and 3 until the items are clustered into the desired number k of clusters.
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