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Preface 

This volume was prepared by Julian Dieler while he was working with the Ifo Institute for 

Economic Research. It was completed in December 2015 and accepted as a doctoral thesis 

in May 2016. 

At the latest since the adoption of the Kyoto Protocol in 1997 climate policies are perma-

nently on the international policy agenda. The urgency to find effective and feasible strat-

egies to curb greenhouse gas emissions increases as the carbon budget to reach the 2°C 

goal will be exhausted in 2045 according to current estimations by the Intergovernmental 

Panel on Climate Change (IPCC). Therefore decision-makers should be provided with 

thorough knowledge of climate policies and their effects by the scientific community. This 

thesis contributes to the scientific discourse by analyzing the effectiveness and the devel-

opment of climate policies. 

Chapter 1 analyzes the degree of effectiveness of gasoline and diesel taxes in Europe by 

estimating price and tax elasticities of fuel demand. The price or the tax elasticity is a typ-

ical measure to assess the effectiveness of policies which are designed as price mecha-

nisms. Besides the insights into the European motor fuel market the analysis led to the 

more general finding that anticipation effects have to be taken into account while analyz-

ing the impact of a tax introduction or increase. Chapter 2 makes a further methodological 

contribution in the area of fuel demand estimation. Especially in case of analyzing micro-

data, an often encountered problem in demand estimation is the large number of zero-

observations, which poses problems for standard regression methods. The study which is 

the basis for Chapter 2 provides alternative empirical methods which constitute a remedy 

to the problem of zero-observations. Chapter 3 introduces a new climate policy indicator 

which provides information about the stringency of climate policies in the OECD coun-

tries and can serve itself as an input in empirical analyses because of its empirical founda-

tion. 

 

Keywords: Anticipation effect, inventory effect, fuel demand, fuel price, fuel tax price 

elasticities, tax elasticities, log of zero, model comparison tests, two-part models, climate 

policies, carbon price, renewable subsidies, energy taxation, climate policy index 
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Introduction 

In 1990 the Intergovernmental Panel on Climate Change (IPCC) stated in its First As-

sessment Report “Emissions resulting from human activities are substantially increasing 

the atmospheric concentrations of the greenhouse gases […]. These increases will en-

hance the greenhouse effect, resulting on average in an additional warming of the Earth's 

surface”.1 This statement by a body of the United Nations Framework Convention for 

Climate Change (UNFCCC) cannot be praised highly enough: First, because it unambigu-

ously stated this causality in such an early phase of the climate debate and second, be-

cause it implies a large degree on consensus within the IPCC. Nowadays the prevailing 

consent among the scientific community is that man-made climate change exists. The lit-

erature on anthropogenic global warming (AGW) has been extensively analyzed by Cook 

et al. (2013). Their study confirms that out of almost 12 000 scientific publications on 

climate in peer-reviewed journals, the ones which express a position on AGW, 97.1% 

“endorsed the consensus position that humans are causing global warming”.2 While occa-

sionally climate sceptics still struggle to reason against global warming, there is no doubt 

that a global temperature rise will substantially harm all natural and human systems 

worldwide. From an economist’s perspective the public good character of the global cli-

mate is the basic cause of inefficient high emissions of greenhouse gases (GHG), and thus 

not only justifies but requires political intervention to cope with climate change. 

The adoption of concrete policy measures gained momentum in the 1990s with the im-

plementation of the UNFCCC in 1994 and the adoption of the Kyoto Protocol in 1997 

which established binding emission reduction targets for 37 industrialized countries. How 

to achieve the national reduction goals and which instruments to implement was left open 

and was, to prevent to further curtail national sovereignty, perceived as a matter of the 

participating countries. The national reduction goals led to increased effort in the adoption 

of national and international climate policies, which is illustrated in Figure 1. 

                                                 
1 IPCC (1990), “Working Group I: Scientific Assessment of Climate Change (Policymakers Summary)”, 

IPCC First Assessment Report 1990. 
2 Cook et al. (2013), “Quantifying the consensus on anthropogenic global warming in the scientific litera-

ture”, Environmental Research Letter 8. 
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Figure 1: Number of policy categories in which the countries apply policy measures. The time series for the EU 
is an emission weighted average (own illustration). 

Figure 1 depicts the number of different policy categories in which the respective gov-

ernments have adopted policy measures. This representation serves as a simple policy di-

versity indicator for the 5 largest CO2 emitters among the countries that committed them-

selves to binding emission targets for the first commitment period (2008-2012) of the 

Kyoto Protocol. Of course, the pure number of adopted climate policies is not very mean-

ingful as long as their actual impact on the reduction of GHG emissions is neglected. The 

policy categories shown in Figure 1 represent only policy measures which firstly, are 

adopted in all countries considered in a comparable way and secondly, have the main goal 

to reduce GHG emission. Among other measures, efficiency standards and subsidies on 

renewable energy are included. In addition to the policies which primarily aim at climate 

protection, every national government implements dozens of policies which affect GHG 

emissions but were introduced for different reasons. The finest example is the consump-

tion tax on petroleum products. Though having an impact on emissions its primary pur-

pose is commonly of purely fiscal nature. Such policies are also referred to as climate re-

lated policy measures. Given the multitude of climate policies an assessment of the 

performance of each policy with respect to emission reduction is necessary. 

An assessment of climate policy performance can be conducted in several dimensions like 

the aggregation and the objective. Considering the aggregation level it can be distin-

guished between analyzing countries with their aggregated policy set to reduce GHG 

emissions and analyzing specific policy measures. On the country-level an assessment of 
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the policy performance equals in most of the cases an analysis of a policy mix as in most 

countries multiple policy measures affecting the climate are in force. In the analysis of 

policy mixes it is important to account for potential interactions of the policies. An exten-

sively debated interaction in Germany for instance, is the impact of the Renewable Energy 

Act (EEG) on the EU Emission Trading System (ETS). The EEG is blamed to be – to a 

certain extent – accountable for the price erosion in the EU ETS. While these policy 

measures arguably act in opposite directions, other measures exhibit mutually beneficial 

tendencies. Given this interaction of policies, most empirically founded policy analysis 

are done on the policy level, analyzing the effects of single policy measures on a specific 

outcome variable. One of the finest examples is the analysis of fuel taxes with regard to 

their effect on consumption reduction.3 Besides the entity of the analysis, a further dimen-

sion in which policy analysis differs is the objective used to evaluate climate policies. The 

evaluation measure could for example, be the pure number of certain policies like in Fig-

ure 1, the effectiveness of policy measures or even the policy efficiency. The first method 

is rather naïve with limited value for the assessment or comparison of policy measures. 

Effectiveness as a measure accounts for the impact of the analyzed instrument in respect 

of a specific policy target. A common objective for the evaluation of the effectiveness of 

climate policies is the quantity of avoided GHG-emissions. The commonly used method in 

the analysis of the policy effectiveness is the empirical analysis of historical data. Effi-

ciency takes one step forward by considering the actual costs of the achieved emission 

reductions. An additional assessment of the costs of a policy measure requires the consid-

eration of general equilibrium effects. This is typically done by using computable general 

equilibrium (CGE) models. 

This dissertation focuses on the analysis and comparison of the effectiveness of climate 

related policies by applying empirical methods. Chapter 1 analyzes the degree of effec-

tiveness of gasoline and diesel taxes in Europe by estimating price and tax elasticities of 

fuel demand. The price or the tax elasticity is a typical measure to assess the effectiveness 

of policies which are designed as price mechanisms. Besides the insights into the Europe-

an motor fuel market the analysis led to the more general finding that anticipation effects 

have to be taken into account while analyzing the impact of a tax introduction or increase. 

Chapter 2 makes a further methodological contribution in the area of fuel demand estima-

tion. Especially in case of analyzing micro-data an often encountered problem in demand 

estimation is the large number of zero-observations which poses problems for standard 

regression methods. The study which is the basis for Chapter 2 provides alternative empir-

ical methods which constitute a remedy to the problem of zero-observations. Chapter 3 

introduces a new climate policy indicator which provides information about the stringency 
                                                 
3 Brons et al. (2008) provides an overview of the existing literature on the price elasticity of gasoline de-

mand (see Chapter 1 for the reference). 
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of climate policies in the OECD countries and can serve itself as an input in empirical 

analyses because of its empirical foundation. 

In the following sections I will give a brief overview of the dissertation. Each chapter is 

based on an individual research paper and thus is self-contained. To emphasize that Chap-

ter 1 and 2 originate out of joint work, I have kept the pronoun ‘we’. 

Chapter 1: Anticipation and Inventory Effects on Fuel Demand: An Analysis of 

Prices and Taxes in Europe 

In a panel study for 11 European countries covering the period between 1990 and 2012 we 

analyze the effectiveness of fuel taxes using monthly data. Because of its importance in 

Europe our data also includes data on diesel consumption, which typically is neglected in 

this kind of studies, since most of them are conducted for the United States, where Diesel 

is less relevant. Our main contribution to the existing literature however, is the disclosure 

and quantification of a tax anticipation effect. This anticipation effect lets consumers fuel 

up their cars shortly before the implementation of a tax introduction or increase. Thereby 

in the month of the tax increase the motor fuel purchases decrease for two reasons. First, 

the consumers have to fuel less because they filled up their tanks at the end of the previ-

ous month and possibly second because they face a higher price due to the tax increase. 

Taking anticipation effects into account therefore leads to decisively smaller tax effects 

than it has been postulated in the literature so far. 

This overestimation of the tax effect can also occur using quarterly data as many changes 

in the tax regime are coming into force at the beginning of a year. If that is the case, the 

anticipation effect overlaps two different quarters and leads thereby to overestimated tax 

elasticities, similar to the case of monthly data. 

By accounting for the anticipation effect the result of recent studies by Davis and Kilian 

(2011)4 and Li et al. (2012)5, stating that there is a difference between tax and tax exclu-

sive price effect, cannot be confirmed, at least not in the short-run. 

Chapter 2: The Problem of too many Zeros: Methods to Estimate Fuel Price Elas-

ticities 

Whereas the analysis in Chapter 1 was conducted using macro-data, data on country level, 

the focus of the second study in the area of fuel demand estimation is on the analysis of 

micro-data. Micro-data in this case means data on household level. A special feature of 

household driving, or to put it more general consumption data, is the large number of zero 

                                                 
4 Davis, Lucas W., and Lutz Kilian (2011). “Estimating the effect of a gasoline tax on carbon emissions”. 

Journal of Applied Econometrics 26(7). 
5 Li, Shanjun, Joshua Linn, and Erich Muehlegger (2012). “Gasoline taxes and consumer behaviour”. 

NBER Working Paper 17891. 



 Introduction 5 

 

 

 

observations for consumption. In our dataset, a German household survey on driving be-

havior, the zeros account for a share of 15% of all observations. That means 15% of the 

households in the sample did not drive in the observation period. This share is representa-

tive for the German population and non-negligible from an econometric point of view, as 

the workhorse model in this field, the log-linear model estimated by ordinary least squares 

(OLS), is not able to deal with zero-observations. Thereby estimating the price effect on 

the demand of car driving with the log-linear model, leads to the omission of a substantial 

fraction from the sample and therewith to biased estimates. The log-linearized OLS model 

also suffers from an additional drawback which is of statistical origin. Log-linearizing 

leads in most cases to an endogeneity of the error term, which in turn leads to a violation 

of the exogeneity assumption of OLS.1 and thereby again to biased estimates. However 

our analysis shows that the zero-problem is the prevailing issue. 

In our study we analyze both problems theoretically as well as empirically by conducting 

a case study using the above mentioned German household mobility survey. Besides illus-

trating the problems of the log-linear model, we also propose alternative econometric ap-

proaches to estimate the effect of prices or taxes on the demand for driving. The alterna-

tives comprise count-data models like the Poisson or Negative Binomial model and Two-

Part models like the Hurdle or Zero-Inflated models. To be able to establish a statement 

which model performs best with respect to the dataset we have at hand, we conduct model 

selection tests. The tests we apply have to be able to deal with models which base upon 

different distributional assumptions (linear vs. poisson). Therefore we cannot use model 

comparison tests which rely on the likelihood, like the Akaike Information Criterion 

(AIC) or the Vuong test, for example. Our preferred model selection test is the Model 

Confidence Set (MCS) developed by Hansen et al. (2011)6. The MCS even allows for a 

ranking of the compared models. We find that the Two-Part models which model the data 

generating process (dgp) as a two-step model fit the data best. The Two-Part models di-

vide the dgp of how many kilometers the households drive into two decisions: The first 

decision households have to make is to buy a car or not and the second one is, once they 

bought a car how much to drive. As this theoretical structure of the Two-Part models rep-

resents the real decision process rather well, it is convincing that these models also empir-

ically perform better than one-step linear models. 

Chapter 3: Climate Policy Measure Index 

Chapter 3 introduces a climate policy index measuring the stringency of the OECD coun-

tries with respect to climate related policies, taking into account not only the level of dif-

ferent policy categories, but also the effectiveness of the respective policy instrument with 

                                                 
6 Hansen, Peter R. et al. (2011), “The Model Confidence Set”, Econometrica 79 (2). 
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regard to the reduction of GHG emissions. Thereby countries which are very active in a 

policy category which at the same time is also very effective in reducing GHG emissions 

perform best in the index called Climate Policy Measure Index (CPMI). In contrast to 

most of the existing climate policy indices, the CPMI focuses on quantitative policy 

measures to enhance the comparability of the different policies. The policy categories 

which represent the sub-indicators of the CPMI are consumption taxes on fossil fuels, pol-

icies to promote the expansion of renewable energies and carbon pricing mechanisms. 

Another distinguishing feature of the CPMI is the focus on policy variables only, which 

makes it a purely input-variable-oriented index. Many of the existing indices, on the con-

trary, mix input variables like concrete policy measures with output variables like the pro-

gress in emission reduction or the degree of preserved biodiversity. Currently there are 

only two other indices, the Climate Laws and Institutions Measure Index (CLIMI)7 and 

the Climate Performance Index (CPI)8, which also solely include input variables in their 

indices. But in contrast to these two indices the weighting of the sub-indicators of the 

CPMI, which is based on empirics, varies over the policy categories. The CLIMI and the 

CPI assume equal weights for all sub-indicators. For the weighting of the single policy 

categories inside the CPMI, the impact of each policy category on the emissions is esti-

mated. The resulting elasticities are used to calculate the weighting factors of the three 

policy categories. 

The CPMI does not only allow a cross-country comparison between the OECD countries, 

but also a comparison of the climate policy performance over time for each country, as the 

CPMI provides data for the period between 1991 and 2012, so far. 

The general findings of the CPMI are, that the policy stringency increases in all of the 

OECD countries over the observation period and that there are seven countries9 out of the 

33 OECD countries10, which always perform above the average of all OECD countries. 

 

 

                                                 
7 Steves, Franklin and Alexander Teytelboym (2013), “Political Economy of Climate Change Policy”, 

Smith School Working Paper Series, Working Paper 13-06. 
8 Künkel, Nana, Klaus Jacob and Per-Olof Busch (2006), “Climate policies – (the feasibility of) a statistical 

analysis of their determinants”, Manuscript. 
9 Denmark, Italy, Greece, Germany, Norway, Portugal and Spain 
10 Iceland is missing due to data availability. 



   

 

 

 

1 Anticipation and Inventory Effects on Fuel Demand 

Chapter 1 

 

Anticipation and Inventory Effects on Fuel Demand: An Analysis of Prices 
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In recent years several studies improved the assessment of the effects of fuel prices and 

taxes on fuel demand. We further contribute to this literature by including anticipation 

and inventory effects in the analysis of motor fuel tax elasticities. Recent studies have fo-

cused on US data and gasoline consumption. By constructing a new data set we provide a 

complementary study for European countries and extend the analysis to diesel fuel, which 

is essential for the European market. Neglecting the reaction on anticipated tax increases 

leads to upward biased estimates for the tax elasticities. We also reveal a difference in the 

ability of gasoline and diesel consumers to react to announced tax changes. By including 

anticipation effects we are able to narrow down the band for the tax elasticity from 0 - 

0.39. Lastly we show that using quarterly data in the presence of anticipation effects may 

also lead to upward biased results. 
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1.1 Introduction 

Fuel taxes have received increased attention in today’s policy agendas as they are a pas-

sionately debated topic in public. They are seen as an important instrument to raise tax 

revenues on the one hand but also to curb carbon emissions on the other hand. Conse-

quently in recent years the economic literature has advanced from assessing price elastici-

ties only to include the effects of taxes on fuel consumption. 

We analyze the effect of fuel taxes in Europe in the short-run by estimating the response 

of gasoline consumption triggered by fuel price changes. More specifically, we derive the 

reactions to price and excise tax changes using a unique data set covering 11 European 

countries. The data includes diesel consumption and prices in addition to gasoline, extend-

ing previous literature which has mainly focused on gasoline11. While excluding diesel 

from the analysis for the United States seems to be valid, it is not the case for the Europe-

an countries where major shares of private cars use diesel fuel. Consequently our study 

analyses and compares gasoline and diesel consumption in a panel that covers the period 

between 1990 and 2012 on a monthly basis. 

We make five contributions to the existing literature. Our main contribution is the disclo-

sure and the quantification of an anticipation effect in the demand for motor fuel that re-

sults from an increase in fuel taxes12. A potential mechanism might originate from con-

sumers fuel up their cars shortly before the tax increase is implemented. Consequently 

they refuel less in the month when the tax increase comes into force. This interpretation 

needs some more clarification, since the sales volumes communicated to the statistical 

offices are rather wholesale figures than actual private fuel demand. Observed reactions in 

the data thus reflect the gas station manager’s response to expected tax changes. Since 

taxes are determined at the date when the product is sold to the consumer, the tax change 

itself should not motivate increased wholesales, since the gas-station owner cannot save 

taxes through an early purchase. An increase in the reported fuel sales rather indicates the 

reaction of the gas station manager to an expected increase of fuel sales prior to the tax 

increase. While it is not clear if the gas station manager correctly anticipates the consumer 

reaction it is certainly valid to assume that she is well informed and aware of fuel tax 

changes. Most likely especially the gas stations which would have had to restock soon will 

pre-draw their order. Nevertheless the effect is potentially essential, since gas stations 

hold notable storage capacities. Thus there are two reasons for less consumption in the tax 

month. In addition to the increase in the retail price of the motor fuel we would expect a 
                                                 
11  See e.g. Hughes et al. (2008), Davis and Kilian (2011) and Li et al. (2012). 
12  Ours is the first paper to present this idea and we apply it to the European context. Anticipation effects 

should be included in any empirical analysis of the effects of announced tax changes. This point is con-
siderably strengthened by the fact a corresponding analysis from the American context by Coglianese, J. 
et al. (2015) is forthcoming in the Journal of Applied Econometrics. 
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behavior that leads to fuel tanks being fuller before the tax change than in months without 

a tax increase (be it in the cars itself or in the reservoirs of the gas-stations). In terms of 

the effect of taxes on fuel consumption, only the reaction to the increased retail price rep-

resents an actual decline in fuel consumption. The fuller tank in the beginning of a tax 

month represents an anticipation effect, or an intertemporal shifting of fuel purchases with 

no change in overall fuel consumption. Beneficial for the analysis is also the fact, that the 

vast majority of tax changes come into effect on the first of a month and therefore the re-

ported monthly sales volumes nicely separate the pre- and post-tax effect. Disregarding 

the anticipation effect leads to an overestimation of the tax impact. Controlling for the 

anticipation effect we find tax elasticities of     –0.30 for gasoline and –0.36 for diesel. 

This is decisively smaller than the elasticities Davis and Kilian (2011) and Li et al. (2012) 

find in their studies for the USA without controlling for the anticipation effect. Their es-

timates for the tax elasticities lie between –0.46 and –0.765. When we don’t control for 

the anticipation effect we find similar results for the European gasoline market (–0.64). 

In the literature of modeling crude oil markets, anticipation effects are already acknowl-

edged to have an impact on demand and thereby on the crude oil price. Studies like Kilian 

and Lee (2014) and Kilian and Murphy (2014) argue for the necessity of including the 

stock of above-ground oil inventories in modeling the oil price, as the stock of inventories 

is an indicator for the anticipation of future oil price movements. 

A second contribution of our study is the construction of a new European dataset on a 

monthly basis. Previous literature has either focused on US data (e.g. Hughes et al. 2008) 

or on yearly data for the European countries (e.g. Pock 2010 and Liu 2004) as monthly 

data was not readily available for Europe before. We collected data from many different 

national institutions and compiled them into a single data set of comparable fuel tax 

measures in 11 European countries.13 

As a third contribution we analyze – in addition to the commonly studied gasoline con-

sumption – the effects of fuel taxes on diesel consumption. Including diesel use in the 

analysis is crucial for Europe as the share of diesel cars in the EU fleet amounts to 36.8% 

and is increasing further.14 In the United States, diesel-fueled cars are also becoming more 

and more important, but currently they make up only 3% of the entire market. In Europe 

the mentioned 36.8% of diesel cars are particular popular with frequent drivers. For fre-

quent drivers it pays off to incur the higher initial costs of acquiring a diesel car as the 

fuel costs are lower due to higher mileage and lower fuel prices. Additionally, most light 

and heavy duty trucks, typically used for commercial purposes, use diesel engines. Fuel 

                                                 
13  See table 11 in the appendix for detailed information on the data sources. The dataset is available on 

request. 
14  Newest figures from 2011 (ACEA 2014). 
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costs account for a major share of total expenses of these commercial users. Assuming 

they react differently from people who only use their car to drive to the supermarket, we 

expect to find a difference between the consumption behavior of diesel and the consump-

tion behavior of gasoline. In addition to being more sensitive to fuel costs, commercial 

fuel consumers also have better opportunities for intertemporal shifting due to bigger fuel 

tanks or even large central fuel reservoirs (e.g. in trucking companies or farms). 

Fourthly, taking the anticipation effect into account we find no significant difference be-

tween the effect of a tax change on fuel consumption and the effect of a net of tax price 

change on fuel consumption. This is in line with a finding by Anderson et al. (2013) who 

analyze consumer beliefs about future gasoline prices in Michigan. They find that con-

sumers’ price forecasts do not respond differently to net of tax price changes and to tax 

changes. This means consumers do not view tax increases as a more important reason than 

pre-tax price changes to invest in more fuel efficient vehicles. Consequently a tax increase 

should lead to similar gasoline consumption effects as a net of tax price increase does. 

Using a similar approach to the one used in this paper, but without controlling for the an-

ticipation effect, Davis and Kilian (2011) and Li et al. (2012), however, find indication for 

differential impacts of tax changes and pre-tax price changes. Analyzing the impact of the 

introduction of a carbon tax in British Columbia, Rivers and Schaufele (2013) also find 

evidence for differences between tax exclusive price effects and tax effects. The authors 

of these studies advance two arguments as possible explanations for their results. First, 

they argue that tax changes attract more media attention than pre-tax price changes, and 

that thereby tax changes are more salient and lead to larger responses of consumers. The 

second possible explanation is that of Anderson et al. (2013): namely, that tax changes are 

perceived to have a more persistent impact on the retail price than net of tax price changes 

and, thus, a stronger influence on the vehicle choice. In their survey of consumer beliefs, 

however, Anderson et al. do not find statistical evidence in support of this hypothesis. 

Lastly, we make a further methodological contribution and show that using quarterly data, 

in a calendar quarterly sense and in the presence of anticipation effects, may also lead to 

upward biased results. When the anticipated event takes place in the first month of the 

calendar quarter, which is rather often the case for tax changes, it might impact the behav-

ior in the quarter before through the anticipation effect, and that this effect should thus be 

controlled for. 

The structure of our paper is as follows. We proceed in the next section by presenting a 

summary of the quantitative results and relating them to the findings of the previous lit-

erature. In section we 3 explain our data in detail and present some summary statistics 

before we address the different empirical methods applied and their respective results in 

section 4. In the remaining section we draw some conclusions. 
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1.2 Data 

The empirical analysis of the effect of vehicle fuel taxes on gasoline and diesel consump-

tion is based on an original panel data set which has been compiled from a wide range of 

sources. These sources include national governments and ministries, national statistical 

offices, research institutes, private companies, and supranational organizations (cf. Table 

8 in the Appendix). In total, our data set with monthly observations covers 11 countries 

(Austria, Belgium, Denmark, France, Germany, Ireland, the Netherlands, Portugal, Spain, 

Sweden, and the United Kingdom). The observation period is from 1990 until 2012. Un-

fortunately, the data are not available for all countries over the entire period. The key var-

iables in our econometric analysis are the consumption of the two main vehicle fuel types 

(“Diesel” and “Eurosuper”, a 95 octane gasoline, which we simply refer to as gasoline), 

the respective consumer prices, and the taxes levied on these two products. The taxes con-

sist of excise taxes, the value-added tax (VAT), and additional fees that act like excise 

taxes. In the remainder of the article tax stands for the sum of excise taxes, the VAT lev-

ied on excise taxes and additional fees that act like excise taxes. Consequently taxes ac-

cording to our definition comprise only price exogenous elements and no elements which 

change automatically with pre-tax price like the VAT, for example. Figure 2 illustrates the 

evolution of taxes and retail price in the analyzed countries. 

Figure 7 and 8 in the Appendix show exemplarily the composition of the gasoline and die-

sel retail price. Figure 3 shows the development of consumption of gasoline and diesel. The 

sales of diesel grew due to the increasing spread of turbo-charged engines in passenger 

vehicles since 1988. Comparing the evolution of the consumption of diesel to that of gaso-

line, we observe in all countries – but especially in France, Sweden and the United King-

dom – a trend away from gasoline fueled cars to more fuel efficient diesel fueled cars. In 

the case of gasoline, the increase stems from the fact that we use 95 octane gasoline, 

which was not used widely before the end of the 1980s. In the subsequent years, it steadily 

replaced 91 octane gasoline, previously the main type of gasoline. Therefore, the increase 

in gasoline consumption in Figure 3 does not imply an overall increase in consumption, but 

is the result of the substitution of 95 octane for 91 octane gasoline. 



12 Chapter 1  

 

 

 

Figure 2: Taxes and prices per liter in 2005 Euros for gasoline 

The consumption curves of those countries that were severely affected by the financial 

crisis (Ireland, Portugal, and Spain) exhibit a discontinuity in 2008. German consumption 

of gasoline has two discontinuities: one at the end of 2007 when 91 octane gasoline was 

taken “off the shelf” by most gas stations and a second one at the beginning of 2011 when 

a new type of gasoline with a higher degree of bioethanol was introduced. Another obser-

vation from Figure 3 is the high seasonality of the consumption data which implies the ne-

cessity to control for the month of the year. 

Data on the other control variables, including the number of working days per month, the 

monthly oil price, and the monthly national currency to dollar exchange rate are taken 

from OECD and World Bank databases, respectively. 
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Figure 3: Gasoline and diesel consumption 

Gasoline 

Variable Mean Std.Dev. Min Max 
Consumption (in 1000 toe) 609.8 546.1 55 1935 
Tax exclusive price (in current Euros) 0.409 0.152 0.143 0.821 
Tax (in current Euros) 0.663 0.123 0.336 0.974 
Working days (monthly differences) -0.00430 1.908 -6 5 
Absolute change of unemployment rate 0.0195 0.374 -2.400 2.200 
Oil price (in current Dollar/barrel) 54.58 32.63 9.820 132.7 
 N=1861 

Diesel 

Variable Mean Std.Dev. Min Max 
Consumption (in 1000 toe) 1187 922.6 111.8 3086 
Tax exclusive price (in current Euros) 0.410 0.186 0.136 0.854 
Tax (in current Euros) 0.467 0.155 0.266 1.034 
Working days (monthly differences) -0.00505 1.910 -6 5 
Absolute change of unemployment rate 0.0182 0.376 -2.400 2.200 
Oil price (in current Dollar/barrel) 54.24 33.43 9.820 132.7 
 N=1829 

Table 1: Summary statistics 
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Table 1displays summary statistics for the variables used in the regression analysis. The 

“working days” variable is defined as the absolute difference in the working days from 

one month to the next. All variables show fairly high variation. Especially with regard to 

taxes one could be concerned about sufficient variation. Surprisingly tax changes are ra-

ther common. In fact we observe about 1.8 nominal tax changes per country and fuel type 

per year or a total of 262 changes for gasoline and of 230 changes for diesel over the en-

tire panel. For gasoline as well as for diesel the bulk of the changes are increases: 75% for 

gasoline and 79% for diesel. 

1.3 Models of Fuel Consumption 

We extend the analytic structure used by Davis and Kilian (2011) by controlling for for-

ward looking consumption behavior, in order to study changes in purchasing behavior 

before the tax is implemented. Estimating this tax anticipation effect leads us to the con-

clusion that taxes are less effective in the short run than previously stated. 

1.3.1 Least Squares Estimates of Fuel Consumption 

To establish a common benchmark with similar studies, we start with the analysis of the 

impact of price changes on monthly fuel consumption (cf. e.g., Hughes et al. 2008; Davis 

and Kilian 2011). 

A frequently employed specification in the literature links ��, the logarithm of fuel con-

sumption in month t, linearly to ��, the logarithm of the average price of the respective 

fuel in the same month, along with a vector � of control variables and an unobserved idio-

syncratic time-varying factor ��. 

 �� = �0 + �1�� + �1 + �� 
 

In the basic specification, �� contains month-of-the-year fixed effects that are intended to 

control for the strong seasonality of the consumption data. 

However, since yt and pt are likely to follow a long-run trend, we estimate the equation in 

differences of logs, i.e., in growth rates (Δ�� = ln
��

��� �
= ln�� ln����): 

 Δ�� = �0 + �1Δ�� + �1 + �� 
(1) 

This equation uses the pooled data set, meaning that country-specific effects are ignored. 

In the second step, we make use of the panel structure for the 11 countries in our data set: 

 Δ��� = �0 + �1Δ��� + �2 + � �� 
(2) 

In this specification, Δyit is the monthly growth rate of fuel consumption in month t in 

country i. Accordingly, Δpit is the monthly growth rate of the price of the respective fuel 
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in the same month t15 and in the same country i. In addition to the month-of-the-year fixed 

effects included in ��, �� contains country and year fixed effects and other controls, such 

as the change in the unemployment rate and the month-over-month change in working 

days. Their relevance will be explained below. Thereby, the unobserved idiosyncratic er-

ror term varies across countries and over time on a monthly basis.16 

Gasoline Diesel 

% change in consumption (1) (2) (3) (1) (2) (3) 
% change in retail price -0.008 -0.224*** -0.211*** -0.101 -0.198** -0.181*** 
 (0.083) (0.076) (0.071) (0.084) (0.079) (0.065) 

change in working days   0.014***   0.027*** 
   (0.001)   (0.001) 

change in unemployment   -0.015***   0.000 
   (0.005)   (0.007) 

              
Month of the year indica-
tors 

No Yes Yes No Yes Yes 

Country indicators No Yes Yes No Yes Yes 
Year indicators No Yes Yes No Yes Yes 
              
R2 0.00  0.35  0.42  0.00  0.23  0.46  
N 1861 1861 1861 1829 1829 1829 

* p<0.1; ** p<0.05; *** p<0.01 

Table 2: OLS estimates 

Table 2 shows the results for the above mentioned estimation equations for both fuel 

types. Columns (1) give the results of the basic model, i.e., the relationship between the 

change in fuel consumption and change in its price using a pooled OLS regression (cf. 

Equation (1)). The explanatory power of this model is rather poor, mainly due to the 

strong seasonality of consumption (cf. Figure 3) which explains much of the variation. We 

address this issue by using the panel structure of the data in column (2). Columns (2) de-

pict the results of Equation (2) without controlling for changes in working days and 

changes in the unemployment rate. The model’s explanatory power increases and the price 

coefficient becomes highly significant. In the Columns (3) we add changes in working 

days and changes in the unemployment rate. The number of working days in a month has 

a decisive impact on gasoline and diesel consumption. As described in Section 1.2, the 

number of working days sometimes varies quite substantially (up to a 6-day difference 

from the previous month). The positive impact of working days on fuel consumption may 

                                                 
15  Whereas t counts the number of the month from the beginning of the observation period (January 1990) 

till the end (December 2012). 
16  When we discuss a variable in the remainder of this article we refer to its growth rate, month-to-month 

growth concerning working days, or absolute change concerning the unemployment rate, unless other-
wise stated. 
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be attributed to commercial activity that requires fuel or simply because many individuals 

are commuting to work by car. Similar reasoning drives the observed effect of including 

changes in the unemployment rate. When the unemployment rate increases, fewer individ-

uals commute to work. Unemployment can also be seen as a more general indicator for the 

economic performance of a country. In an economic downturn, which is mostly accompa-

nied by increasing unemployment there is less economic activity in general which leads to 

decreasing fuel demand. Additionally a shrinking economy leads to tighter budgets of the 

individuals in the economy. In these phases it is plausible that the individual substitute 

away from fuel purchases in their spending decisions. And, indeed, for gasoline consump-

tion, we find empirical evidence in support of this argument. Unemployment can also be 

seen as a more general indicator for the economic performance of a country. In an eco-

nomic downturn, which is mostly accompanied by increasing unemployment there is less 

economic activity in general which leads to decreasing fuel demand. Additionally a 

shrinking economy leads to tighter budgets of the individuals in the economy. In these 

phases it is plausible that the individual substitute away from fuel purchases in their 

spending decisions. And, indeed, for gasoline consumption, we find empirical evidence in 

support of this argument. 

 
Figure 4: Gasoline taxes and net price in current values (Germany) 
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Our short-run price elasticity estimates of around –0.2 (for both gasoline and diesel) are 

very similar to those found in the literature (cf. the review study by Dahl and Sterner 

1991).17 While the analysis of price elasticities may serve as a proxy on how consumption 

is affected by tax changes (which naturally translate into price changes), Davis and Kilian 

(2011) and Li et al. (2012) propose a different approach. They point out that decomposing 

the effects of taxes and tax exclusive prices, instead of looking at the overall effect of a 

changing gross price, provides further insight into consumer behavior. Such disentangle-

ment allows separating the reaction to difficult-to-predict and highly volatile net price 

changes and the reaction to more easily foreseeable and persistent tax changes (cf. Figure 

4). 

Li et al. (2012) find evidence for a stronger reaction to salient retail price changes due to 

tax changes (elasticity of –0.77) than to net price changes (–0.37). Their explanation for 

this difference is motivated firstly, by tax changes being announced before they become 

effective and secondly, by consumers perceiving them to be more persistent than tax ex-

clusive price changes, as these market driven price changes, are always difficult to predict 

in advance and fluctuate strongly. Therefore, at least in the short run, changes of con-

sumption behavior should be larger with respect to tax changes. Differentiating between 

individuals’ reactions to tax changes and to changes in the net price also raises an addi-

tional question: do individuals form expectations about the retail price and, if so, what 

does this imply for their purchasing decisions? The variable ��� is commonly interpreted 

as consumption of gasoline and diesel, while it is actually stating the purchase of fuel and 

not its consumption. As a result the demand for motor fuel possesses features of stock 

demand. Such features are not as pronounced as for crude oil (Kilian and Murphy 2014, 

Kilian and Lee 2014), but up to a certain degree, car drivers can use their fuel tank and 

gas stations and large commercial consumers can use their reservoirs for storage. There-

fore the observed reduction of purchases in the month the tax increases can be either the 

consequence of a reduction in consumption or of a depletion of fuel stocks. Figure 5 and 

Figure 6 – which will be discussed in depth later – shed light on this issue. They show a 

significant increase in purchases in the month before and after the tax increase. That indi-

cates the accumulation of fuel stocks, which are subsequently depleted in the month of the 

tax increase. Thus it seems unlikely that individuals really consume less fuel by e.g. not 

using their cars to go to work or to take their children to school. Especially towards the 

end of the month, before an announced tax increase is implemented, individuals could 

choose to increase their purchase volume in anticipation of the tax increase. We control 

for this by including the first lead of tax in our estimation equation. To analyze consump-

tion or, rather, purchase behavior after the month of the tax increase, we also include the 

                                                 
17  Dahl and Sterner (1991) reveal a short-run price elasticity of 0.26. 
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lag of tax in our regression. These considerations lead to the following estimation equa-

tion: 

 ���� = �0 + �1����
���� + �2������ + �3������ 1 + �4������+1 + �2 + � �� (3) 

As in Equations (1) and (2), Δ stands for the first differences of the logs. The tax exclusive 

fuel price is denoted by ������� and the tax of the current, previous, and next month are denot-

ed by ������, ��������, and ��������, respectively. �� again contains the growth of the 

unemployment rate and the difference in working days of the current month compared to 

the previous one. 

Table 3 summarizes the results of our disentangled analysis of the tax exclusive price and 

the tax. Columns (1) show that we observe even larger differences between consumption 

reactions to net price changes and consumption reactions to tax changes in the European 

data than Li et al. (2012) found in the U.S. data. The short-run tax elasticity of –0.64 is 

decisively larger than the price elasticity of –0.07. 

Gasoline Diesel 

% change in consumption (1) (2) (1) (2) 
% change in net price -0.068** -0.063** -0.074** -0.071** 
 (0.028) (0.028) (0.029) (0.029) 

% change in unit tax (lead1)  0.373**  0.323** 
  (0.145)  (0.152) 

% change in unit tax -0.635*** -0.837*** -1.029*** -1.044*** 
 (0.182) (0.171) (0.211) (0.211) 

% change in unit tax (lag1)  0.250**  0.371*** 
  (0.121)  (0.131) 

change in working days 0.014*** 0.014*** 0.026*** 0.026*** 
 (0.001) (0.001) (0.001) (0.001) 

change in unemployment -0.014*** -0.014*** 0.002 0.002 
 (0.005) (0.005) (0.007) (0.007) 

          
Month of the year indicators Yes Yes Yes Yes 
Country indicators Yes Yes Yes Yes 
Year indicators Yes Yes Yes Yes 
          
R2 0.42  0.43  0.47  0.47  
N 1861 1849 1781 1769 

* p<0.1; ** p<0.05; *** p<0.01 

Table 3: OLS estimates for decomposed retail price 

A tax elasticity of –0.64 translates into a 5% consumption reduction in the month of a 5 

cent tax increase, which is a large effect. These large values confirm the results Davis and 

Kilian (2011) and Li et al. (2012) found for the United States. Next we check for inter-

temporal shifting of fuel purchases around the month of a tax change. The tax change next 
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month and the tax change in the previous month are statistically significant and non-

negligible in magnitude (cf. Columns (2)). The coefficient of the tax lead depicts the an-

ticipation effect (cf. �� in Equation (3)) and the lag of tax stands for the catch-up effect 

after a tax change (cf. �� in Equation (3)). 

It seems plausible that at least some consumers refuel their cars during the last few days 

before a tax increase comes into force resulting in an adequate purchasing behavior of the 

intermediate suppliers. Consequently, these consumers need to buy less fuel in the month 

of the tax increase, independent of any changes in their consumption behavior. Thus the 

effect, which we measure in the tax-change month is a combination of less fuel purchased 

due to having refueled at the end of the previous month and less fuel purchased due to a 

change in consumption behavior. According to these results, a 1% gasoline tax increase in 

the next month leads to a 0.38% consumption increase in the current month. In the month 

of the tax change, consumption decreases by 0.84% before increasing again in the follow-

ing month by 0.25%. 

Table 3 shows similar results for diesel. The tax and net price elasticities tend to be slight-

ly higher for diesel than for gasoline. A possible explanation for this finding is that diesel 

is to a large extent used commercially and commercial fuel customers, such as freight car-

riers, might be better positioned to shift fuel purchases across time (e.g. due to having 

more storage capacity). However, the differences in the elasticities are not statistically 

significant. Based on the arguments above, we should observe smaller tax effects after 

aggregating the monthly data to calendar quarterly data (Jan-Mar, Apr-Jun, etc.). That is, 

some of the intertemporal shifts should vanish over the course of a quarter. We use the 

same methodology as we did for the monthly data analysis above (see Equation (3)), but 

omit the lag and the lead of the tax variable and replace month of the year indicators with 

quarter of the year indicators. As expected, the tax elasticity of consumption decreases 

from –0.84 (cf. Table 3) to –0.31 for gasoline and from –1.04 to –0.50 for diesel (see col-

umn 1 and 2 in Table 4). Although aggregating to calendar quarters diminishes the antici-

pation effect, the tax effect is still overestimated, as more than 60% of the tax changes 

occur at the beginning of a quarter. Thereby the anticipation and the tax effect act in two 

different quarters and using quarterly data still exhibits a large tax effect driven by antici-

pation. Moving the calendar quarter one month forward so that the first quarter starts in 

December instead of January leads to a decisive reduction of the tax effect (see column 3 

and 4 in Table 4). 

Now the estimated tax effect is statistically not differentiable from zero any more. An 

even more precise way of identifying the tax effect net of the intertemporal shifting is to 

pretend that the pre-fueling in the month before the tax change, the reduced purchases in 

the tax month, and the return to the pre-tax behavior in the month after the tax change all 
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happen in one month. We implement this test aggregating over these three months18 by 

averaging the consumption, tax, and net price data. We call this period the tax period. 19 

By leaving the estimation methodology unchanged compared to Equation (3), except for 

excluding the lead and the lag of tax, we again obtain a smaller coefficient for the tax 

elasticity than without aggregating (cf. Table 3 and Table 4). Thus, we find that the tax 

elasticity is overestimated without controlling for the anticipation effect. 

 
Quarterly Quarterly (shifted) Tax period 

% change in consump-
tion 

Gasoline Diesel Gasoline Diesel Gasoline Diesel 

% change in net price -0.015 0.009 -0.090* -0.043 -0.114*** -0.044 
 (0.035) (0.028) (0.049) (0.035) (0.029) (0.033) 

% change in unit tax -0.308** -0.503*** -0.195 -0.200 -0.296* -0.356** 
 (0.121) (0.133) (0.149) (0.166) (0.162) (0.170) 

        
R2 0.52 0.45 0.71 0.74 0.37 0.23 
N 614 587 623 596 1537 1476 

* p<0.1; ** p<0.05; *** p<0.01 

Table 4: OLS estimates of aggregated data. 

To check whether the anticipation effect is driven by consumer’s behavior towards tax 

increases or by their reaction towards tax decreases we run the regression separately for 

tax increases and decreases. Table 9 in the appendix shows that the fuel pattern of pre-

drawing fuel purchases which we discussed above is dominantly driven by tax increases. 

This is not very surprising since tax increases dominate the tax changes (in total for gaso-

line and diesel: 507 increases against 134 decreases). As a further robustness check we 

compare the OLS results with those of a feasible generalized least squares (FGLS) ap-

proach (see Table 5). 

Allowing for autocorrelation of the AR(1) type and heteroskedasticity across panels, we 

obtain similar results. The net price elasticity decreases for gasoline and stays the same for 

diesel. For both fuel types, the net effect of the tax over the three months decreases as the 

purchase-reducing effect of the tax in the tax month shrinks and the anticipation and 

catch-up effects increase. As the results of the two methods do not differ substantially, we 

are confident that our results are robust. 

Estimating demand functions using the price as explanatory variable is routinely met with 

the concern of biased coefficients due to endogeneity. Endogeneity could be caused by 

                                                 
18  In reality, this is often a period of four months since in countries like Austria, for example, an increase 

in the mineral oil tax occurs in two steps over two consecutive months. 
19  The “tax period” includes the month before the tax change, the month of the tax change, and the month 

after the tax change. 
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reverse causality of price and demand. If the amount of fuel consumed locally has an in-

fluence on its price, the price elasticity would be underestimated by a simple least squares 

approach. To account for the possible endogeneity of the price we apply a two-stage least 

squares (2SLS) approach in the next section. Skeptics might argue that taxes are endoge-

nous as well as there might be the tendency of politicians to decrease taxes during periods 

of economic downturn and to increase taxes during periods of economic boom. While this 

might be true in the long run it is more than unlikely for monthly data. The subsequent 

section will reflect on these concerns and evolve the analysis with a focus on the possible 

endogeneity of the tax exclusive price. 

 Gasoline Diesel 
% change in consumption OLS FGLS OLS FGLS 
% change in net price -0.063** -0.036** -0.071** -0.071*** 
 (0.028) (0.018) (0.029) (0.020) 

% change in unit tax (lead1) 0.373** 0.428*** 0.323** 0.402*** 
 (0.145) (0.106) (0.152) (0.101) 

% change in unit tax -0.837*** -0.699*** -1.044*** -0.952*** 
 (0.171) (0.111) (0.211) (0.107) 

% change in unit tax (lag1) 0.250** 0.277*** 0.371*** 0.379*** 
 (0.121) (0.091) (0.131) (0.099) 

* p<0.1; ** p<0.05; *** p<0.01 

Table 5: Favored OLS estimates compared to heteroskedastic- and autocorrelation-robust FGLS estimates 

1.3.2 IV Estimates of Fuel Consumption 

In the spirit of the recent approaches to separate the effects of tax exclusive price changes 

and tax changes on consumption we instrument the net of tax gasoline price with the crude 

oil price and with the Dollar-Euro exchange rate. For the crude oil price we use the spot 

price of Brent, but this choice is arbitrary and of no special importance as the spot prices 

of all reference oil grades (WTI, Brent, and Dubai crude) are highly correlated with a cor-

relation coefficient larger than 0.95 (World Bank 2013). For the oil price to be a valid in-

strument for the fuel price in the estimation of the consumption equation, consumption of 

gasoline and diesel should have no impact on the crude oil price, which is an assumption 

our data appear to support. On average, each of the observed countries account for 0.9% 

of the world crude oil consumption. Out of our sample countries, Ireland consumes the 

smallest fraction (0.07% of world consumption) and Germany the largest (2.3%) (IEA 

2013).20 Moreover, the amount of crude oil used to produce car fuels is even less im-

portant. Considering only the use of crude oil for light- and heavy-duty vehicle fuels, 

                                                 
20  The figures are for 2012 but appear representative of the observation period. Germany consumed the 

biggest fraction of world consumption in the observation period in 1994 with 3.4%. 
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Germany’s fraction of 2.3% of world consumption shrinks to 1.7%.21 Thus, from the per-

spective of a single country, the oil price should be assumed to be exogenous. 

As second instrument serves the dollar exchange rate as it is an important determinant of 

gasoline and diesel prices in European countries since oil, as the main input for producing 

gasoline and diesel, is traded in U.S. dollars, but the final products are sold in national 

currencies. To account for potential timing issues related to the price setting of mineral oil 

firms we include the first lags of the oil price and the exchange rate. Hence, the first-stage 

equation is: 

 Δ���
���� = �0 + �1Δ������ + �2Δ������ 1 + �3Δ������ 2 + �4Δ��� _���

+ �5Δ��� _��� 1 + �2 + ��� 
(4) 

Table 6 shows the estimates of the first stage for both fuel types. For our instruments to be 

valid two conditions must hold: Firstly, the oil price as well as the dollar exchange rate 

need to contribute to the explanation of the tax exclusive price of gasoline and diesel. This 

condition holds as the F statistic of the first stage amounts to 259 and 131 for gasoline and 

diesel respectively. Secondly, the instruments need to be exogenous. Since the number of 

instruments exceeds the number of endogenous variables in the presented model it is ad-

visable to apply an Overidentifying Restrictions Test for exogeneity. The result of the test 

indicates the instruments to be exogenous in case of our IV approach. 

% change in net price Gasoline Diesel 
% change in oil price 0.372 0.240 
 (0.014)*** (0.014)*** 

% change in oil price (lag1) 0.250 0.181 
 (0.014)*** (0.014)*** 

% change in oil price (lag2) 0.033 0.095 
 (0.014)** (0.014)*** 

% change in exchange rate 0.291 0.159 
 (0.052)*** (0.052)*** 

% change in exchange 
rate(lag1) 

0.246 0.253 

 (0.052)*** (0.053)*** 

      
R2 0.38  0.24  
N 2084 2136 

* p<0.1; ** p<0.05; *** p<0.01 

Table 6: First stage estimates 

The second stage estimation is identical to Equation (2), except for ��� being instrumented 

as explained above. 

                                                 
21  These figures are from December 2012. 
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 ���� = �0 + �1Δ���
����� + �2������ + �3������ 1 + �4������+1 + �2 + � �� (5) 

The ��������  stands for the instrumented pre-tax price based on Equation (4). Table 7 shows the 

results of the IV regression for both fuel types. 

Our findings for this sample of European countries differ only slightly from previous stud-

ies, e.g. those of Davis and Kilian (2011) and Li et al. (2012) for the United States. Our 

tax elasticity for gasoline consumption, at –0.82, lies in the range of the results of Davis 

and Kilian (–0.46) and those of Li et al. (–0.77). What distinguishes our results from pre-

vious works is that we also quantify the anticipation and the catch-up effect. Li et al. 

(2012) and Davis and Kilian (2011) only hint at intertemporal effects.22 By not consider-

ing the effects in the previous and the following month of a tax change, the consumption 

reaction to a tax change is overestimated. Therefore quantification of the anticipation ef-

fect is necessary. 

% change in consumption Gasoline Diesel 

% change in net price -0.040 -0.012 
 (0.041) (0.048) 

% change in unit tax -0.821*** -1.004*** 
 (0.173) (0.223) 

% change in unit tax (lag1) 0.371** 0.370*** 
 (0.144) (0.126) 

% change in unit tax (lead1) 0.380*** 0.332** 
 (0.145) (0.147) 

change in working days 0.014*** 0.026*** 
 (0.001) (0.001) 

change in unemployment -0.014*** 0.002 
 (0.005) (0.006) 

      
month of the year indicators Yes Yes 
country indicators Yes Yes 
year indicators Yes Yes 
      
R2 0.43  0.47  
N 1847 1767 

* p<0.1; ** p<0.05; *** p<0.01 

Table 7: IV estimates 

The results from the IV approach do not substantially differ from those of the OLS estima-

tion (see columns 2 in Table 3). If the net price was endogenous due to a reverse causality 

with the consumption we would expect our price coefficient be biased towards zero in the 

OLS estimation. But as the price coefficient becomes even smaller in the IV estimation it 
                                                 
22  Li et al. (2012, p. 11). 
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is questionable whether reverse causality is an issue in our consumption and price data. As 

OLS is the most efficient estimator given no endogeneity problems we regard the OLS 

approach as preferred to the IV approach. 

1.3.3 Anticipation Effect and Temporary Persistency of a Motor Fuel Tax 

Figure 5 and Figure 6 illustrate the change in consumption behavior prior to and after a 

tax change for gasoline and diesel, respectively. This graph was generated by including 

additional lags and leads in the OLS model (Equation (3)) and then plotting the point es-

timates (solid line) and the 95% confidence interval around it (dashed lines). The time of 

the tax change is indicated by month 0. In the observed period around a tax change, we 

find significant tax effects only in the month before a tax change, in the month after a tax 

change, and in the month of a tax change. The grey shaded area marks the period for 

which we do not find statistical significant coefficients for the percentage change in tax. 

Making more long-run-oriented statements about tax elasticities is difficult, especially 

with monthly data. 

 

Figure 5: Development of gasoline purchases four months before and twelve months after a tax change 
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Figure 6: Development of diesel purchases four months before and twelve months after a tax change 

1.3.4 Policy Implications 

Comparing our results e.g. with those of the studies for the USA by Davis and Kilian 

(2011) and Li et al. (2012) we find similar elasticities. The Least Squares point estimate of 

the gasoline demand’s tax elasticity lies with 0.84 in the ballpark of the results of Davis 

and Kilian ( 0.46) and Li et al. ( 0.77). But considering a concrete absolute tax change of 

10 US-cents per gallon, however, discloses the fundamental differences between the EU 

and the USA. A 10 US-cents increase of the gasoline tax per gallon leads according to 

Davis and Kilian’s results for the USA to a consumption reduction of 1.4%. Imposing a 10 

US-cents tax increase per gallon which equates a 1.9 Euro cents tax increase per liter in 

the EU would lead to 2.5% decrease of gasoline consumption and to a 4.5% decrease of 

diesel consumption. Although the tax elasticities look rather similar at first glance, the 

impact of the same absolute tax change differs a lot: on the one hand between the USA 

and the EU, and on the other hand between gasoline and diesel consumption in the EU. 

These differences are due to discrepancies in the tax levels. Whereas the average gasoline 

tax in the USA amounts to 4.5 Euro-cents per liter the same tax in Europe averaged over 

the countries in our sample is more than ten times larger. The gasoline tax in Europe totals 

52.5 Euro-cents and the diesel tax 37.3 Euro-cents.23 

1.4 Conclusions 

From our analysis of 11 European countries we draw three main conclusions. Firstly, in 

analyzing short run tax elasticities of fuel demand, it is important to control for anticipa-

tion and inventory effects since neglecting these two effects leads to overestimation of the 

                                                 
23  These figures refer to the excise taxes only without VAT. 
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tax effect. Secondly, the intertemporal shifting of fuel consumption only occurs in connec-

tion with tax changes and not with net of tax price changes. Thirdly, there is an indication 

for a difference between gasoline and diesel consumption regarding the ability to shift fuel 

purchases over time. 

The main contribution of our analysis to the existing literature in the area of fuel demand 

estimation is the identification and quantification of an anticipation effect. We show that 

consumers and intermediate suppliers who expect a fuel price increase induced by a tax 

increase in the following month bring forward part of their fuel purchases of the next 

month to the extent of their storage capacities. This behavior is likely motivated by con-

sumers fueling up shortly before a tax increase becomes effective, even if their tank is not 

completely empty yet. They simply try to exploit the lower retail price once more. Ac-

cordingly we identify an increase in the consumption or more precisely in the amount of 

fuel purchased by 0.37% (0.32%)24 in the month before the implementation of a 1% tax 

increase. In the month of the tax increase these consumers naturally have to fuel less as 

they have brought forward part of their usual monthly fuel purchase, though this reaction 

has only little to do with a change in the consumption behavior. As a consequence of the 

tax mainly causing an intertemporal shift in the purchasing pattern, the amount of fuel 

purchased in the month after the tax increase rises again. Or stated differently: Drivers 

return to their pre-tax-increase purchase behavior. The after-tax-increase effect of a 1% 

tax increase amounts to a 0.25% (0.37%) consumption increase. Aggregating over the en-

tire “tax period” we do not find a statistically significant effect of the tax, leading us to 

conclude that considering only the consumption effect of the tax in the month of the tax 

increase results in an overestimation of the tax impact. Regarding net of tax price changes 

we do not find an anticipation effect which is plausible since pre-tax price changes are 

difficult to predict. 

These results provide the following insight: In the month in which a tax increase becomes 

effective we observe a large reduction in demand which is mainly triggered by consumers 

shifting fuel purchases to the prior month. As we do not observe such shifting prior to net 

of tax price changes, we find different demand reactions to retail price changes dependent 

on whether they are caused by tax changes or by pre-tax price changes. This is in line with 

the findings of Davis and Kilian (2011), Li et al. (2012) and Rivers and Schaufele (2013). 

According to these studies, larger tax elasticities are rationale since tax changes are an-

nounced and predictable and they are more persistent, especially compared to net of tax 

price changes. The price elasticities in our preferred specification are –0.06 for gasoline 

and to –0.07 for diesel, whereas the estimated tax elasticities are –0.84 for gasoline and –

1.04 for diesel. Our interpretation of these results, however is somewhat different. We 

                                                 
24  Figures in brackets refer to diesel consumption. 
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find that the announcement plays the biggest role in the difference between price and tax 

elasticities, and that controlling for the anticipation effect results in the estimates of tax 

changes and tax exclusive price changes being statistically undistinguishable from each 

other. 

As a third major result we find diesel purchases to react more strongly to a tax change 

than gasoline purchases. We explain this finding by the large fraction of commercial users 

among the diesel consumers. Firms like freight carriers might have more possibilities to 

shift fuel purchases over time, for example, due to onsite fuel reservoirs, whereas private 

users usually only use their car’s gas tank as storage capacity. 

As an additional result of this study we show price and tax elasticities of fuel demand to 

be rather constant as the results for our European dataset are in the same ballpark as those 

from Davis and Kilian (2011) for an American dataset. This should not be expected up-

front as the price and tax levels differ tremendously between the European countries and 

the United States. Still nonlinearities in the reaction to price and tax changes are not dom-

inant as the elasticities in comparable estimations do not vary significantly. 

This study confirms the importance of accounting for intertemporal purchase shifting in 

estimating tax elasticities of fuel demand. Neglecting the forward-looking purchase deci-

sions of fuel consumers results in an overestimation of the tax impact on consumption 

behavior. 
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1.6 Appendix 

 
Figure 7: Gasoline retail price composition in December 2006 and 2010 (nominal values in € cents) 
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Figure 8: Diesel retail price composition in December 200625 and 2010 (nominal values in € cents) 

  

                                                 
25  As the time series in Belgium and Ireland starts later, the first observation is used, which is February 

2007 and February 2008, respectively. 
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  Time 
period 

Consumption Taxes Prices 

Austria 1999–
2012 

Federal Ministry of Economics 

Belgium 2002–
2012 

Federal Public Ser-
vice Economy 

Belgian Federation of 
Petrol 

Europe’s Energy Por-
tal 

Denmark 1990-
2012 

Danish Oil Industry Association 

France 1990–
2012 

Federal Ministry of 
Ecology, Durable 
Development and 
Energy 

French Association of 
the Petrol Industry 

Federal Ministry of 
Ecology, Durable 
Development and 
Energy 

Germany 1990–
2012 

Federal Office of 
Economics and Ex-
port Control 

Association of the 
German Petroleum 
Industry 

ARAL, ADAC 

Ireland 2002–
2012 

National Oil Re-
serves Agency 

Irish Tax and Cus-
toms 

Europe’s Energy Por-
tal 

Netherlands 2000–
2012 

Statistics Netherlands Thomson-Reuters 

Portugal 1998–
2012 

Thomson-Reuters Ministry of Economy Thomson-Reuters 

Spain 1990-
2010 

National Oil Re-
serves Agency 

Spanish Tax Agency Spanish Ministry of 
Industry, Agriculture 
and Tourism 

Sweden 2000–
2012 

Swedish Petroleum 
and Biofuel Institute 

Federal Tax Agency Europe’s Energy Por-
tal 

UK 2000–
2012 

Government De-
partment of Energy 
& Climate Change 

Government De-
partment of Revenue 
& Customs 

Europe’s Energy Por-
tal 

Table 8: Data sources 
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The Problem of too many Zeros: Methods to Estimate Fuel Price Elasticities 

Julian Dieler*, Frank Goetzke+ and Colin Vance# 

The workhorse model to estimate price and income elasticities in the fuel demand litera-

ture is the log-linear model estimated using least squares. This method however, has to 

deal with two flaws. The first one is general in nature and applies to all log-linearized 

regression equations. It is the fact that the log-linearization leads to violation of the 

OLS.1 assumption and thereby to biased estimates. The second problem of the log-linear 

model is not specific to the estimation of fuel demand but it applies to many types of de-

mand estimation on micro-level. It is the problem of a substantial share of zero observa-

tions for the dependent variable, which also causes biased demand elasticity estimates. 

This study presents a set of models, which constitute remedies to the drawbacks of the log-

linear model estimated by OLS and model selection tests to compare the goodness of fit of 

non-nested models, which base upon different distributional assumptions. Applying the 

tests to a German household travel survey, we show that the Hurdle Poisson model per-

forms best. 
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2.1 Introduction 

Accurate estimates of income and gasoline price elasticity of demand for vehicle miles 

traveled (VMT) are important for designing efficient and successful transportation poli-

cies. Many, if not most, empirical gasoline price elasticity values are derived by constant-

elasticity regression models with the convenient log-log (sometimes also called log-linear) 

functional form (Basso and Oum 2007), or some other kind of related equation type, such 

as the translog functional form (Wadud et al. 2010). This study provides an analysis of the 

methods used most frequently to estimate gasoline price elasticities. Additionally we pre-

sent model selection procedures to compare the different econometric approaches and il-

lustrate the results using the German Mobility Panel (MOP 2013). 

Review and meta studies like Espey (1998) and Hanly et al. (2002) show that the estima-

tion method chosen makes a difference – although not a huge one but with regard to the 

use of price elasticities for forecasts and policy advice also minor differences matter. For 

the decision between fuel taxes or carbon prices and fuel efficiency standards it is im-

portant to be able to rely on as accurate elasticity estimates as possible. For example, 

Frondel et al. (2008) claim that the rebound effect is analytically equivalent to the gaso-

line price elasticity. Therefore they argue that price mechanisms like taxes are superior to 

efficiency standards. Gillingham et al. (2013) suggest that gas mileage regulation policies 

are more effective than they are said to be. They argue that the rebound effect, which 

counteracts efficiency standards, is overestimated relative to the price elasticity. Neverthe-

less the discussion about the appropriateness of the applied econometric methodology is 

mostly not accorded the weight it deserves. With this paper we would like to contribute to 

the methodological debate in the literature of estimating fuel price elasticities. Therefore 

we analyze and compare several estimation methods which have already been used for the 

estimation of price elasticites in vehicle travel or fuel demand in the past. Next to those 

established methods we also include methods such as Poisson, Negative-Binomial regres-

sion and Two-Part models, which have been also applied for elasticity estimations in other 

fields of economics like in the migration or trade literature (e.g. gravity models). 

One of the most widely applied methods is the estimation of log-linearized constant elas-

ticity demand functions. However since Haworth and Vincent (1979), it has become clear 

that log-linearizing estimation regression models using a log transformation may lead to 

biased estimates, and thus faulty elasticity values. Flowerdew and Aitkin (1982) took up 

on Haworth and Vincent’s findings and showed that they also hold true for gravity mod-

els. As an example Flowerdew and Aitkin used a gravity model explaining migration in 

Great Britain. More recently Silva and Tenreyro (2006) argued that the concerns of biased 

and also inconsistent estimates due to log-linearization also play a role in log-normal 

models to estimate bilateral trade. The possible inconsistency of elasticity estimates of 
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log-linear estimations has two reasons: Firstly, the log-linearization of originally multipli-

cative relations leads most probably to heteroskedasticity of the error term and secondly, 

the existence of a considerable number of zero observations for the dependent variable. 

The second problem arises only analyzing micro data as the occurrence of zeros in the 

dependent variable is rather unlikely in case of aggregated car driving data. 

To select the best performing model or set of best performing models we use three differ-

ent statistical tests. All three tests use the predictive ability of the models as selection cri-

teria to evaluate their performance. Since we are comparing models which do not all rely 

on the same distributional assumptions we cannot resort to criteria based on likelihood, 

e.g. the Akaike Information Criterion (AIC) or the Vuong test (Vuong 1989). The first 

model selection procedure we apply is the Model Confidence Set (MCS) developed by 

Hansen et al. (2011). The MCS is a model selection procedure which chooses a superior 

set of models out of all models which are to be compared by repeated testing of equal pre-

dictive ability (EPA) of the analyzed models. Crucial for the MCS is the possibility to 

choose freely a loss function serving as model selection criterion. To check the robustness 

of these results we also apply the Leave-One-Out Cross-Validation and the comparison of 

the count probability of the observations against the count probability of the predictions. 

For the German Mobility Panel we find that Two-Part models fit best as it accounts well 

for the two decisions which are behind the data generating process (dgp) of the German 

driving data. More precisely the Hurdle and the Zero-Inflated model using the Poisson 

regression model on the second stage perform best, which is surprising since both models 

are rarely applied in the literature. An exception provides a study by Frondel and Vance 

(2011) which analyzes the determinants of ridership in public transport using a count-data 

model. Another important finding of this study is, that it obviously matters which model is 

used. Looking at all analyzed models, we find a quite substantial divergence between the 

estimates of the price elasticity. It ranges from –0.115 until –0.255. 

The structure of the paper is as follows. The following section discusses the different es-

timation methods and their assumptions from a theoretical point of view. Section 3 shortly 

presents the data we use for our empirical comparison of the different estimation models 

followed by a description of the model selection procedures in section 4. In section 5 we 

will present the estimation results of the elasticities as well as the results of the model 

comparison tests. Finally we discuss these results and conclude in section 6. 

2.2 Theoretical background of fuel price elasticity estimation 

The theoretical foundation for fuel price elasticity regression models is a constant elastici-

ty demand function like �� = ���
����

��. With � as amount of fuel purchased or distance 

driven, � standing for the fuel price and � for income. As this relation is not deterministic 
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and the respective elasticities �� and �� cannot simply be measured a stochastic term � 

accrues. Most commonly one thinks about additive error terms which would lead to the 

following stochastic model: 

 �� = ���
����

�� + �� 
(1) 

The alternative would be a multiplicative connection of the error term. 

 �� = ���
����

�� �� 
(2) 

From Espey’s (1998) meta-analysis it becomes clear that most of the studies, she included 

in her comprehensive fuel price elasticity analysis, use Ordinary Least Squares (OLS) 

regression methods to estimate price elasticities. OLS regression implies log-linearization 

of the Cobb-Douglas type estimation equation. Independent from the assumption made 

about the connection of the error term log-linearization of the demand function leads to 

violation of the OLS.1 assumption. OLS.1 requires strict exogeneity of the errors for the 

OLS estimates being unbiased. That means �(�′ �) = 0 with � as the matrix of explanato-

ry variables. After log-linearization the OLS.1 assumption for unbiasedness turns into the 

following relation: �(ln��  ln�) = 0 The latter relation is rather unlikely to hold as the 

expected value of the logarithm of � depends both on its mean and on the higher order 

moments of distribution (Silva and Tenreyro 2006, p. 642), which includes the variance. 

The variance of � again depends most likely on � since most datasets have the property of 

increasing variance of the errors with increasing value of the explanatory variables. 

The second problem of log-linearization is the problem of the occurrence of zeros in the 

dependent variable. In the estimation of fuel price elasticities this problem mainly arises if 

the analysis bases on micro data, since data of driving or fueling behavior from individu-

als or households is mostly derived from surveys which only cover a limited observation 

period, like a certain day or a certain week. That makes it rather likely to observe individ-

uals who did not drive or fuel their car in that specific period. For more aggregated data 

on the contrary this is a rather unlikely observation. Therefore the zero-problem primarily 

arises analyzing micro-level data. The problem of zero observations in the dependent vari-

able lies in the simple fact that the logarithm of zero is undefined and thereby the log-

linearization leads to omission of all individuals who did not drive in the observation pe-

riod no matter whether they do not drive at all or whether it was simply a coincidence that 

they were not driving in the observation period. Leaving out this information leads to an 

underestimation of the fuel price elasticity since the decision of not having a car or not 

driving might also be a consequence of the fuel price. To circumvent this problem empiri-

cists typically add an arbitrarily small constant to the dependent variable. But adding a 
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constant to a non-linearly transformed variable in turn leads to biased coefficients again as 

we demonstrate in the Appendix. 

As a solution to the problems of the log-linearization of the multiplicative demand func-

tion Silva and Tenreyro (2006) suggest the application of a pseudo-maximum-likelihood 

(PML) estimator which estimates the fuel or travel demand directly in multiplicative 

form. Another possibility would be to use the nonlinear least squares (NLS) estimator 

but this method weights large observations more which is not very efficient since they 

exhibit also a larger variance and thereby calculating the coefficient one would rely more 

on noisier observations. This flaw could be remedied by estimating a weighted NLS esti-

mator but therefore a nonparametrically estimated function of the conditional variance 

would be needed. The PML estimator Silva and Tenreyro (2006) propose gives equal 

weight to all observations and does not require a nonparametric estimation of the condi-

tional variance of the dependent variable. It is numerically equal to the Poisson pseudo-

maximum likelihood (PPML) estimator and assumes the conditional variance of the de-

pendent variable �� to be proportional to the conditional mean of ��. 

 ���(��|��) = ���(��|��) with �� = 1 (4) 

Therefore the PPML estimator is completely identified by its conditional expectation 

�(��|��) = exp (���) (with �� = �� and �� = (��, ��) in our application). 

For �� > 1 Cameron and Trivedi (1986) propose a full maximum likelihood estimator – 

the Negative Binomial (NB) model. �� > 1 means that the data exhibits overdispersion. 

Under this special assumption, which can be tested, the NB model constitutes a more effi-

cient estimator than the PPML estimator. Since variance and conditional expectation are 

not equal for overdispersed data the NB model additionally to the conditional expectation 

needs its variance (���(��|��) = (1 + �) exp (���)) to be identified unambiguously. If, 

however, the variance condition of the NB model (� > 0) is not met, its coefficient esti-

mates become inconsistent (Wooldridge 2002, p. 657). 

An alternative approach to model automobile travel demand is to think of the dgp as a 

two-step process. The first decision consumers have to make is to own a car or not. Then, 

given the consumers possess a car, the second decision is how much to use it. There are 

two models from the family of Two-Part models which are predestined to describe this 

dgp: Zero-Inflated models and Hurdle models. By allowing two different dgp’s Zero-

Inflated and Hurdle models account for excess zero kilometers driven caused by people 

who do not own a car. 

The first step of the Zero-Inflated model consists of a binary count model like the Probit 

model 
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 Pr(�� = 0|��) = ∫
�

��
exp �

�

�
(���)�� �� = Φ(���) = ��

��

��
. 

 

Where �� stands for the probability of the household having no car and � simply depicts 

the number �. Step two is composed of a count model �(�). Typically Poisson or Negative 

Binomial models are applied as second step. The specialty of Zero-Inflated models com-

pared to Hurdle models is that zeros can materialize on both steps. That means consumers 

either have no car and therefore drive zero kilometers, or they have a car but they decide 

not to drive in the observation period. Equation 5 shows the count distribution of the Zero-

Inflated model. 

 
Pr(�� = �) = �

�� + (1 ��)��(0)

(1 ��)��(�)
 � = 0

          � = 1, 2, …
 (5) 

Following equation 5 we can calculate the expected value as 

 E(��|��) = (1 ��)�� with �� = ����(�)� for � = 1, 2, … . (6) 

The variance which characterizes Zero-Inflated models is depicted in equation 7. 

 ���(��|��) = ���� + ����
�(1 ��) (7) 

From equation 7 can be seen that the variance is larger than the expected value �� and 

thereby zero inflated models are similar to the NB model able to account for overdisper-

sion. The second Two-Part model, the Hurdle model accounts for over- as well as for un-

derdispersion. In return the Hurdle model does not allow zeros to occur on the second 

step. In our case that would mean all people who have a car also drive in the observation 

period. This restriction also gets clear from the count distribution: 

 
Pr(�� = �) = �

��

����(�)
 � = 0

          � = 1, 2, …
 (8) 

With �� = (1 ��) (1 ��(0))⁄ . Which leads to 

 E(��|��) = ���� with �� = ����(�)� for � = 1, 2, … (9) 

and 

 ���(��|��) = ���� + ����
�(1 ��). (10) 
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Since �� can be both, smaller or larger one, the Hurdle model can additionally to overdis-

persed data deal with underdispersed data. However, the latter case might be rather rare in 

car use data (Frees 2010). 

Similar to the Zero-Inflated and the Hurdle model the so called Heckit model, which goes 

back to the seminal work by Heckman (1979), as well assumes a two-stage dgp and is 

regularly applied in the analysis of datasets with a large share of zero observations. But 

there is a decisive difference between the Two-Part models and the Heckit procedure: 

Dow and Norton (2003) make this distinction clear by differentiating between actual and 

potential outcomes. Actual outcomes describe a dependent variable which can be fully 

observed. For actual outcomes zero observations are a consequence of the true dgp. For 

car use data that means that people can drive a positive amount of kilometers or they can-

not drive which results in a zero observation. The zero is therefore the true observation in 

this dgp. The potential outcome in contrast, cannot be fully observed. It is a latent variable 

which is only observed for a fraction of the sample. For the rest of the sample it is often 

set to zero and thereby creates excess zeros. The prime example for a potential outcome is 

the wage offer (Gronau 1974) which can only be observed from the working part of the 

population. Estimates of certain characteristics’ effects would be biased if the working 

part of the population would differ systematically from the not working part of the popula-

tion after controlling for the covariates. The original purpose of the Heckit model is to 

correct for this selection bias. Its first stage consists similarly to the Two-Part models of a 

Probit model: 

 Pr���,� = 1���� = Φ(����, ��) (11) 

And the second stage is an OLS regression among the subsample for which ��,� = 1 holds. 

The overall marginal effect of �� can be deducted from the following expected value. 

 E���,����,� = 1, ��� = ���� + �(��|�� > 0, ��) 

= ���� + ���(����) 
(12) 

With �( ) ≡ �( ) Φ( )⁄  being the inverse Mills ratio, which controls for potential correla-

tion between the error terms from both stages. It is the estimation of �(��|�� > 0, ��) =

���� + ���(����) where (��, ��)~�(0, Σ) and 

 
Σ = �

1 ��

�� ���. (13) 

From Σ it can easily be seen that the Heckit model reduces to an OLS regression as the 

inverse Mills coefficient �� gets zero when the errors of both stages are uncorrelated. Alt-
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hough the Heckit model originally was developed for analyzing potential outcome varia-

bles it can also be used to estimate regression equations with actual outcome variables as 

it is the case in the fuel or travel demand literature. The marginal effects calculation of the 

explanatory variables on the actual outcome variable, however, must be based on a differ-

ent expected value which combines both stages (Dow and Norton 2003): 

 E(��| ��) = Φ(����)[���� + ���(����)] (14) 

Of course, this selection of models does not cover the whole range of models used in the 

fuel demand or automobile travel demand literature but it comprises the workhorse model 

in this literature – the loglinear regression model – and a few models which were brought 

up to alleviate the caveats of the loglinear model. Another model being applied in this 

strand of literature is the Tobit model. Due to theoretical arguments the applicability of 

the Tobit model must be doubted in the analysis of automobile travel demand. Maddala 

(1992, p.341) argues that the Tobit model should only be applied to censored data. That 

means data whose observations are stacked into one category in case they are under or 

above a certain threshold. This is, for example, often the case for pollutant data when the 

measuring instrument can only detect pollutant concentrations above a certain level. How-

ever this is not appropriate for the type of data used for travel or gasoline demand analy-

sis. The zeros are not a consequence of censoring but of the decision of people not to 

drive. Maddala argues that instead of mechanically falling back to the Tobit model the 

appropriate procedure would be to model the decision that produces the zeros. That is ex-

actly what those models like the already described Hurdle and Zero-Inflated models or the 

Heckit model do.26 

From a theoretical perspective the log-linearized demand function estimated with OLS 

will presumably not perform well applied to micro driving data due to the endogeneity of 

the logged error term and the occurrence of zero observations for kilometers driven. If the 

driving data can be described as one decision by households, meaning that the analyzed 

explanatory variables have equal impact on the decision of owning a car and driving, the 

Poisson and the Negative Binomial model will be the models of choice. To decide be-

tween Poisson and Negative Binomial the crux of the matter is the conditional variance of 

the kilometers driven. If it is larger than the conditional expectation, meaning the data is 

overdispersed, the Negative Binomial model outperforms the Poisson regression. For the 

case the dgp is assumed to be a stepwise process however, a switch to the Two-Part mod-

els is indicated. They model the dgp of the driving data as a two-step process. On the first 

step consumers decide upon buying a car or not and on the second step, given they have 
                                                 
26  Nevertheless, we included the Tobit model in our analysis but we will not go into details about this 

model in the main part. 
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bought a car, how much to drive with that car. Again there are two options with Two-Part 

models. First the Hurdle models which do not allow zeros to occur on the second step 

which means that Hurdle models assume every household which has a car to drive. Sec-

ond there are the Zero-inflated models which relax this assumption. Finally we include the 

Heckit model in our analysis. The Heckit model would be a good choice if there is a sub-

stantial share of households in the data who do not own a car and who would react differ-

ently to price or income changes if they had a car compared to those households in the 

dataset who own a car. Before coming to the characteristics of our dataset we present the 

model comparison tests in the next section. 

2.3 Model Comparison Tests 

One of the main contributions of this study is the proposition of tests for comparing the 

suitability of different models for vehicle travel or fuel demand. For being able to com-

pare not only non-nested models but also models which base on different distributional 

assumptions. This is not possible with the standard model selection criteria like the 

Akaike Information Criterion (AIC) or the Vuong test (Vuong 1989) as they hinge on the 

maximum likelihood. Comparing likelihoods from two models with different distribution-

al assumptions however is not very meaningful without some standardization. Therefor we 

resort to model selection tests which rely on the model’s predictive ability. 

Hansen et al. (2011) propose a convincing approach to determine the best performing 

models given a certain dataset. They developed the Model Confidence Set (MCS) which 

sorts out “bad performing” models and thereby leads to a selection of “good performing” 

models – the MCS – that contains the best model(s) on a chosen significance level. The 

structure of the procedure is as follows: 

1. Definition of a set of models to be compared. 

2. Test of the null hypothesis of equal predictive ability (EPA) of the models. 

3. If the null hypothesis is rejected, the worst performing models are eliminated from 

the comparison set and the null hypothesis is tested again. This process is repeated 

until the null hypothesis is accepted und thereby the MCS is determined. 

The basis for the elimination rule is provided by a loss function, which in our case is de-

fined as a measure of the prediction’s deviance from the observed values. Next to reveal-

ing the best models the MCS also provides information about the data’s informative quali-

ty. An informative dataset leads to a MCS containing few, or at best only one model 

whereas a less informative dataset leads to a MCS that contains more models. Besides the 

differentiation between models being inside and outside the MCS, it allows a continuous 

ranking of all models, since the MCS is a multilateral comparison method and no bilateral 

method like the Vuong test, for example. 
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To check whether this ranking is robust, we firstly use different types of loss functions 

and secondly we apply further measures to compare the model’s goodness of fit. As first 

robustness check we use a resampling method – the Leave-One-Out Cross-Validation 

(LOOCV). The principal idea of LOOCV is to take a subsample of the analyzed dataset 

which consists of all observations but one, fit the model to the subsample and use the fit-

ted model to predict the response for the left-out observation. This procedure is repeated 

for all observations what leaves you with � predictions for the � observations. From these 

� pairs a mean squared error (MSE) is calculated. In this way we derive a MSE for each 

model and use it as indicator for the comparison of the goodness of fit of the different 

models for the given dataset. 

Another comparative indicator is the mean of the differences between the observed count 

probabilities of kilometers driven and the predicted count probabilities of kilometers driv-

en (Liu and Cela 2008). For this purpose we first calculate the categorical distribution for 

the kilometers driven, once for the observed parameter values and once for the predictions 

of each of the models being compared. Then we take the differences between the observed 

count probabilities and the predicted count probabilities at each value of kilometers driv-

en. Taking the mean of these differences provides us with another goodness of fit measure 

for the different models focusing on the probability distribution. For the remainder of this 

paper this test is referred to as the Difference of Count Probabilities (DOCP) test. 

2.4 Data 

As case study for our model comparison we use a survey-based micro dataset on the mo-

bility behavior of German households – the German Mobility Panel (MOP 2013). The 

mobility panel results from two surveys. The first one asks facts about everyday mobility 

and the second one is focused on automobile mobility only. The respondents of the every-

day mobility survey are asked to fill in a travel diary over the time span of a week con-

taining questions on the purpose of the travel, starting- and end time, distance and so on. 

Here all travels are questioned independent of the means of transport. In the second sur-

vey however, only a subsample of car owning households is interviewed and asked to fill 

in a refueling diary over a period of two months with information about kilometers driven 

between each refueling stop, the amount of petrol purchased and the price paid for the 

petrol. In our observation period from 2000 until 2013 there are 2752 households in the 

sample. Since the survey is organized as a panel, some households emerge several times. 

At most one household stays in the panel for three years, which is rather short for making 

use of panel methods. Additionally only 703 households stayed in the panel for all three 
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waves.27 Therefore we make a pooled cross-section analysis with household clustered er-

rors. 

Variable Variable definition Mean Std.Dev. Min Max 

Daily kilometers Daily kilometers driven in km on 
average in the observation period 

28.43 24.57 0 202.6 

Fuel price Real fuel price in € per liter 1.389 0.134 1.085 1.687 

Income (real) Real net monthly household income 
in € 

2052 887.2 236.5 4376 

Household size Number of people living in the 
household 

1.863 0.967 1 7 

Employed 1 if person is employed in full- or 
half-time job, 0 otherwise 

0.487 0.500 Binary variable 

N = 4891    

Table 10: Descriptive Statistics 

From the 2752 households there are 678 households which do not own a car. And these 

678 households without a car are responsible for all the zero observations of kilometers 

driven in our dataset. That means there is no household possessing a car which does not 

drive in the observation period. The carless households stem from a randomly selection 

from the general MOP survey such that they comprise 15% of the observations in a given 

year. This share roughly corresponds to the actual share of carless households in Germa-

ny. 

The participants of the survey are also asked to give some background information on 

their household and personal characteristics including age, gender, amount of household 

members and employment status among others. But since we are not after measuring the 

size of a certain variable’s effect on the demand for driving but more after comparing dif-

ferent models with respect to their predictive ability, we keep the demand equation rather 

basic. We concentrate on four main drivers of the demand for driving: fuel price, income, 

household size and the employment status (see Table 10Table 1 for summary statistics of 

these variables). Because in the original dataset the fuel price is only available for house-

holds which took part in the automobile mobility survey we use spatially interpolated 

price data covering all of Germany by Frondel and Vance (2011). By spatial interpolation 

Frondel and Vance succeeded in assigning fuel prices also to households which were not 

asked for the fuel price in the survey. Having this data is very important for such kind of 

analysis, as the fuel price might also be an important driver in the decision of buying a car 

or not. 

                                                 
27  733 households responded twice and the majority of 1316 households only took part once. That makes a 

total number of observations of 4891. 
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2.5 Results 

Most of the literature in fuel or travel demand estimation in the past used the log-linear 

regression without testing the suitability of the model to the data at hand. In this section 

we compare the goodness of fit of the models presented in section 2.2 on the basis of our 

case study. We also present the estimation results of the different models to illustrate the 

size of the potential deviations between the estimates of the different models. 

Table 11 shows the rankings which result from the different model comparison tests. For 

each of the test we specified two different loss functions – the squared error and the abso-

lute value of the error – to check the robustness of the results towards changes of the loss 

function. And it turns out that changing the loss function inside the testing procedures 

leads to minor changes in the rankings. Comparing the ranks of the three tests with each 

other it becomes clear that especially the MCS and the LOOCV test result in rather similar 

rankings for the twelve different models analyzed. The reason for this finding is that these 

two tests focus on a similar selection criterion which is the predictive ability whereas the 

DOCP test puts more emphasis on the correspondence of the distributions of the observed 

and predicted outcome variable. 

Model Confidence Set LOOCV DOCP 

Model 
squared 

error 
absolute 

error 
squared 

error 
absolute 

error 
squared 

error 
absolute 

error 

OLS 12 10 12 10 10 4* 

Zero-truncated OLS 8 8 7 7 8 10* 

PPML 5 5 5 5 2* 2* 

Zero-truncated PPML 10 12 10 12 11 12* 

NB 6 6 6 6 1* 1* 

Zero-truncated NB 9 11 9 11 9 11* 

Hurdle OLS 11 9 11 9 12 8* 

Hurdle PPML 2* 1* 1* 1* 5* 6* 

Hurdle NB 4* 4* 4* 4* 3* 3* 

ZIP 1* 2* 2* 2* 6* 7* 

ZINB 3* 3* 3* 3* 4* 5* 

Heckman 7 7 8 8 7 9* 

Table 11: Rankings of the model comparison tests (models whose ranks are marked with a * are similar on the 
95% significance level)28 

                                                 
28  See Figure 9 in the Appendix for an explanation of the significance level of the LOOCV and the DOCP 

test. The MCS test produces the significance levels automatically as it is a joined test (see Section 3). 
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The models can be divided roughly into two groups – the one-step and the two-step mod-

els. The one-step models consist of OLS, PPML and NB. For each of them we estimated 

one version including all observations and one version excluding the zero observations, 

since both approaches are used for estimating fuel price elasticities from a log-linearized 

demand function by OLS. For being able to do the analysis for all observations using 

OLS, we applied the Inverse Hyperbolic Sine (IHS) transformation which adds a constant 

to the outcome variable relative to its size. Thereby the zero observations are not dropped 

because of taking logs. The IHS transformation reduces the induced bias by the added 

constant and was first introduced by Johnson (1949). The two-step models include the 

Hurdle model with OLS, Poisson and NB as second-step model, the Zero-inflated model 

with Poisson and NB as second step model and the Heckit model. Since Zero-inflated 

models allow for zero-observations on the second step as well, it does not make sense to 

combine it with OLS like the Hurdle model. 

Taking the MCS and the LOOCV test into account, which means looking at the predictive 

ability of the models, the result which can be derived from theory gets confirmed. All 

models which base on OLS do not perform well due to the zero-problem but also due to 

the endogeneity of the error. The endogeneity issue of the errors is illustrated by the ranks 

of the zero-truncated versions of the one-step models as they abstract from the zero-

problem by looking at non-zero observations only. Also here PPML and NB outperform 

OLS. The same holds true for the two-step models. Again the OLS version of the Hurdle 

model ends up behind the other Hurdle models and the Zero-Inflated models. So does also 

the Heckit model although, we included an additional identifying variable to estimate the 

first step of the Heckit model. We used the costs of the household’s car insurance as iden-

tifying variable since it can be seen as a fixed cost which might influence the decision of 

buying a car but not the decision of how much to drive. Both the MCS and the LOOCV 

test give rise to the assumption that the Hurdle model performs best for our case study. 

This is completely coherent with theory. As has been stressed before the Hurdle model 

assumes the dgp to be a result of two decisions: First, the households decide to buy a car 

or not and once they bought a car they decide how much to drive and in contrast to the 

Zero-Inflated model it does not allow for zero observations on the second step which is 

true for our dataset since all the zero-observations stem from households without a car. 

Furthermore overdispersion does not seem to play a big role in the data with respect to the 

predictive ability. Although the likelihood ratio test finds the overdispersion parameter � 

being larger than zero and in general the NB model seems to make better distributive as-

sumptions as the Poisson model as can be deducted from the DOCP test. Here the NB 

models always outperform the Poisson versions of the four models (PPML, zero-truncated 

PPML, Hurdle Poisson and ZIP). But as mentioned above, overdispersion leads merely to 

less efficiency of the Poisson estimator and not to biased estimates. Additionally the rank-
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ings of both Hurdle models and both Zero-Inflated models are not statistically significant 

on the 95% level which is indicated by the asterisks in Table 11. For the DOCP test the 

amount of models between which no statistical significant differences exist is even larger 

with 6, respectively all 12 models. That means there is no distinction possible according to 

the second DOCP test. But apart from that test, all tests show that models relying on OLS 

estimation perform significantly worse than the models which estimate the demand func-

tion directly in its multiplicative form like the Poisson and Negative Binomial regression 

models. The good performance of the OLS model in the DOCP test with absolute value of 

the error as loss function is relativized by the large variance of the mean compared to the 

other models. 

To assess if it is worth the effort to compare different models one should look at the vari-

ance of the coefficients being estimated since they are the values of interest. When there 

are no notable differences in the size of the coefficients one could argue that the choice of 

the correct model is not too important. Table 12 depicts the marginal effects defined as 

elasticities calculated from the estimated coefficients.29 

The first thing to be noticed is that there is a quite substantial variance in the estimated 

elasticities between the different models. The price elasticity ranges from –0.261 (zero-

truncated PPML) until very high –0.741 (OLS). 

One-step models: 

Variables OLS Zero-truncated 
OLS 

PPML Zero-truncated 
PPML 

NB Zero-truncated 
NB 

Fuel price -0.741** -0.345* -0.473** -0.261* -0.483** -0.324* 

Income (real) 1.186** 0.171** 0.533** 0.193** 0.543** 0.181** 

Two-step models: 

Variables Hurdle OLS Hurdle PPML Hurdle NB Heckman ZIP ZINB 

Fuel price -0.603* -0.351* -0.418** -0.348** -0.351* -0.414** 

Income (real) 1.085** 0.467** 0.454** 0.178** 0.467** 0.455** 

* p<0.05; ** p<0.01 

Table 12: Marginal effects 

For the income elasticity the range is even larger: 0.171 (zero-truncated OLS) until  –

1.186 (OLS). So it is worth to compare different models to estimate fuel demand elastici-

ties. Part of the variance however can be explained by the differences regarding the speci-

fication. Considering the one-step models, the zero-truncated versions always lead to 

smaller elasticities in absolute terms. This is due to the fact, that in these models only 

                                                 
29  Table 13 in the Appendix shows the complete regression results of the analyzed models. 
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households are taken into account, which have a car. The one-step models which include 

all households combine the elasticities of the decisions of buying a car and how much to 

drive. Especially the income effect is by far bigger for the investment decision to buy a 

car than for the marginal decision of how much to drive once the car is in the garage. This 

finding already is a strong argument for the application of two-step models since most of 

the time researchers and politicians are interested in the overall price effect on driving 

demand and thereby on fuel demand which in turn causes GHG emissions. 

The second noticeable finding is that the price elasticities estimated by OLS and Hurdle 

OLS which include all observations are beyond the range of elasticities found in the exist-

ing literature. Hanley et al. (2002) specify the range in their literature review beginning 

with 0.25 for short-run and ending with –0.6 for long-run elasticities. Since we are esti-

mating a static model we cannot say something about the time dimension, but nevertheless 

the non-zero-truncated OLS model yields marginal effects beyond the scope typically 

found in the literature. 

The third remarkable result is that the price elasticity estimate of the zero-truncated OLS 

differs only slightly from those of our most preferred model, the Hurdle PPML. This 

shows that the zero-problem seems to be the largest problem with respect to the extent of 

the bias as this is excluded by the zero-truncated OLS regression model. 

Another noteworthy result is that the one-step zero-truncated count models (PPML and 

NB) have diverse results, while their non-zero-truncated versions lead to very similar re-

sults concerning the price elasticities. That hints at the fact that the zeros cover the over-

dispersion which exists in the non-zero part of the sample for which the NB model con-

trols and the PPML model does not. This explanation is confirmed by testing the 

statistical significance of the overdispersion parameter �, which is positive and statistical 

different from zero. This is also the case for the sample including the zeros but here the 

impact of the overdispersion is most probably outweighed by the effect of the excess ze-

ros. This explanation would also explain the fact that the elasticity estimates of the two-

step models using the Poisson model as second step differ from those using the NB model 

as second step. 

Another peculiarity attracts attention while comparing the marginal effects of the Hurdle 

PPML with the ZIP model and the marginal effects of the Hurdle NB with the ZINB mod-

el: The models using a Poisson regression as second step (Hurdle PPML and ZIP) lead to 

exactly the same results while this is not the case for the Hurdle NB in comparison with 

the ZINB model. For understanding this result one should recall some of the features of 

zero-inflation and the NB model in comparison to the Poisson regression. The two count 

models differ in the capability of incorporating excess zeros. The NB model is able to ex-

plain more zeros than the Poisson model as it controls for overdispersion. The first step in 
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the Zero-Inflated models, in contrast to the first step of the Hurdle model, only explains 

the zeros which are not explained by the model of the second step. In case of the Zero-

Inflated PPML all zero observations are attributed to the first step. This makes it equal to 

the Hurdle PPML model, since the Hurdle model explains all zero observations per defini-

tion. In case of the ZINB model not all zeros are attributed to the Probit model on the first 

step, as the NB model on the second step explains the zero observations to a certain extent 

itself. This can be seen by looking at the coefficients estimated by the Probit regression in 

the first step in each of the four models30. 

Last, not only the statistical tests prove that there is little to no difference between choos-

ing Hurdle or Zero-Inflated models with count data models as second-step but also the 

estimation results of the Hurdle PPML model are rather similar if not equal to the ZIP 

model as well as the results of the Hurdle NB and the ZINB model. 

2.6 Conclusion 

This study presents empirical models which are used, or should be used for the estimation 

of fuel demand elasticities. At the same time we introduce methods to compare the empir-

ical performance of the different models. Applying the different models and tests to a 

German household dataset we show the importance of assessing the goodness of fit of the 

respective model to the data at hand as estimates can differ quite substantially between 

different estimation models. 

A common phenomenon in the applied econometrics literature is the existence of a work-

horse model in each branch which is adopted again and again without scrutinizing. In the 

fuel or vehicle travel demand literature this is, for example, the log-linear model. Silva 

and Tenreyro (2006) showed however, that the log-linear model has some flaws in the 

application to right skewed data with a large fraction of zero observations in the depend-

ent variable. This data pattern also applies to driving or fuel demand micro data as there 

are always people who do not drive in the observation period especially in Europe where a 

decisive fraction of households does not own a car. Therefore this paper provides an over-

view of empirical models which are applied in the estimation of price elasticities of travel 

demand and those models which possibly should be applied. We compare the different 

models with regard to their suitability in the estimation of price elasticities on theoretical 

grounds. The models discussed make different assumptions concerning the distribution of 

the analyzed data as well as concerning the data generating process which is behind the 

data. For our specific dataset a two-step approach seemed to be most promising as it mod-

els the decision to drive and the decision how much to drive separately which fits very 

well the large fraction of zero observations for kilometers driven. 

                                                 
30  See Table 14 in the Appendix for the regression results. 
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Besides the theoretical assessment of the models we present three different statistical 

methods to compare the model’s empirical goodness of fit. The Model Confidence Set 

(MCS), the Leave-One-Out Cross-Validation and an approach which compares the count 

probability of the predictions with the count probability of the true observations. Since the 

selected models partly base upon different distributional assumptions we cannot resort to 

typical model comparison tests like the Vuong test or measures like the Akaike or Bayesi-

an Information Criterion as they rely on the likelihood as comparison measure which does 

not allow the comparison of models with different distributional assumptions. 

Applied to our case study – the German Mobility Panel – the model comparison tests 

identify the Two-Part models with a Probit- as first and Poisson regression as second step 

as the best performing model. Further well performing models are the Two-Part models 

with a Negative Binomial regression model as second step. The workhorse model – the 

log-linear model – however is not among the best models according to our comparison. 

One has to emphasize at this point that this is no general result as it can differ from sam-

ple to sample. But this result shall encourage researchers to test the goodness of fit of var-

ious models to their analyzed data. This is stressed even more looking at the variability of 

the results depending on the different estimation methods. In our case the estimations of 

the price elasticity vary between –0.261 and –0.741. The ratio of these estimates is larger 

than the factor 2 which is crucial when it comes to the derivation of policy advice. 

An interesting expansion of this study would be the application to another case study and 

the question if the patterns shown for the German data hold true for other countries or re-

gions as well. 

In any case, this work shows that it is advisable to scrutinize the empirical model with 

respect to the data and the hypothesis to be tested. 
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2.8 Appendix 

A1. Bias after adding a constant 

In the following we show how adding a constant to the dependent variable leads to biased 

coefficients: 
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Adding an infinitesimal constant � to the dependent variable � to circumvent the problem 

of zeros leads to a biased estimator of �� after taking the logs. 

 � (ln(��) ln(�)�������) = ��ln(�� + 1) ln(� + 1)������������� (A.3) 

The equality in equation A.3 only holds in special cases. Generally adding a constant 

leads to a biased estimator of ��. 

A2. Confidence Intervals of the mean errors for LOOCV and the differences in 

count probabilities 
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Figure 9: 95% confidence intervals of the mean errors for the test statistics of the LOOCV method and the 
DOCP method. The rationale behind the assessment of the statistically significant difference between the models 
is as follows: For each test models are included according to their rank until the confidence intervals overlap. 
Therefore the diagrams include the best models with overlapping confidence intervals plus the next model in the 
ranking whose confidence interval does not overlap with the confidence intervals of the preceding models. For 
the DOCP test with the absolute value of the error loss function this method does not allow a distinction between 
the models. 

A3. Regression results of all models in the log-log specification 

One-step models: 

Variables OLS Zero-truncated 
OLS 

PPML Zero-truncated 
PPML 

NB Zero-truncated 
NB 

Fuel price -0.741** -0.345* -0.473** -0.261* -0.483** -0.324* 
 (0.267) (0.134) (0.146) (0.126) (0.163) (0.127) 

Income 
(real) 

1.186** 0.171** 0.533** 0.193** 0.543** 0.181** 
(0.073) (0.035) (0.041) (0.035) (0.052) (0.034) 

Household 
size 

0.627** 0.158** 0.186** 0.064* 0.269** 0.087** 
(0.065) (0.032) (0.037) (0.032) (0.038) (0.031) 

Employed 0.172** 0.327** 0.257** 0.287** 0.274** 0.289** 
 (0.059) (0.029) (0.033) (0.028) (0.033) (0.027) 

Constant -5.810** 1.893** -0.792** 1.971** -0.922* 2.069** 
 (0.538) (0.257) (0.300) (0.258) (0.379) (0.244) 

        
N 4891 3968 4891 3968 4891 3968 
        
AIC 17950.4 7990.2 114807.3 68383.3 41887.8 34327.4 
BIC 17982.9 8021.6 114839.7 68414.7 41926.7 34365.2 

Two-step models: 
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Variables Hurdle OLS Hurdle PPML Hurdle NB ZIP ZINB Heckit 
Fuel price -0.344** -0.261* -0.327* -0.261* -0.325* -0.348** 
 (0.133) (0.126) (0.128) (0.126) (0.128) (0.134) 

Income (real) 0.171** 0.193** 0.180** 0.193** 0.181** 0.178** 
 (0.035) (0.035) (0.034) (0.035) (0.034) (0.037) 

Household 
size 

0.157** 0.064* 0.089** 0.064* 0.087** 0.161** 
(0.032) (0.032) (0.031) (0.032) (0.031) (0.033) 

Employed 0.326** 0.287** 0.289** 0.287** 0.289** 0.326** 
 (0.029) (0.028) (0.027) (0.028) (0.027) (0.029) 

Constant 2.588** 1.971** 2.077** 1.971** 2.067** 1.837** 
 (0.256) (0.258) (0.243) (0.258) (0.245) (0.279) 

              
N 4891 4891 4891 4891 4891 4891 
       
AIC 11867.0 72291.3 40038.9 72291.3 38230.8 11902.2 
BIC 11932.0 72356.3 40103.8 72356.3 38302.3 11980.1 

* p<0.05; ** p<0.01 

Table 13: Complete regression results. 
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A4. First-step regression results of the Hurdle and the Zero-Inflated models 

Variables PPML ZIP NB ZINB 
Fuel price -0.339 0.339 -0.339 0.336 
 (0.272) (0.272) (0.272) (0.273) 

Income (real) 1.029** -1.029** 1.029** -1.031** 
 (0.078) (0.078) (0.078) (0.078) 

Household size 0.627** -0.627** 0.627** -0.629** 
 (0.072) (0.072) (0.072) (0.072) 

Employed -0.085 0.085 -0.085 0.086 
 (0.058) (0.058) (0.058) (0.058) 

Constant -6.851** 6.851** -6.851** 6.865** 
 (0.566) (0.566) (0.566) (0.569) 

* p<0.05; ** p<0.01 

Table 14: Probit regression results of the first step for the Hurdle and the Zero-Inflated models. Note that the 
Probit model of the Zero-Inflated models estimates the probability for the observation being zero and not 1 as it 
is the case for the Hurdle model. Therefore the signs of the coefficients shift between the Zero-Inflated and the 
Hurdle models. 
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Climate Policy Measure Index 

Julian Dieler* 

Climate policy has been a prominent topic in the political arena as well as in several 

fields of research for many years already. Although protecting the climate is originally an 

international issue, the up to now limited success of international climate negotiations has 

resulted in the fact that most action against climate change has been taken on country 

level so far. To enable the analysis of countries’ policies to reduce GHG emissions it is 

useful to have a composite measure which integrates the multitude of individual policy 

measures into one figure. This is what the Climate Policy Measure Index (CPMI) is de-

signed for. It facilitates the analysis of the stringency and effectiveness of climate policy 

in the countries. The CPMI provides cross-country comparisons of the stringency of cli-

mate policy as well as a comparison of the development over time (1991-2012). The major 

contribution to the existing indices in this field is the entirely data-driven aggregation of 

the several sub-indicators to one composite indicator, which also considers the effective-

ness of the respective policy category with respect to the reduction of the emission intensi-

ty of production. Thereby the CPMI provides a high degree of objectivity and transparen-

cy, which is of high importance for scientific applicability as well as for the informative 

value for the public. 
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3.1 Introduction 

The main purpose of indices is to integrate large amounts of information into a format 

which provides an easily accessible overview of the underlying information. Well-known 

examples for indices are stock market indices like the Dow Jones or DAX. They comprise 

price information about all the different stocks which are part of the particular stock mar-

ket index and in practice they are interpreted even broader, namely as indicator for the 

entire stock market’s performance. In the field of climate related policies the need for in-

formation condensation is at least as high if not even higher than on the stock market. For 

climate policies, it is hardly possible to get a quick overview of the current effort of coun-

tries to curb greenhouse gas (GHG) emissions, not to mention of their success in doing so. 

This is even the case looking at one country only without cross-country comparisons. This 

has several reasons, first of all the quantity of different policies. The United States, for 

example, currently have more than 130 climate change related policies in place on nation-

al level.31 Second, it is difficult to compare the different policy measures as they differ 

with regard to their type (e.g. economic, command and control or information and educa-

tion instruments) and with regard to their target (e.g. electricity, heat or transport). And 

third it is difficult to assess the relative importance of a policy, meaning the potential 

GHG emission reduction by a certain instrument. Thus, it is not surprising that there is a 

long list of indices dealing with climate issues.32 Surminski and Williams (2012) describe 

the history of climate related indices as an evolution which started with indices measuring 

outcome variables like emissions or degrees of environmental pollution. Nowadays the 

focus shifts more and more towards looking for indicators which give information about 

the input variables. Input variables can either be actual input factors like resources, or pol-

icy measures which can also be seen as input factors in the various processes which lead 

to GHG emissions. Among the 33 commonly referenced environmental indices (Surminski 

and Williams 2012) there are only 6 indices which include climate or environmental poli-

cies in their assessment. The way of incorporating policy measures varies considerably 

between the different indices. The Climate Change Performance Index (CCPI) by Ger-

manwatch (2013), for example, compile the policy oriented sub-indicator based on expert 

opinions. By contrast the Climate Laws, Institutions and Measures Index (CLIMI) in-

troduced by Steves and Teytelboym (2013) and the Index of Sustainable Energy (ESI) 

from the European Bank for Reconstruction and Development (EBRD, 2008) rely on 

scores they award to each considered policy in comparison to other countries’ effort in 
                                                 
31  This number is taken from the IEA Policies and Measures Database (IEA, 2015a). It depicts the number 

of policy measures against climate change, which are currently in place and were introduced after 1973. 
The figure stated must even be seen as a lower bound, as the list of the IEA is not completely exhaus-
tive. 

32  See Annex 1 in Surmsinki and Williamson (2012) for a comprehensive list of environmentally related 
indices. 
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this measure. These three examples already clearly show the difficulties implied by the 

construction of a policy index: The first difficulty is finding a measurement method for 

the different policies which cannot be measured metrically. This includes all regulatory 

policies as well as information and education instruments. The second difficulty, once a 

measurement method is found, is to make the indicators comparable between countries 

(see Holzinger (2006) for an extensive discussion of comparability problems of indices). 

Another challenge in the construction of policy indices is, of course, the data availability 

problem which increases in the targeted number of countries and time periods the policy 

index shall cover. The less countries, or the shorter the time frame covered by the index, 

the better is the data quality, obviously. But at the same time the information value is very 

limited for an index consisting of two or three countries only, as it is prone to problems of 

sample selection. Another difficulty is finding meaningful weighting factors for the ag-

gregation of the sub-indicators. This problem is in most cases solved by simply using 

equal weights. The first two problems can at least to some extent be circumvented by fo-

cusing on metrically measurable policy instruments like taxes, subsidies or tradable per-

mits. This approach is already applied by Künkel and her coauthors (Künkel et al. 2006) 

in constructing their Climate Performance Index (CPI). In contrast to the indices men-

tioned earlier, the CPI concentrates on climate policy and does not assess the development 

of several other sub-indicators like the development of GHG emissions, or the ecosystem 

vitality which are outcome indicators of climate policies. 

The Climate Policy Measure Index (CPMI) introduced in this study follows the basic ap-

proach of the CPI by focusing on metrically measurable climate policy measures. At the 

same time it makes two significant contributions: Firstly, the CPMI covers 33 countries33 

instead of 24 OECD countries covered by the CPI. Furthermore, the CPMI is constructed 

for the continuous period between 1991 and 2013 instead of three single years (1992, 

1997 and 2005) as it is the case for the CPI. The second contribution of the CPMI is 

methodology wise. Instead of using educated guesses for the weights or equal weights the 

CPMI uses data based weights for the sub-indicators of the different policies considered. 

To be more precise, the weighting inside the sub-indicators is done by using shares re-

flecting the scope of the respective policy instrument. For the weighting of the sub-

indicators, estimated elasticities are used, which describe the impact of the sub-indicator 

on the emission-intensity of production. Thereby the stringency measure of the CPMI 

consists of two parts: First, it consists of the level of the policy and second it consists of a 

measure for the effectiveness in reducing carbon intensity. This implies that a high tax on 

e.g. fossil fuel consumption alone is not enough to rank high in the CPMI. The tax also 

has to be effective with respect to reduction of the carbon intensity. Both aspects will be 

                                                 
33  These are all OECD countries except for Iceland. The absence of Iceland is due to data availability. 
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referred to as stringency in the remainder of this study. The goal of the resulting index is 

not only to provide information about the development of the stringency of a country’s 

climate policies over time and relative to other countries but also to serve as a sound basis 

for empirical analysis. 

The overarching results of the index are that the stringency of climate policies seems to 

have increased in recent years and that despite the variation in the rankings over time 

there are few countries which always perform well with regard to the stringency of cli-

mate policies. The CPMI provides the possibility to track the strictness in climate policy 

for each country included over time as well as a cross-country comparison at specific 

points in time. A by-product of the empirical analysis for the calculation of weighting fac-

tors is the finding that the impact of climate policies is rather small expressed in elastici-

ties and that subsidies on renewable energy are more effective than taxes on fossil fuel 

products and carbon prices in decreasing the emission intensity of GDP. 

The paper is structured as follows: The next section briefly summarizes the existing cli-

mate policy indices with regard to the applied methodologies and results. In the subse-

quent section, the data which is used to construct the CPMI is presented. Section 3.4 looks 

at the theoretical framework behind the CPMI and the methodology applied to compile the 

index. The following section 3.5 summarizes the results. Furthermore section 3.5 will pre-

sent some sensitivity analyses to check for the robustness of different standardization 

methods. Finally, section 3.6 discusses the results and concludes. 

3.2 Short overview of existing climate policy indices 

As already mentioned in the introduction there are a lot of indicators related to environ-

mental and/or climate issues. Surminski and Williamson (2012) singled out 33 environ-

ment or climate related indices from a very comprehensive policy index survey conducted 

by Bandura (2008), who identified 178 different indices over all fields (economic, politi-

cal, social or environmental topics). Most of the 33 environmentally related indices assess 

the environmental status, for example by measuring emissions of pollutants or the degree 

of water pollution. The motivation for the construction of these so called outcome or im-

pact indicators was to measure the success or failure of governments in their efforts to 

improve the environmental status. When it comes to the measurement of countries’ strict-

ness in environmental policies, however, outcome indicators are only helpful to a certain 

degree, because the emissions of GHG, for example, have many other drivers apart from 

the government’s effort to reduce emissions. A good example for the multiple dimensions 

of GHG emissions is the recent shale gas revolution in the United States. The develop-

ment of shale gas and its partial substitution of coal in the electricity production was defi-

nitely one important factor in bringing down total CO2 emissions in the United States.  



60 Chapter 3  

 

 

 

 

Figure 10: Emissions and GDP in the United States (source EIA (2015a) and OECD (2015a), own diagram) 

Figure 10 depicts total CO2 emissions as well as CO2 emissions from Coal and Natural 

Gas which also includes shale gas. It can be seen that natural gas consumption is picking 

up from 2005 onwards, whereas coal consumption starts shrinking at still increasing eco-

nomic activity measured by GDP per capita. At the same time total emissions start de-

creasing which could be due to a partial substitution of coal by gas which has lower car-

bon content. Another important driver of CO2-emissions is definitely economic activity as 

can be seen in Figure 10 as well. Therefore the focus of indices which are supposed to 

measure the strictness of environmental policies shifted in recent years more and more to 

the attempt of measuring the policies impact directly as an input in the emission generat-

ing process. That means the strictness of climate policy is no longer measured by means 

of outcome, like the amount of emissions, but it is measured by the design of single policy 

measures which intend to curb emissions. The latter indicators will be called direct policy 

indicators for the remainder of this study. In the following six indices will be presented, 

which either consist of direct policy indicators mixed with other indicators, or solely focus 

on direct policy indicators. 

Table 15 gives an overview of currently available indices including direct policy indica-

tors. They are compared with respect to their geographic and temporal coverage, the actu-

al policy measures underlying the direct policy indicator and the applied weighting and 

aggregation method. It is also depicted which indicator types are applied. Pure indicators 

solely consist of direct indicators measuring the policy variables and mixed indicators 

apply direct as well as outcome variables as indicators. Apart from the ISE (EBRD 2008) 

all indices cover a large share of the OECD countries if not all of them. The ISE has a 
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special focus on the development of environmental policies in the transition countries and 

they include merely Germany, the Netherlands, Spain and the UK as benchmark countries. 

Especially the Environmental Performance Index (EPI) (Hsu et al., 2013), the CLIMI 

(Steves and Teytelboym 2013) and the CCPI (Germanwatch 2013) cover a huge number 

of countries up to 178 including all OECD and the five BRICS countries. The indices can 

further be differentiated regarding the time horizons they cover: There are three indices 

(CCPI, CDI (Birdsall and Roodman 2003) and EPI) which are compiled on a regularly 

basis, meaning yearly or even twice a year (EPI). The other three indices were provided 

only once or three times in case of the CPI (Künkel et al. 2006). The policy types covered 

in the different indices vary a lot, as does the amount of policies included in the indices. 

All but one index contain metric as well as non-metric policies. Metric policies are, for 

instance, taxes or subsidies which put tangible numbers on the consumption or production 

of a special good which can be made comparable by means of normalization. This is not 

the case for non-metric policies like regulation on energy efficiency or information and 

education measures, for example. Therefore those indices which contain non-metric 

measures use scores, which are attributed to the particular policies. These scores either 

stem from surveys among experts (CCPI) or they are determined relatively in comparison 

to national goals or in comparison to the design of equivalent policies in other countries 

which are part of the sample. The only index which focuses on metrical measurable poli-

cies is the CPI.  
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Index Coverage Direct policy indicators Methodology 

T
yp

e
 

Climate Change 
Performance 
Index (CCPI) 

58 countries 
(incl. OECD & 
BRICS), annu-
ally since 2004 

Policies: promotion of renewa-
ble energies, increase of effi-
ciency and measures to reduce 
GHG emissions 
Measurement: Expert ratings  

Structure: Policy is one of three 
sub-indicators. 
Weighting: Fixed weighting factors 
based on educated guesses. 

m
ix

e
d

 

Commitment to 
Development 
index (CDI) 

27 OECD 
countries, 
annually since 
2003 

Policies: fishing subsidies and 
regulation of illegal timber 
exports 
Measurement: relative scores 

Structure: Environment is one of 
six sub-indicators 
Weighting: Fixed weighting factors 
based on educated guesses. 

Climate Laws, 
Institutions and 
Measures Index 
(CLIMI) 

95 countries 
(incl. OECD & 
BRICS), 2011 

Policies: Broad scope of poli-
cies divided into 4 policy areas 
(International cooperation, 
Domestic climate framework, 
Sectoral fiscal or regulatory 
measures or targets and Cross-
sectoral fiscal or regulatory 
measures) 
Measurement: relative scores 

Structure: Structured according 
the policy areas, no non-policy 
sub-indicators  included 
Weighting: Fixed weighting factors 
based on educated guesses for 
Policy indicators and for most of 
the single policies except for the 
sectoral policies. They are 
weighted according to emissions 
affected. 

p
u

re
 

Climate Perfor-
mance Index 
(CPI) 

24 OECD 
countries, 
1992, 1997 
and 2005 

Policies: 6 areas of policies 
(e.g. Industry, Energy Efficien-
cy). As indicator for the climate 
policy in each of these areas 
there is at least one policy (e.g. 
taxes, subsidies). 
Measurement: Only metric 
indicators, can be measured 
directly 

Structure: Structured according 
the policy areas, no non-policy 
sub-indicators  included 
Weighting: The sub-indicators for 
the areas as well as the policy 
measures in the different areas are 
fix and equally weighted. 

Environmental 
Performance 
Index (EPI) 

178 countries 
(incl. OECD & 
BRICS), bian-
nually since 
2002 

Policies: agricultural subsidies 
and pesticide regulation 
Measurement: relative scores 

Structure: Environmental policy 
indicators are included in the sub-
sub-indicator agriculture which in 
turn is part of the sub-indicator 
ecosystem vitality. 
Weighting: Weights are set accord-
ing to the assessment of the data 
quality of the single variables and 
the importance of the indicators 
and categories with respect to 
policymaking. 

m
ix

e
d

 

Index of Sus-
tainable Energy 
(ISE) 

33 countries 
(mostly for-
mer USSR and 
4 European 
comparative 
countries), 
2008 

Policies: subsidies, taxes 
Measurement: relative scores 

Structure: Index consists of three 
components: Energy Efficiency, 
Renewable Energy and Climate 
Change which are evaluated on 
basis of the three pillars institu-
tions, market incentives and out-
comes. Policy measures are includ-
ed in the first two pillars. 
Weighting: The components are 
equally weighted as well as the 
policy measures inside the three 
pillars. 

Table 15: Methodological overview of existing climate policy indices (source: methodology reports of the indices, 
own illustration) 
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Country CCPI CDI CLIMI CPI EPI ISE 
Australia 21 21 22 22 2 

 
Austria 13 11 13 11 6 

 
Belgium 8 8 11 16 22 

 
Canada 22 22 21 10 17 

 
Czech Republic 16 5 12 21 3 4 

Denmark 1 6 6 3 10 
 

Finland 15 3 1 1 13 
 

France 5 10 2 7 19 
 

Germany 10 9 10 4 4 1 

Greece 19 15 16 19 16 
 

Hungary 6 2 18 17 20 5 

Ireland 7 17 9 12 14 
 

Italy 9 13 14 9 15 
 

Japan 20 20 15 13 18 
 

Netherlands 14 12 8 5 9 3 

New Zealand 17 16 17 14 11 
 

Norway 12 19 5 6 8 
 

Portugal 2 4 19 20 12 
 

Spain 11 7 4 18 5 2 

Sweden 3 1 7 2 7 
 

Switzerland 4 14 3 8 1 
 

United States 18 18 20 15 21 
 

Table 16: Rankings of the different indices applied to a subsample of countries which are covered by all indices 
except for ISE. The rankings stem from the most recent versions of the indices (source: own illustration). 

The most prominent weighting method to aggregate all the single indicators is the use of 

fixed weights. The CPI and the ISE use fixed and equal weights for aggregating the single 

components of each indicator. The CLIMI uses fixed and equal weights as well, except for 

the sectoral policy indicators, which are calculated with the help of each sector’s share in 

emissions. Another data-driven weighting method is to make use of the data quality of 

each policy indicator. This means to evaluate the indicators according to completeness, 

number of missing observations or representativeness, for example (Hsu et al. 2013). The 

Yale Center for Environmental Law & Policy uses data quality and expert opinion for 

their EPI. Germanwatch (2013) and Birdsall and Roodman (2003) rely on expert opinion 

only for determining the weighting factors of the CCPI and CDI. 

In anticipation of section 3.4, which sets out the methodology of the CPMI, the contribu-

tion of the CPMI becomes very clear at this point. Similar to the CPI, the CPMI covers 

metric policy measures only, in order to be able to rely merely on figures. What distin-

guishes the CPMI, however, from all existing climate policy indices is the fully data-
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driven determination of the weighting factors and the inclusion of an effectiveness meas-

ure which is estimated empirically. 

Regarding the multitude of different approaches and methods in compiling indices it is not 

surprising that the results of different indices vary quite substantially. Table 16 shows the 

country rankings for the reviewed indices applied to a subsample of 22 countries. This 

subsample was selected as it represents the countries which are included in all indices ex-

cept in the ISE. The intersecting set of the ISE with all other indices is rather small due to 

ISE’s focus on transition countries. Table 16 emphasizes the importance of sensitivity 

analysis of the outcome of an index with respect to the selection, weighting, normalization 

and aggregation of variables (Freudenberg 2003). 

3.3 Data 

The CPMI covers all OECD-countries except for Iceland, which is due to data availability. 

Thereby it covers nearly 40%34 of current worldwide CO2 emissions. The time horizon 

includes the years from 1991 until 2013. The year 1991 is chosen because hardly any cli-

mate policies were passed before that date, at least not with the intention to reduce GHG 

emissions. The United Nations Framework Convention on Climate Change (UNFCCC) 

was founded in 1992 and can be seen as the starting point of international as well as na-

tional efforts to curb anthropogenic climate change (UNFCCC 1992). The latest year for 

which it is possible at the moment to construct such an index due to data availability is the 

year 2012. 

As pointed out several times already, the CPMI consists exclusively of metric measurable 

policy measures. Specifically, it is composed of three policy categories: Taxes on energy 

products (oil and coal products, natural gas and electricity), subsidies on renewable energy 

production and carbon taxes or emission trading systems (ETS), respectively. 

The taxes on energy products stem from the IEA Energy and Prices Statistics database 

(IEA 2015b). The International Energy Agency (IEA) provides taxes35 as well as prices on 

a very disaggregated basis regarding the different energy products. In total the IEA Energy 

and Prices Statistics comprise 14 different products, including multiple types of fuel oils, 

diesel, different grades of gasoline, LPG, natural gas, two types of coal products (steam 

and coking coal) and electricity. If there is more than one price or tax available per prod-

uct and country, the IEA creates a representative price or tax series for that product (IEA 

2012). Next to the differentiation according to the different product types, the taxes are 

also distinguished by the sectors in which they incur. These sectors are industry, house-

holds and energy generation. Considering the unit of the prices and taxes, the user can 

                                                 
34  Calculated on the basis of emission levels from 2012 (EIA, 2015a). 
35  Subsidies on fossil fuel consumption are also included and embodied as negative tax rates. 
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choose between national currency (nat. cur.) per unit and nat. cur. per ton of oil equivalent 

(toe) which is a measure of the energy content.36 For constructing an index, the latter unit 

is of course preferable as it is comparable over all energy products. The conversion into 

nat. cur. per toe is done by the use of country specific conversion factors (IEA 2012, pp. 

11). 

Unfortunately, there is not such a rich database for policies which foster the energy pro-

duction from renewable sources as there is for the taxes on energy. Considering one of the 

most common policy measures to subsidize renewable energy production – feed-in tariffs 

– one would need differentiated tariffs according to the different technologies and the en-

ergy production of the respective technologies to calculate a weighted average feed-in 

tariff per country. So far there is no collection of such data for the OECD countries over 

time. Therefore policies which promote renewable energy production are measured by a 

proxy in the CPMI. The chosen proxy is the installed capacity of renewable energy pro-

duction, or more precisely the growth of the installed capacity, which is the key figure 

when it comes to the measurement of investment or production subsidies. The growth of 

the installed capacities is a more direct measure than for example production shares of 

renewables, since the energy production depends on even more factors than the installed 

capacity, such as weather conditions or the structure of energy demand. In contrast to the 

energy tax indicator, which is an input measure which directly measurs the policy activity, 

the indicator for subsidies on renewables is a more indirect measure as it measures a first 

policy output. Surminski and Williamson (2012) call this type of indicator an intermediate 

indicator because although it measures a policy output it is not the intended final output of 

the policy, which would in this case be the reduction of GHG emissions. The indicator for 

the fostering of renewable energy sources includes all forms of renewable energy 

sources.37 The data on installed capacities is taken from the IEA statistic OECD – net Ca-

pacity of Renewables (IEA 2015d). The capacity is measured in MW electricity equiva-

lents (MWe) as the data includes plants which produce electricity as well as heat. 

The third policy category consists of carbon pricing. This includes both carbon taxes and 

ETSs. In the OECD countries there are currently 7 different trading systems in force (see 

Table 20 in the Appendix for an overview of all carbon pricing mechanisms in OECD 

countries). An eighth ETS, the Carbon Pricing Mechanism (EPM) of Australia, is also 

covered by the CPMI. But this one has already been abolished after being in force for only 

two years (2012/2013). In 28 of the 33 countries considered, there are (or were) trading 

schemes in place. The CO2 emissions covered by the 8 ETSs amount to 6.12 billion tons 

                                                 
36  1 toe corresponds to an energy content of 107 kcal. 
37  The renewable energy sources included are: Hydro, Geothermal, Solar, Tide/Wave/Ocean, Wind, Waste 

and Biofuels. 
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of CO2. That makes up approximately 17% of global CO2 emissions.38 A carbon tax is 

applied in 12 of the countries included in the CPMI. Apart from Mexico, all carbon tax 

countries also make use of an ETS, with Canada’s ETS and carbon tax affecting two dif-

ferent regions (Québec and British Columbia). Further ETSs which apply to parts of the 

country only are the Japanese (Tokyo and Saitama) and the US (California and Northeast) 

systems. 

3.4 Theoretical Framework and Methodology 

 

Figure 11: Structural overview of the CPMI (source: own illustration) 

Following the classification by Freudenberg, the CPMI is a Composite indicator consist-

ing of three thematic indicators, the three policy categories: taxes on energy products, 

subsidies on renewable energy sources and carbon pricing. They in turn consist of differ-

ent individual indicator sets (Freudenberg 2003, p. 7). Figure 11 gives an overview of the 

structure of the CPMI. This section explains the structure in a bottom up style, meaning 

that the composition of the three policy categories with their individual policy indicators 

are explained first, and in a second step the aggregation to one single indicator is ad-

dressed. 

                                                 
38  Calculation is made for the year 2013. 
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3.4.1 Taxes on Energy Products 

The energy taxes category covers taxes on all fossil fuels (oil products, natural gas and 

coal products) and on electricity. In 2010 the combustion of fossil fuels accounted for 

93% of all CO2 emissions in the OECD countries.39 As already pointed out in the data sec-

tion, the tax data (IEA 2015b) is available on a highly disaggregated product level. Some 

of the products listed in Figure 11 consist themselves of several sub categories of products 

like Gasolines, for example. Figure 11 also illustrates the differentiation of the taxes with 

respect to the three sectors: households, industry and the energy generating sector. In total 

there are 23 different tax combinations between products and sectors, as not every sector 

uses all products. One drawback of the Energy Prices and Taxes statistic is the not negli-

gible amount of missing values. Especially problematic for the construction of an index 

over time are missing values within a time series since this would be equivalent to the 

abolishment of a tax which is a rather rare event (cf. Bauer 2006). Furthermore the data-

base indicates the reason for missing values. It states if a missing value is not observed 

due to the fact that it simply was not collected or due to the fact that the data point cannot 

exist. In the first case, which is the case of a missing value in its original sense, a data 

imputation method is applied in this study which perpetuates the tax in a constant way. 

This extrapolation is used until new information is available or until the end of the respec-

tive time series. This prevents the energy tax indicator from unrealistic jumps and by us-

ing constant extrapolation there is no artificial variation introduced to the data, which 

could harm the empirical analysis of the tax indicator. On average there were 2.5 data im-

putations necessary per country and tax time series which comprise of 36 years each, since 

the tax data is available for a longer time period40 than the renewable energy capacity da-

ta, for example. In the second case, the case in which there is no tax, the observation is set 

to zero. 

For transforming the taxes of all 23 different product-sector combinations into one single 

indicator it is necessary to weigh and aggregate the single taxes. The weighting inside this 

sub-indicator is done by using the respective year-specific consumption. For this purpose 

again, data from the International Energy Agency (IEA) is used41. This guarantees con-

sistency with regard to the data collection and classification method. One could suspect 

that, using consumption shares as weighting factors leads to a certain cannibalization es-

pecially of effective energy taxes in the CPMI, as an increase of those would lead to a 

decrease in its share. But this is only the case if there is a high degree of between product 

                                                 
39  The remaining 7% stem from fugitive emissions and industrial processes. Source: own calculation on the 

basis of IEA (2015e and 2015f). 
40  The Energy Prices and Taxes statistic (IEA 2015b) provides data for the period from 1978 until 2013. 
41  Consumption data sources for the different product types: Oil products (IEA 2015g), coal products (IEA 

2015h), natural gas (IEA 2015i) and electricity (IEA 2015j). 
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leakage, meaning that the consumption of the highly taxed product is substituted to a large 

extent by another product; only then the denominator (i.e. total consumption) would stay 

constant. For the case in which the increased tax leads to a true reduction in the consump-

tion of fossil fuels, the share more or less stays the same. For the leakage case, on the oth-

er hand, it is sensible under policy effectiveness considerations that the share decreases. 

Since the consumption data is provided in product specific units like liters in case of gaso-

lines or tons in case of heavy fuel oils, it has to be standardized before calculating the sec-

tor and product specific weights. This is done by using product and country specific con-

version factors42 which allow converting the product consumption units into toe. The 

weighting based on the consumption allows the energy tax indicator to be interpreted as 

the average tax paid on energy products per toe in the three observed sectors. 

3.4.2 Subsidies for Renewable Energy 

As explained in the data section, subsidies on renewable energy sources are represented 

by the sum of the installed capacity of renewable energy technologies producing either 

electricity or heat. To make both types of energy comparable the capacity is measured in 

MWe. Since the main interest of the CPMI lies in the measurement of the stringency of 

countries’ climate policies, the annual growth of the installed capacity is used to represent 

subsidies on renewable energy technologies. If alternatively percentage changes were 

used, countries which start from very low levels would have huge percentage changes in 

the first years. Therefore absolute changes are applied. Since a 10 MWe expansion in the 

United States, however, is to evaluate differently from a 10 MWe expansion in Luxem-

bourg the absolute changes are corrected by country size by using the absolute growth in 

installed capacity per capita. 

3.4.3 Carbon Pricing 

The carbon pricing indicator is composed of carbon prices achieved by ETSs and of car-

bon prices set by a carbon tax. For the cross-country comparison with regard to carbon 

prices two things are important next to the carbon price, provided that there is a carbon 

pricing mechanism. First, the coverage of the pricing mechanism, meaning how many CO2 

emissions are governed by the respective mechanism, and second, the number of pricing 

mechanisms as in some countries there is an ETS as well as a carbon tax in force (see Ta-

ble 20 in Appendix). To generate an average carbon price for each country, the single car-

bon price indicators, similarly to the energy tax indicator, have to be weighted. First of all 

this is done by the share of emissions covered by the respective mechanism relative to the 

total GHG emissions of each country. Data on total emissions is taken from the IEA 

                                                 
42  The conversion factors are taken from the IEA report “Energy Prices and Taxes: Methodology Notes” 

(IEA, 2012). 



 Climate Policy Measure Index 69 

 

 

 

(2015e). Both are measured in CO2 equivalents. In those 11 countries in which both in-

struments are applied simultaneously the average of the weighted carbon prices is taken. 

This excludes double charging of companies, meaning it is assumed that taxpayers either 

pay carbon taxes or buy emission certificates but not both. This simplifying assumption 

has to be made due to missing information about the potential overlap of the systems. An-

ecdotal evidence shows that in many countries considered, taxpayers are governed by one 

or the other system and not by both. The emissions covered by the ETSs are provided by 

the status reports of the International Carbon Action Partnership (ICAP 2015). For the 

European ETS (EU ETS) country specific data is available at the European Environment 

Agency (EEA 2015). The information about the carbon tax coverage stems from the 

World Bank (2014). 

3.4.4 Aggregation of the Sub-indicators 

To aggregate the three sub-indicators to one single index, the sub-indicators have to be 

standardized and weighted. Standardizing is necessary because of the different units and 

scales shown by the sub-indicators. Aggregating the taxes on energy products and carbon 

pricing mechanisms could easily be done since both indicators represent a cost per unit 

consumed, which could be converted in a way that they have equal basis. Transforming 

the subsidy indicator into a cost indicator, however, is not so trivial. Therefore the indica-

tors are standardized before they are weighted. The standardizing method chosen is the 

most commonly applied method, namely the standard deviation from the mean as it has 

several advantages compared to other methods. It puts all sub-indicators on a common 

scale which is normally distributed with zero mean and standard deviation equaling one. 

The zero mean prevents the CPMI from being dependent on the different scales of the 

sub-indicators (Freudenberg 2003) and makes variables with completely different units 

comparable. The scale of the subsidy indicator, for example, is by far larger than those of 

the other two sub-indicators and also its unit is MWe compared to dollars per unit con-

sumed. As the CPMI allows comparison of the policy performance between countries at a 

certain point in time and comparison over time for individual countries, the standardiza-

tion has to be done in two dimensions. For the cross-country comparison, each sub-

indicator is standardized per year over all countries. This means that each country’s per-

formance is assessed in each of the three policy categories in relation to those of the other 

countries in a specific year. To also account for differences in the purchasing power in the 

different countries, the originally national currencies are converted to U.S. dollars using 

Power Purchasing Parities (PPP). Thereby a 10$ tax in Chile can be compared with a 10$ 

tax in Denmark. For the within-country comparison over time, the three policy categories 

are standardized using each sub-indicator’s time series of the respective country to depict 

the performance of a certain year relative to the performance of other years. 
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Not only the weighting inside the sub-indicators, but also the weighting between the sub-

indicators of the CPMI is data driven, which is one of the major contributions to the cli-

mate policy literature. Many composite indicators use equal weights or educated guesses 

about the importance of the single components. For the CPMI the impact assessment for 

the three sub-indicators is done empirically by estimating elasticities. The theoretical 

background for the estimation equation is the Kaya identity which is oftentimes the foun-

dation for the emission scenarios in Integrated Assessment Models (IAMs) (IPCC 2000). 

The Kaya identity decomposes the anthropogenic CO2 emissions into four factors (Kaya 

1990): 

 
�

���������

= �
����������

�

�
��� ��� ���.

�

�
������ ���������

�� ���

�

�
�������� ���������

�� ������

 
(1) 

These four factors constitute at the same time the leverages to reduce GHG emissions 

whereby the first two factors, population size and GDP per capita, are usually not part of 

the choice set of politicians while trying to reduce emissions. The factors left, which can 

be addressed by climate policy, are the last two: Energy intensity per GDP and emission 

intensity of energy production. Since climate policies impact both intensity components 

simultaneously, energy intensity of GDP and emission intensity of energy production are 

combined to emission intensity of GDP. This modified version of the Kaya identity con-

stitutes the basis for the estimation equation which shall produce the weights of the three 

policy indicators. The empirical strategy follows a two-step approach in which the impact 

of the policies on the emission intensity of GDP is estimated in a first step, and in a sec-

ond step the modified Kaya identity is estimated with an instrumented emission intensity 

of GDP. 

 First stage: 
�

���
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(2) 

The regression model described in equation 2 is estimated by a two-stage least squares 

panel-data model using country-fixed effects in a log-log specification. The panel struc-

ture of the data is clarified by the sub-indices � and �, standing for the country and the year 

respectively. The log-log specification provides the nice property that the coefficients can 

directly be interpreted as elasticities. In the first stage, the individual impact of the three 

policy categories on emission intensity is estimated. The emission intensity is taken from 
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an EIA database (EIA 2015b). In the second stage this estimated emission intensity43 is 

regressed on the CO2 emissions (IEA 2015e). It should be noted that this two-step regres-

sion is not used as an instrumental variable approach but the two-step structure should 

account for the channel through which policy measures can impact emissions in the 

framework of the Kaya identity, namely through the channel of emission intensity of 

GDP. The main goal of this exercise, however, is not to explain the determinants and their 

impact on CO2 emissions, but to obtain weights for the three policy categories of the 

CPMI. Therefore the focus lies on the regression results of the first stage. For complete-

ness Table 17, however shows the regression results of both stages. 

 Emission intensity of GDP 
(1st stage) 

Emissions 
(2nd stage) 

Emission intensity of GDP  0.829** 
  (0.096) 

Emissions (t-1) 0.659** 0.163* 
 (0.031) (0.071) 

Population -0.519** 0.654** 
 (0.081) (0.077) 

GDP per cap. -0.795** 0.763** 
 (0.031) (0.089) 

Taxes on Energy -0.015**  
 (0.006)  

Subsidies on Renewables -0.022**  
 (0.008)  

Carbon Pricing -0.004**  
 (0.001)  

R2 0.84 0.88 
N 627 627 

* p<0.05; ** p<0.01 

Table 17: Regression results for the weighting factors of the three policy categories 

In addition to the regression model depicted in equation 2, the final regression includes a 

lagged term of emissions to account for the dynamics in the development of CO2 emis-

sions. Although the results of the second stage are not of major significance in this study, 

they can serve as a plausibility check of the regression model. All factors of the second 

stage are statistically significant and show the expected signs. It is not surprising that the 

estimated emission intensity of GDP has a clearly positive impact on the emission level. 

The same is true for the emissions from the year before which makes clear the trending 

behavior. It is also not surprising that larger and richer countries emit more. Similarly to 

the emission level, also the emission intensity of GDP depends positively on the level on 
                                                 
43  The estimated variable is labeled with a hat in equation 2. 
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the emissions from the past period. The negative effect of country size in terms of popula-

tion size cannot be interpreted causally, as it is highly correlated with the lagged emis-

sions (correlation coefficient: 0.93). Thereby the negative population coefficient repre-

sents a smaller overall effect of past emissions rather than an impact of population on 

emission intensity. This can be shown by leaving population out of the regression, which 

leads to a smaller impact of the past emissions on the emission intensity. The coefficient 

for GDP per capita, however, does measure the impact of GDP per capita as its correlation 

with the past emissions is relatively small (correlation coefficient: 0.018). The elasticity of 

GDP per capita shows the negative relation between income and emission intensity. The 

most important result of the regression analysis, however, is the measurement of the cli-

mate policies’ impact on the emission intensity of GDP. 

The first thing to be noticed is that the magnitude of the elasticities is relatively small. A 

tax increase on energy products by 10%, for example, leads on average only to a reduction 

of the emission intensity by 0.15%. This result is quite sensible as the demand for energy 

products is rather inelastic. Typically taxes are more effective in the long run, but since 

the regression model is a static model only year over year elasticities are estimated. Sub-

sidies on renewable energy, here represented by growth of installed capacities of renewa-

ble energy plants, have a slightly larger elasticity in magnitude than taxes on energy con-

sumption have. Nevertheless it is still small. This is surprising at first sight, as at least the 

emissions from the electricity and heat production are impacted rather immediately by 

more power plants using renewable energy sources. But two facts have to be kept in mind. 

First, the so called rebound effect, which states that e.g. higher fuel efficiency reduces 

consumption, which in turn leads to lower fuel prices, and as a result demand is increased 

again. This goes back to Jevons’ Paradox (Jevons 1865). A second explanation might be 

that capacity is not automatically equal to power submitted to the network. The capacity 

installed has to be multiplied by the region- and technology-specific capacity factor, 

which for most renewable energy technologies is far from being equal to one. Even small-

er than the effect of renewable energy capacity is the effect of carbon pricing mechanisms. 

This again is not so surprising looking at the design and the current prices of the ETSs. 

Applying the estimated elasticity of the carbon pricing mechanism to the EU ETS, for 

example, illustrates why the elasticity is so small. The current EU ETS price is around 8 

US-Dollars per ton of CO2. Assuming now an increase by 375%, which would bring the 

EU ETS price to 30 US-Dollars per ton of CO2, the resulting emission intensity reduction 

would be 1.5%. 

The weighting factors for each of the policy categories are simply calculated by the share 

of the respective elasticity of the sum of the three elasticities. As the elasticities are esti-

mated using a panel approach, it is implicitly assumed that all policies are equally effec-

tive in all countries of the sample and also equal effective over time. This leads to 
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weighting factors of around 38% for the taxes on energy products, 53% for the subsidies 

on renewable energies and 9% for the carbon pricing mechanisms. 

In case of missing observations for one of the three sub-indicators, may it be due to miss-

ing data or due to the fact that a country does not apply policies of a certain policy catego-

ry in a certain year, the respective sub-indicator is treated as it would have taken the value 

zero, which is equal to the mean of the distribution of the respective indicator. Given the 

fact that there are quite a few countries, especially in the first years of the observation 

period, which do not always apply policies from all three policy categories this is the most 

consistent way to treat missing values. Also with respect of the fairness of the index it 

seems sensible, as countries should have the possibility to choose which policies to apply 

and they can always make up the absence of one policy type by acting more stringent in 

the others. 

The theoretical framework of the CPMI can be summarized by categorizing its compo-

nents. As policy measures, the CPMI uses input variables in case of the taxes on energy 

products and in case of the carbon pricing mechanisms. The policies to promote renewable 

energy production are measured by an intermediate indicator, the growth in renewable 

energy capacity. For the weighting inside the sub-indicators, for energy taxes and carbon 

prices the coverage of the respective policy is used, which is also an intermediate indica-

tor. The weighting of the sub-indicators is done using an impact indicator. 

3.5 Results 

For the interpretation of the results it is worth recalling the three main ingredients of the 

index: taxes on the consumption of fossil energy products, the annual growth of the in-

stalled capacities of renewable power plants as proxy for the subsidies on renewable ener-

gy and carbon price mechanisms. Considering these three factors, it becomes clear that the 

CPMI exclusively measures the political performance of governments to curb the emis-

sions of GHGs and explicitly not the country’s performance with regard to environmental 

friendliness in general. The latter issue is covered already by many environmental related 

indices. Prominent examples are the EPI (Hsu et al., 2013) and the CCPI (Germanwatch, 

2013). In these more general indices, policy is only one of many sub-indicators. The other 

sub-indicators usually describe the current status of the environment and the consequences 

of anthropogenic intervention, like fossil fuel or land use. That means these indicators mix 

input and output variables to measure environmental performance. The CPMI, in contrast, 

focuses on the assessment of current policy’s stringency, which is the input for the future 

development of country’s environmental performance. This focus is important for policy 

evaluation since it abstracts from historical or physiographic reasons for countries being 

in a certain state of environmental friendliness. That implies that countries which already 

run their economies at very low levels of emission intensity and do not have to apply very 
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strict policies to stay on this level will perform worse than countries which currently con-

sume large amounts of fossil fuels per GDP but at the same time adopt strict policies. This 

is especially the case for the indicator of subsidies on renewable energy production. A 

country like Norway, for example, has very limited scope to further develop the produc-

tion of electricity and heat from renewables as the Norwegians already cover 99%44 of 

their heat and electricity generation by hydro energy. Norway is a good example to visual-

ize the policy focus of the CPMI because the large share of energy production from re-

newables is clearly no consequence of a super strict environmental related policy. It is 

rather a consequence of the physiographic preconditions, which should not be included 

when it comes to policy assessment. 

In the remainder of this section, the rankings produced by the CPMI are presented: First 

the cross-country rankings and their development over time and then the development of 

climate policy stringency within the 33 OECD countries. Subsequently the changes due to 

robustness checks are presented. 

3.5.1 Comparison of Climate Policy Stringency between the OECD Countries 

As explained in section 3.4.4, the composite index is calculated from the weighted sum of 

the standardized sub-indicators. The applied standardization method leads to zero mean 

and a standard deviation equal to one. With regard to this distributional property the com-

posite indicator is to be interpreted as follows: The values of the composite indicator can, 

thanks to the standardization, be interpreted cardinally. Negative values indicate a below 

average stringency of climate policy and positive values an above-average stringency. 

 

Figure 12: Cross-country comparison of the CPMI for the year 2012. (source: own illustration) 

                                                 
44  IEA (2015c). 
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Figure 12 shows the result of the cross-country comparison of the CPMI. To get a feeling 

for the size of the index values it should be noted that using a standard normal distribu-

tion, the probability of observing larger values than the standard deviation in absolute 

terms amounts to around 16%, meaning that 68% of the observations lie between -1 and 1. 

The probability of values larger than 1.5, like it is the case for Denmark, is 6.5%. Den-

mark is leading the 2012 CPMI which is mainly due to its high index value for the sub-

indicator on renewable energy subsidies as Table 18 shows. 

Table 18 depicts the index values of all sub-indicators as well as the values of the compo-

site indicator for the 5 leading and for the 5 lowest performing countries of the 2012 in-

dex. It illustrates nicely which sub-indicators are driving the composite indicator. In the 

first line of the table the percentage numbers in the brackets represent the weights of the 

respective policy category. Although renewable energy subsidies have the largest 

weighting factor, they are not dominating the overall result in all countries. In the case of 

Greece, for example, the taxes on energy consumption are outweighing a below average 

carbon price and a moderate index value for the promotion policies of renewables and let 

Greece end up on rank No. 3 in 2012. The last three ranks are occupied by countries 

which neither had a carbon tax nor an ETS in 2012. But this alone is not the reason for 

them being at the end of the list. A non-existent policy category is, as already mentioned 

in section 3.4.4, treated as if the performance in the missing policy category were equal to 

the mean performance of all countries. 

# 
 

Country Composite Index Taxes on energy 
products (38%) 

Subsidies for renewa-
ble energy (53%) 

Carbon pricing 
(9%) 

1 DNK 1.516503 1.319203 1.947698 -0.179337 

2 ITA 1.187681 1.922957 0.9507561 -0.4820045 

3 GRC 1.181562 1.903111 0.8566154 0.0821725 

4 SWE 1.115045 0.1823655 2.099523 -0.7556109 

5 DEU 0.9351041 0.4165622 1.513126 -0.2838535 

… … … … … … 

29 FIN -0.7963237 -0.5202445 -1.012222 -0.6829728 

30 JPN -0.8630255 -1.614383 -0.7381766 1.526999 

31 NZL -0.9086341 -0.7575453 -1.171958  

32 ISR -0.98918 -1.212378 -0.9999679  

33 MEX -1.064404 -1.394248 -1.012201  

Table 18: Decomposition of the CPMI for selected countries in 2012 

Another interesting aspect is the development of the cross-country rankings over time. 

Although the index values, which are standardized on the cross-country dimension, are 

not comparable over time, it is still informative to compare how the rankings change over 

time. Figure 15 and Figure 16 in the appendix depict the results from the cross-country 
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comparison of the CPMI for the years 1995 and 2000. The order of the countries follows 

the order according to the 2012 ranking to allow for an easier comparison. The country 

which is depicted on the far right in both figures is the country which performs best in 

2012. Comparing the three cross sections, one recognizes that there are seven countries 

which in all three years shown applied above average stringent climate policies. These 

countries are Denmark, Italy, Greece, Germany, Norway, Portugal and Spain. On the other 

end of the list there are nine countries45 which in the three cross-country comparisons for 

1995, 2000 and 2012 always lie below the average. 

3.5.2 Climate Policy Stringency over Time  

This sub-section focusses on the development of the stringency for each country over 

time. It should be noticed that these index figures are calculated differently from those in 

the cross-country comparison in the previous sub-section. They differ with respect to the 

standardization. The standardization for the index describing the development in a specific 

country over time is done using the country-specific time series of each sub-indicator: The 

mean and the standard deviation are calculated e.g. for the weighted energy tax of Austral-

ia over the years from 1991 until 2012. Using this approach, the index values are not 

comparable between countries, only within countries over time. Here, values below zero 

indicate that the country was less ambitious regarding climate policy in that year than it 

has been on average over the entire observation period. As an example Figure 13 shows 

the development of the climate policy stringency of a country which compared to other 

countries always performed above average (Germany), and the policy performance devel-

opment of a country which performed below average (USA). 

 

Figure 13: Development of the climate policy stringency over time in Germany (left) and the United States 
(right). (source: own illustration) 

In both countries an upward sloping trend becomes apparent, indicating an increase in the 

stringency of climate policies in the observation period. In Germany the upward sloping 

                                                 
45  Australia, Chile, Hungary, Ireland, Israel, Netherlands, Japan, Slovakia, and USA 
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trend started in 1997, which was the year of the adoption of the Kyoto Protocol. In the 

United States the upturn started a few years later: Until 2004, the CPMI curve is flat be-

fore it picks up in 2005. To also illustrate the development of the sub-indicators and their 

impact on changes in the composite index, Table 19 shows the development of the three 

sub indicators and the composite indicator for Germany and the United States over time. 

To facilitate readability Table 19 only includes selected years, which reflect turning points 

in the long-term development of the climate policy stringency of the two countries. 

Country Year Composite Index Taxes on energy 
products (38%) 

Subsidies for re-
newable energy 
(53%) 

Carbon pricing 
(9%) 

G
e

rm
a

n
y 

1991 -0.8285123 -0.9308372 -0.8977651 
 

1995 -0.6168438 -0.4803099 -0.8197761 
 

2000 -0.4644463 -0.7292134 -0.355675 
 

2004 0.0143099 -0.1261885 0.1167442  

2005 0.1381289 0.0406204 0.2240553 0.0416831 

2006 0.1499256 0.2049598 0.1088615 0.1610118 

2007 0.0232697 0.5127357 -0.030784 -1.692772 

2012 1.845303 2.045779 2.143751 -0.7271517 

U
SA

 

1991 -0.8034658 -1.106913 -0.7253025 
 

1995 -0.6580722 -0.7324566 -0.7179818 
 

2000 -0.6859618 -0.5138606 -0.9260562  

2004 -0.4814844 -0.1317606 -0.8129148  

2005 0.0361335 0.2220805 -0.0899931  

2007 0.7607087 1.076566 0.6663826  

2008 1.147765 1.656333 1.098572 -0.6758973 

2009 1.124437 0.8537427 1.637027 -0.7414953 

2010 0.7213451 1.200025 0.6358469 -0.7665585 

2012 2.379929 1.870009 2.98118 0.9897151 

Table 19: Decomposition of the time series CPMI for Germany and the United States for selected years. (source: 
own illustration) 

The first noticeable point in the German development of the CPMI is in 2004, when the 

indicator for subsidies on renewable energy lets the CPMI turn above average for the first 

time. The kink in the CPMI curve in 2007 has two reasons. First it was the last year of the 

first period of the EU ETS and the certificate price nearly dropped to zero. The second 

reason is a decrease in the expansion of renewable energy capacity. The latter might have 

been caused by investment uncertainties about future subsidies induced by discussions 
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about an EEG novel in 2008. In the United States, the three indicators develop more con-

gruent to each other than in Germany. The drop in 2010 is mainly caused by the introduc-

tion of the Regional Greenhouse Gas Initiative (RGGI) in nine northeastern states46 in 

2008, which started off with rather low prices of around 2$ per ton of CO2. Another rea-

son is the cutback in the expansion of renewable energy capacity. Germany and the United 

States are of course only a small fraction of the entire sample of OECD countries but they 

reflect nicely two general patterns which all countries in the sample exhibit. These are the 

upward sloping trend in the climate policy stringency and the fact that the most volatile 

measure in the CPMI is the sub-indicator on renewable energy subsidies measured by the 

annual growth of installed capacities of renewable energy. To check the dependence of the 

CPMI on the weighting factors of the three policy categories, the next sub-section presents 

some robustness checks. 

3.5.3 Sensitivity Analyses 

It should be stressed once again that the weighting factors are calculated based on esti-

mates of the impact of the respective policy on the CO2 emissions. Thereby the weighting 

factors of the CPMI are not subject to e.g. expert opinions on the importance of the indi-

vidual policy categories, which is the case for many climate policy indices (see Table 15). 

However, not only weighting factors based on expert opinions, but also empirically 

founded weighting factors have to deal with uncertainty. Therefore it is necessary to con-

duct some robustness checks with respect to the weighting factors. The sensitivity anal-

yses are illustrated using the most recent cross country results of the CPMI47, since the 

weighting factors play a bigger role for the cross country comparison. The policy devel-

opment of single countries is not so heavily influenced by the weighting factors as the 

overall trend of increasing stringency also applies to the development of the three sub-

indicators. But for the comparison of countries the weighting of the three policy indicators 

has a larger impact as countries differ with regard to their policy focus. For instance, those 

countries which mainly focus on energy consumption taxes and not so much on subsidies 

for renewables are disadvantaged by the baseline weighting factors. In the baseline ver-

sion of the CPMI, taxes on energy products have a share of 38%, subsidies on renewable 

energy of 53% and carbon pricing mechanisms of about 9%. 

The first robustness check is to decrease the weighting factor of subsidies. This is done by 

using the lower bound48 of the 95% confidence interval of the estimate for renewable sub-

sidies. A decrease of the subsidy weighting factor of course simultaneously increases the 

                                                 
46  Connecticut, Delaware, Maine, Maryland, Massachusetts, New Hampshire, New York, Rhode Island, 

and Vermont. 
47  The most recent result of the CPMI applies to the year 2012. 
48  Lower bound in absolute terms as the elasticities of the three policy indicators are negative. 
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shares of the other two policy categories. The modified shares look as follows: energy 

taxes 61%, renewable subsidies 24% and carbon pricing mechanisms 15%. While this 

weighting factor modification leads to a substantial shift from subsidies to energy taxes, 

the share of the carbon pricing mechanisms is still relatively small. To change that, a sec-

ond robustness check is conducted by using the largest elasticity of the 95% confidence 

interval of the estimate for the carbon price impact on CO2 intensity of GDP. The result-

ing weights are 56% for energy taxes, 21% for subsidies on renewables and 23% for the 

carbon pricing mechanisms. 

 

Figure 14: Results of the sensitivity analysis with respect to the weighting factor. The first chart depicts the 
reference CPMI. (source: own illustration) 
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Weights 

Energy taxes: 38% 

Renewable energy subsidies: 53% 

Carbon pricing: 9% 

Weights 

Energy taxes: 61% 

Renewable energy subsidies: 24% 

Carbon pricing: 15% 

Weights 

Energy taxes: 56% 

Renewable energy subsidies: 21% 

Carbon pricing: 23% 
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Figure 14 depicts the results of these two robustness checks in relation to the baseline 

CPMI for the year 2012, which is shown in the first of the three charts. Again the order of 

the countries is chosen according to the 2012 baseline country ranking. 

The best performer of the 2012 baseline CPMI is depicted on the far right. As expected 

the country ranking does change with changing weighting factors, but the overall picture 

of those countries whose climate policy stringency is above average and those whose 

stringency is below average turns out to be rather robust to changes in the weighting fac-

tors. This is because these countries have stringent policies across all three categories so 

that the change in the weights does not matter for them. The only exceptions are Austria, 

Canada, Luxembourg and Norway. These countries either switch from below average per-

formance to above average performance (Austria) or vice versa (Canada, Luxembourg and 

Norway). 

3.6 Conclusion 

The CPMI measures the stringency of climate policy in OECD countries.49 Stringency 

means the levels of the respective policies weighted by their effectiveness in reducing the 

emission intensity of production. It allows cross country comparisons per year as well as 

within country comparisons over time. The time period covered goes from 1991 until 

2012. It is thereby the CPMI which provides index values for the longest time series com-

pared to other climate policy indices. Also, it covers the most important period for climate 

policy as there has been hardly any policy measure before 1991 which was intended to 

reduce CO2 emissions. The reason for 2012 being the current end of the observation peri-

od is data availability. 

The major contribution of the CPMI, however, is that it is entirely data driven. This ap-

proach starts with the selection of variables as only quantitative policy measures are in-

cluded. Thereby the CPMI does not have to rely on expert opinions or other indices. Also 

the construction of the composite index is purely data driven. The single policy variables 

are weighted according to each policy’s scope. Taxes on fossil fuel consumption for ex-

ample are weighted according to the consumption of the respective product. The aggrega-

tion of the sub-indicators is done using weighting factors from an empirical assessment of 

the impact of the respective policy measures on the reduction of CO2 emissions. This data 

based construction guarantees objectivity of the index and enhances the transparency of 

the index’s composition. Both are important for the informative purpose of the index as 

well as for the applicability in empirical analyses and in the calibration of Computable 

General Equilibrium (CGE) models. 

                                                 
49  Except for Iceland which is missing due to data availability. 
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The CPMI consists of three sub-indicators which each contain several policy indicators: 

First, the indicator on taxes on energy products, second the promotion-indicator on renew-

able energy and third the indicator on carbon pricing mechanisms. 

Next to the ranking of the countries according to their political effort to curb carbon emis-

sions, the CPMI provides also two more general results. The within country comparison 

over time shows that in all countries observed there is a trend of increasing stringency of 

climate related policies. A second interesting finding stems from the cross-country com-

parison. There are seven countries (Denmark, Italy, Greece, Germany, Norway, Portugal 

and Spain) which perform consistently above average considering their effort in climate 

policies. 

This study and the index resulting from this study should be understood as the first step 

into developing an index on the stringency of countries’ climate policy. There is still 

scope for further modifications of the database as well as with regard to the methodology. 

The database would benefit from being extended regarding the policy measures as well as 

the countries. It would be interesting to include also the BRICS countries to relate the pol-

icy performances from the OECD countries to those from emerging economies. 
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3.8 Appendix 

A1. Carbon Pricing Mechanisms in OECD countries 

Country Carbon tax ETS 

Australia 
 

Carbon Pricing Mechanism (EPM) 

Austria 
 

EU ETS 

Belgium 
 

EU ETS 

Canada  (BC) SPEDE (Québec) 

Chile 
  

Czech Republic 
 

EU ETS 

Denmark  EU ETS 

Estonia 
 

EU ETS 

Finland  EU ETS 

France  EU ETS 

Germany 
 

EU ETS 

Greece 
 

EU ETS 

Hungary 
 

EU ETS 

Ireland  EU ETS 

Israel 
  

Italy 
 

EU ETS 

Japan  
Tokyo Cap and Trade Program/Target Setting 

Emissions Trading System in Saitama 

Luxembourg 
 

EU ETS 

Mexico  
 

Netherlands 
 

EU ETS 

New Zealand 
 

NZ ETS 

Norway  EU ETS 

Poland  EU ETS 

Portugal 
 

EU ETS 

Republic of Korea 
  

Slovakia 
 

EU ETS 

Slovenia 
 

EU ETS 

Spain 
 

EU ETS 

Sweden  EU ETS 

Switzerland  Swiss ETS 

Turkey   

United Kingdom  EU ETS 

United States of Ameri-
ca  

Regional Greenhouse Gas Initiative (RGGI) (CT, 
DE, ME, MD, MA, NH, NY, RI, VT), California 

Cap-and-Trade Program 
Table 20: Overview of Carbon Pricing Mechanisms in OECD countries (source: World Bank (2014) and ICAP 
(2015), own illustration) 
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A2. Rankings of different climate policy indices including the CPMI 

Country CCPI CDI CLIMI CPI EPI ISE CPMI 

Australia 21 21 22 22 2   10 

Austria 13 11 13 11 6   13 

Belgium 8 8 11 16 22   3 

Canada 22 22 21 10 17   15 

Czech Republic 16 5 12 21 3 4 7 

Denmark 1 6 6 3 10   4 

Finland 15 3 1 1 13   19 

France 5 10 2 7 19   12 

Germany 10 9 10 4 4 1 6 

Greece 19 15 16 19 16   1 

Hungary 6 2 18 17 20 5 22 

Ireland 7 17 9 12 14   11 

Italy 9 13 14 9 15   2 

Japan 20 20 15 13 18   20 

Netherlands 14 12 8 5 9 3 14 

New Zealand 17 16 17 14 11   21 

Norway 12 19 5 6 8   18 

Portugal 2 4 19 20 12   5 

Spain 11 7 4 18 5 2 8 

Sweden 3 1 7 2 7   9 

Switzerland 4 14 3 8 1   16 

United States 18 18 20 15 21   17 

Table 21: Overview of the rankings discussed including the CPMI. (source: own illustration) 
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A3. Development of the cross-country rankings over time 

 

Figure 15: Cross-country comparison of the CPMI for the year 1995, which is the first year of the index in 
which index figures can be assigned to every country. (source: own illustration) 

 

 

Figure 16: Cross-country comparison of the CPMI for the year 2000 (source: own illustration) 
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