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Abstract: Three types of multi-item capacitated dynamic lotsizing and scheduling 

models are well established until now: The capacitated lotsizing problem, the discrete 

lotsizing and scheduling problem as well as the continuous setup lotsizing problem. An 

analysis of the underlying fundamental assumptions provides the basis for introducing a 

new model type, the proportional lotsizing and scheduling problem. This model type is 

well suited for incorporating some of the extensions relevant with respect to practice: 

Setup times, sequence dependent setup costs (times), multiple machines as well as 

multiple stages. Last but not least we show how make-or-buy decisions may be modelled 

within this framework. This is relevant regarding three important aspects: First it is 

more general, second it is of practica! relevance, third it provides the basis for 

overcoming difficulties associated with feasibility problems. The last fact opens up new 

avenues especially for the development of efficient local search procedures. 

Keywords: Production planning, lotsizing, scheduling, setup times, multiple machines, 

multiple stages, make-or-buy decisions 

1. Introduction 

Production decisions in manufacturing have to determine how machines and other 

resources should be used for the production of items. These decisions are often separated 

into the aggregated planning level (see, for instance, [29, 44]) and the detailed 

scheduling level. Regarding the latter the most important problem is to balance the 

tradeoff between setup and inventory costs via lotsizing and scheduling. 

Lotsizing and scheduling addresses the problem of determining the sequence and size 

of production lots (batches) for one or more items on one or more machines in a Single- or 

mutli-stage manufacturing system. The time horizon usually is divided into a fänite 

number of time periods with equal lengths. There are capacity constraints for the 

machines. Demand is assumed to be known per period. The problem is to find a minimal 

cost production schedule, where machine setup and holding costs for inventory are 

considered to be most relevant. 

Three types of lotsizing and scheduling models are well-known from üterature: The 

"Capacitated Lotsizing Problem" (CLSP), the "Discrete Lotsizing and Scheduling 

Problem" (DLSP) as well as the "Continuous Setup Lotsizing Problem" (CSLP). 

Each model type is based on a fundamental assumption which is more or less crucial. 

A discussion of these assumptions based on an instructive example provides the basis for 

the introduction of a new type of model, the "Proportional Lotsizing and Scheduling 

Problem" (PLSP). 

The paper is organized as follows: In section 2 we formulate the CLSP, the DLSP as 

well as the CSLP in its generic form, present the underlying assumptions and 

demonstrate the relative (dis-)advantages based on an example. In section 3 the PLSP is 

derived, once more in its generic form. Section 4 provides extensions of the PLSP 

regarding the incorporation of setup times, sequence dependent setup costs (times), 
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multiple machines as well as multi-stage production systems. In Section 5 make-or-buy 

decisions are modelled in the PLSP context. The main locus of the paper is on modelling. 

Despite it should be noticed that the incorporation of make-or-buy decisions has very 

attractive features with respect to the feasibility problem. 

The main difference between the well-known Economic Lotsizing and Scheduling 

Problem (ELSP; see [10, 17, 19, 31, 32]) not dealt with here and the models considered 

here is that ELSP assumes time to be continuous, demand for items to be constant and 

the planning horizon to be infinite. 

2. Basic Models 

The models to be considered in section 2 are based on the following assumptions: We 

consider a single-stage system, where a number of different items j = 1,...,J have to be 

manufactured on one machine (corresponds to a Single capacity constraint). The time 

horizon T is segmented into a finite number of equal length time periods t = 1,...,T. 

Demand d. for item j in period t is known in advance deterministically. The setup cost s. 
J1 j 

for item j are incurred whenever production of a batch starts. The holding costs h. per 

unit of item j are identical for all periods. 

The following example with J = 3 items will be used in this section. Table 1 provides 

the demands d^ (missing entries are zero), the holding costs h. as well as the setup costs 

Sj , respectively. The data will be used in two different ways: 

• First we use T = 5 with a period length of e.g. two weeks for the CLSP. Here 

positive demand occurs at the end of periods t = 1, 3 and 5, respectively. The 

capacity of the machine Ct is 100 (hours) for t = 1,...,5. The holding costs have to be 

multiplied with the inventory occurring at the end of the (rough) periods 1,2,...,5. 

• Second we use T = 10 for the DLSP, the CSLP, and the PLSP, correspondingly with 

half of the above period length (one week). Positive demand occurs at the end of 

periods t = 2, 6 and 10, respectively. The capacity of the machine Ct is 50 (hours) 

for t = 1,...,10. The (lower) holding costs have to be multiplied with the inventory 

occurring at the end of the (fine) periods 1,2,...,10. 

The production speed p^ i s either set to 2 (hours per unit) for item j in the CLSP and 

the PLSP or (equivalent) to 50 (units per period) for the DLSP and the CSLP. 

Disregarding inner-period inventory changes and counting the end-of-period 

inventory regardless of the scaling of the time horizon provides the basis for a "fair" 

comparison of the models. 

2.1 The Capacitated Lotsizing Problem 

The CLSP is based on the following assumption: 

AI. There is exactly one setup for each item which is produced in the period. 
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Table 1: Demand, holding, and setup costs 

t 1 2 3 4 5 h. s. 
J J 

t 1 2 3 4 5 6 7 8 9 10 T=5 T=10 

C__
i. II h-L 30 80 40 4 2 400 

j=2 30 70 3 1.5 150 
j=3 40 60 2 1 100 

The CLSP allows for any production quantity, which does not exceed production 

capacity. Additionally, a lot must not continue Over the end of a period. Like LP-models 

for production planning, the CLSP does not address the sequence of lots within a period. 

Consequently the CLSP seems to be adequate for medium term planning with periods as 

months or at least weeks. 

Mathematically the CLSP can be stated as follows: 

J T 
min E X (s.x. +h. I ) (1) 

j=i j 

S-t. L + q^ - Ijt = djt (j = 1,—,J; t = 1,...,T) (2) 

^ P: (L+ - ^t = )T) (3) 
j=l J J 

B-xjt-q.t>0 (j = t = 1,...,T) (4) 

^ ^ 0 (j = 1 t = 1,...,T) (5) 

x.t e {0,1} (j = t = 1,...,T) (6) 

where 

B : big number 

Ct : the available capacity (time) of the machine in period t, 

d. : the external demand for item j in period t, jt 

hu : the cost of keeping one unit of item j in inventory for one period 

I : the inventory of item j at the end of period t, 
Jt 

Pj : the production speed (hours per unit) of item j, 

q.t : the quantity (number of units) of item j to be produced in period t, 
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Sj : the setup costs for item j, 

x : a binary variable indicating whether setup occurs for item j in period t (x = 1) 
jt Jt 

or not (x^ = 0). 

The LQ are given data for j = representing the initial stock (LQ := 0 V j 

w.l.o.g.). 

Table 2 provides the optimal Solution of the CLSP applied to the example of Table 1 

based on T = 5; we get Z*Lgp = 2070 as optimal objective function value. (A "Splitting" 

of the CLSP quantities based on T=10 would lead to a slightly increased optimal 

objective function value of 2115.) 

Table 2: Optimal Solution of the CLSP for the example of Table 1 

t 1 2 3 4 5 

30 90 30 

30 70 

40 60 

This Solution is rather poor compared with the results obtained below in section 3. 

This is mainly due to the unability of the CLSP to look back for the machine status in 

the preceeding period resulting in very high setup costs. 

Let us now briefly discuss some literature related to the CLSP. Heuristic procedures 

are provided by [11, 16, 26, 36]. Decomposition approaches based on Lagrangean 

relaxation can be found in [13, 39, 52, 53]. In [20] a shortest path-based reformulation 

technique (with tight LP-bounds and thus few branches) has been presented which allows 

to solve CLSPs with up to J = 200 items and T = 10 periods to optimality with LINDO. 

The cost increase due to cyclical scheduling for the (noncyclical) CLSP is analyzed in 

[9]. A recent survey can be found in [41]. 

In [13, 24] it is shown that the CLSP is NP-hard. In [40] it is proved that for the 

multi-stage CLSP with setup times even the feasibility problem is NP-complete. This 

fact shows drastically how difficult it is to design "common sense" heuristics for this type 

of problem. 

Finally we want to stress the following Important fact relating to the CLSP: For the 

single-stage CLSP it is quite easy to determine (period by period) a feasible schedule 

corresponding to the (however determined) lot sizes. Despite the NP-completeness of the 

feasibility problem of multi-stage generalizations of the CLSP it is highly difficult to find 

(in a second Step) a feasible schedule corresponding with the lot sizes (determined in a 

first step). Thus the models for simultaneous lotsizing and scheduling presented in the 

following seem to be preferable regarding their intrinsic scheduling capability. 
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2.2 The Discrete Lotsizing and Scheduling Problem 

The DLSP is based on the following assumption: 

A2. The production process always runs füll periods without changeover. 

This "all or nothing production" implies that at most one item can be produced per 

period, setup costs have to be paid at the beginning of the periods only and lot sizes are 

multiples of a füll period production. In contrast to the CLSP the DLSP considers the 

sequence of the lots. Assumption A2 restricts the application of the DLSP to short term 

production scheduling with periods as days or shifts. 

Mathematically the DLSP can be stated as follows: 

J T 

mi" i=i t=i (si xi'+ h; y 
(7) 

s'1' 'ii-i + PjV1* = dj< (j = !»• .. j J j t — l j.. -,T) (8) 

hs 1 

(t = 1,. ••JT) (9) 

Vyjt + Vi * 0 (j — !>• ..jJj t — lj .. -,?) (10) 

• xj. * 0 (j = !>• .. j J j t = 1 j.. •,T) (11) 

yjt £ {0,1} (j — !>• .,J] t — lj .. •,T) (12) 

where 

x^ : a variable indicating whether setup for item j takes place in period t (x^ > 0) or 

not (x.t = 0), 

y. : a binary variable indicating the setup State, i.e. the machine produces item j in 

period t (y = 1) or not (y = 0), 

Pj : the production speed for item j (units per period), 

and d.x , h. , L as well as s. have the same meaning as for the CLSP. jt j jt j b 

Note that in the case of nonnegative setup costs the setup variable x (> 0) takes jt 
only the binary values 0 (no setup costs incurred) or 1 (setup costs incurred) due to 

inequality (10). 

The y.Q are given data for j = 1,...,J, representing the initial status of the machine 

(y := 0 V j w.l.o.g). Furthermore, the machine can be left in any status at the end of 

the horizon. 

Table 3 provides the optimal Solution of the DLSP applied to the example of Table 1 

based on T = 10; we get Z*LSp = 2140 as optimal objective function value. 
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Table 3: Optimal Solution of the DLSP for the example of Table 1 

t 123456789 10 

50 50 50 

50 50 

50 50 

This Solution once more is rather poor compared with the results presented below. 

The two reasons are: The DLSP does not look back for more than one period (the 

interchange of the quantities of the periods 9 and 10 as well as the Splitting of d2ß would 

decrease the optimal objective function value to 1955); furthermore batches are too large 

in some periods thus increasing holding costs. 

Now we are going to discuss briefly some references related to the DLSP. The first 

mixed binary programming models based on assumption A2 have been developed some 

decades ago (see e.g. [15, 27], but there was no method for solving medium- to large-size 

problem instances. A2 has been assumed in [37], too, where a column generation 

procedure is developed which is practicable only for problems where the number of 

periods is substantially smaller than the number of products. A dynamic programming 

algorithm for a special case of the DLSP is presented in [25]. 

Recently, an exact branch-and-bound approach based on Lagrangean relaxation of 

the capacity constraints (9) has been presented in [22]. The resulting subproblems 

(which are separately studied in [58]) have been solved by dynamic programming. This 

approach is capable of solving problems with (e.g.) J = 12, T = 122 or J = 3, T = 250 to 

optimality on a (slow) personal Computer within a reasonable amount of time. 

The approach of [22] has been extended to the DLSP with sequence dependent setup 

costs in [23]. Column generation based heuristics for the DLSP with setup times are 

presented in [12]. 

A six field notation for the short Classification of a variety of DLSPs is presented in 

[47, 48]. Additionally, in both sources the complexity of feasibility problems associated 

with the DLSP are addressed. It is proved that the one machine DLSP with nonzero 

setup times as well as the parallel machine problem with zero setup times are NP-

complete. 

2.3 The Continuous Setup Lotsizing Problem 

The CSLP is based on the following assumption: 

A3. At most one item can be produced per period. 

This implies that either there is one setup at the beginning of a period or no setup 

occurs at all within the period. Moreover, lot sizes are continuous quantities between 

pr?it 

P2'y2t 

P3*y3t 
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zero and the maximum possible production of item j in period t. Like the DLSP the 

CSLP is restricted to short term production scheduling. 

Mathematically the CSLP can be stated as follows: 

J T 
min S £ (s. x. + h. I ) 

i=i t=i 1 " 1 •* 
(13) 

s.t. ^.t-l + qjt" xjt djt 

1 
J 
s y 
j=i jt 

Pjyjt-qjt ^ o 

Ijt' Sjt'Xjt ^ o 

fjt E {O'l} 

(j 

(t = 

(j = 

(j = 

(j = 

(j = 

,... ,J; t — 1,...,T) 

,...,J; t — 1,...,T) 

t — 1, ...,T) 

t — 1,...,T) 

,...,J; t — 1,...,T) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

where 

y^ : a binary variable indicating whether the machine is setup for item j in period t 

(yjt = 1) or not (yjt = 0), 

x , p. are defined as in the DLSP and the other symbols are the same as in the jt j 
CLSP. 

Table 4 provides the optimal Solution of the CSLP applied to the example of Table 1 

based on T = 10; we get Z*gLp = 1910 as optimal objective function value. 

Table 4: Optimal Solution of the CSLP for the example of Table 1 

t 123456789 10 

4 t 

A21 

30 30 50 40 

30 20 50 

43t 50 50 

Once more this Solution is poor compared with the results presented for the PLSP 

below. The reason is that the CSLP does not make use of capacities not fully used by the 

production of one item. 

The single-item CSLP has been studied in [7, 33]. In [34] a branch-and-bound 

approach based on Lagrangean relaxation of the capacity constraints (17) has been 

presented, along with rather discouraging computational experiences even for small-sized 
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Problems. MPSARX, an MP-system with autornatic cut generation capabilities [45, 55] 

allows to solve medium-sized problems to optimality. 

Recently, a parallel machine CSLP has been studied in [43]. In [42] a cutting plane 

algorithm is presented for solving the Changeover Cost Scheduling Problem (CSP), 

which is closely related to the CSLP, too. 

3. The Proportional Lotsizing and Scheduling Model 

The PLSP is designed to overcome the shortComings of the models presented in 

section 2. So we are now going to describe a type of model which produces continuous lot 

sizes over one or several, adjacent or non-adjacent periods where the setup costs are 

correctly calculated by looking back several periods. Moreover, we allow one changeover 

within each period. The PLSP is based on the following assumption: 

A4. At most one changeover is allowed within each period. 

The three cases that may occur are: No setup in a period, setup at the beginning of a 

period, or setup during a period. Like the DLSP and the CSLP, the PLSP is restricted to 

short term production scheduling. 

Mathematically the PLSP can be stated as follows: 

J T 
X X 
j=lt=i 

min X X (s.x. +h. I. ) (20) v j jt j jt/ K ' 

s t. Ij t_i + (qjt + qjt) - Ijt — djt (j — 1,...,J; t — 1, ...,T) (21) 

X y. = 1 (t = 1,...,T) (22) 
J=1 J 

xjt - yjt + yj)t-1 > 0 (j = 1,...,J; t = 1,...,T) (23) 

B • yjt - qjt+1 - q|t > o (j = i,...,J; t = I,...,T) (24) 

2 Pj(qjt + qp < ^ (t = l,...,T) (25) 
j—l 

Ijt . qjt . qjt , xjt > 0 (j = 1,...,J; t = 1,...,T) (26) 

yjt G {0,1} (j = 1,...,J; t = 1,...,T) (27) 

where 

Pj : the production speed (hours per unit) of item j, 

qjt : the quantity of (the first) item j to be produced in period t, 

q?t : the quantity of (the second) item j to be produced in period t, 
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and x., , y. are defined as in the CSLP and the other symbols are the same as in the jt jt 
CLSP. 

In the PLSP we distinguish between two items to be producable in period t. The first 

item j fills up the demand gap left Over from the preceeding period t-1; it is produced 

with a quantity of qi units. For the second item k the machine is going to be setup in 

period t after a number of time units proportional to qjt / Ct ; then it is producing a 

quantity of q£ units. The Splitting of the machine capacity for the production of two 

products within one period proportional to the quantities needed motivates the name of 

the model. 

Like in the CSLP the y are given data (w.l.o.g y.Q := 0 V j) and the machine can 

remain in any status at the end of the horizon. Furthermore we assume that q^ := 

qj,T+i := 0 V J-
Table 5 provides the optimal Solution of the PLSP applied to the example of Table 1 

based on T = 10; we get Z*LSp = 1710 as optimal objective function value. 

Table 5: Optimal Solution of the PLSP for the example of Table 1 

t 123456789 10 

qlt/qlt 0/30 50/0 50/0 20/0 

q^/dgt 0/30 30/0 40/0 

q^/q^t 0/20 20/0 0/10 50/0 

In the terminology of [20] the CLSP is a big bücket problem, the DLSP and the 

CSLP are small bücket problems, and the PLSP is a small bücket problem, too. In the 

uncapacitated single-item case the DLSP, the CSLP, and the PLSP reduce to the 

classical Wagner-Whitin model [57] which now is solvable in linear time O(T) [21, 56]. 

Let us now discuss the relations between short-term lotsizing and scheduling models, 

i.e. the DLSP, the CSLP as well as the PLSP in more detail: 

• Regarding the "all or nothing production" assumption of the DLSP and the feasibi-

lity of continuous lot sizes for the CSLP it follows that the set of feasible solutions of 

the DLSP is a subset of the set of feasible solutions of the CSLP. 

• It can be seen easily that the CSLP is a special case of the PLSP for qi := 0 for all j jt 
and t, where constraints (24) may be replaced by (17) and (25) may be dropped. 

Thus the set of feasible solutions of the CSLP is a subset of the set of feasible 

solutions of the PLSP. 

These facts relating to sets of feasible solutions lead to the following inequalities: 

7* >7* >7* 
DLSP - CSLP - PLSP 
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Thus, despite the effort which has to be spent for the Solution of the different 

models, the PLSP is considered to be superior to the DLSP and the CSLP regarding 

quality of solutions. 

4. Some Extensions of the PLSP 

In section 3 we dealt with a basic version of the PLSP, i.e. a single-stage single-

machine model without setup times. Now we are going to present various extensions of 

the PLSP. The incorporation of safety stocks and negative inventories could - at least in 

the singel-stage case - be done easily and is therefore omitted. 

4.1 The PLSP with Setup Times 

Disregarding setup times may be very crucial in practice; in the case of scarce 

machine times as well as substantial setup times infeasible production schedules could be 

the result. In order to avoid such cases we are forced to consider the PLSPST, i.e. the 

PLSP with setup times. 

Mathematically the PLSPST can be stated as follows: 

min 

s.t. 

J T 
E £ 
j=i t=l 
2 2 (SC.; + h.I.J (28) 

Vi+ (q]t+ qV' Tjt = S (j = 1 = (29) 

B ' V stj (yj,t ' yi,t-w) + = 1 = 1'-'T; 

t 
S w. > 0 S = 0,...,sp.) (30) 

T=tS JT " J 

£ y = 1 (t = 1,...,T) (31) 
j=l J 

B • yjt - wjt - p. (qj t+1 + q]t) > 0 (j= t = 1,...,T) (32) 

B (1-Z ) - (qi + q2 ) > 0 (j = 1,...,J; t = 1,...,T) (33) 
Jt Jr 

SC.t - sc. (yjt - y. ^) >0 (j = 1,...,J; t = 1,...,T) (34) 

J 
S 
j=i 
S [ Pj (qjt + q?t) + wjt ] < Ct (t = !,•••,T) (35) 

Ijt, qjt , q|t , SC.t , wjt > 0 (j = 1,...,J; t = 1,...,T) (36) 

fjt'Zjt E (0,1} (j = !,•••,J; t = I,-..,T) (37) 
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where 

sc. : the setup costs for item j, 

SC. : the setup costs for item j to be paid in period t, 

spj : the maximum number of setup periods necessary for item j, 

SL : the setup times (hours) for item j, 

w : the setup times (hours) for item j required in period t, 

y : binary variable indicating the setup State of the machine, 
jt 

z : a binary variable indicating whether setup has been finished for item j in period jt 
t (z^ = 0) oi not (z = 1), 

and the other symbols are the same as for the PLSP. Note that Ct , sL and w^ must 

have appropriate dimensions. That means, if e.g. Ct is measured in hours per period, 

then st. and w, must be measured in hours, too. 
J jt 

The objective function (28) counts, in conjunction with (34), for setup and holding 

costs. (29) are ordinary balance constraints. (30) "distributes" the setup times over some 

periods. (32) secures that setup and production of the "first" and the "second" item are 

related to the machine State. According to (33) nothing is produced in "füll" setup 

periods. (35) are the capacity constraints. Note that the setup times are not restricted to 

be multiples of period lengths. 

sp. may be set equal to fst. / min {C > 0 |t = 1,...,T}] with [a] as the smallest j J t 
integer greater than or equal to a. 

Until now only very little research has been published on lotsizing (and scheduling) 

with setup times. The CLSP with setup times has been considered in [54]. In [12] for 

the DLSP with setup times (which are restricted to be multiples of period lengths) 

column generation based heuristics are presented. 

4.2 The PLSP with Sequence Dependent Setup Costs 

In many real life problems setup costs are not sequence independent. We are now 

going to present the PLSPSDSC, i.e. the PLSP with sequence dependent setup costs. 

Mathematically the PLSPSDSC can be stated as follows: 

J T 
min SS (SC, fh.I.J (38) 

j=l t=i Jt J Jt 

s-t- + (qjt+ qjt)_ ijt = djt (j = !>•••,J; t = i,...,T) (39) 

j 
S y = 1 (t = 0,...,T) (40) 
j=l J 
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J 
SCjt"SCjjyjt + if1SCUyi,t-l - 0 

(j = 1,.. .,J, t — 1,- — >T) (41) 

B • yjt - 1j,t+1 - Ijt 20 (j = 1,.. • 5 J) t — 1,-..,T) (42) 

pj (lj.+ q!t' * ct 
J— 

(t = 1,.. ,.,T) (43) 

'jt' «jt • " jt *0 (t = 1,.. -.T) (44) 

yjt e {o,i} (j = 1,.. •, J! t = 1,., ,.,T) (45) 

where 

sc_ : max {sc^ | a, ß = 1,..-,J} (setup cost "regret"), 

sc.j : the setup costs, when item i (in period t-1) is "followed" by item j (in period t), 

SC is defined as in the PLSPST and the other symbols are the same as for the 

PLSP.' 

(40) requires that the machine is setup for one of the items at the beginning (t = 0). 

Thus setup State change is calculated correctly in (41) for period t = 1. 

Until now only little research has been done on problems with sequence dependent 

setup costs, too. In [49] a DLSP-like model with sequence dependent setup costs is 

considered and LP-approximations are analyzed. In [23] the approach of [22] is 

extended to the DLSP with sequence dependent setup costs. A model which requires a lot 

of additional variables is presented in [14]. 

4.3 The PLSP with Multiple Machines 

In practice lotsizing and scheduling has to take account of scarce multiple machines. 

Here we will consider the PLSPMM, i.e. the PLSP with multiple machines. 

Mathematically the PLSPMM can be stated as follows: 

J T J T 
min £ £ s. £ x. + £ £ h.I (46) 

j=l mEM Jm t=l Jmt j=l t=l J Jt 

S-t" WJM qjmt) " Ijt = djt t=l,...,T) (47) 
j 

^ yimt = ^ (m=l,...,M; t=l,...,T) (48) 
j€J Jmt 

m 

xjmt ~ yjmt + - 0 (j=l,...,J; m e M. ; t=l,...,T) (49) 

® ' yjmt ~ qjm,t+l + ^jmt - ° CH»--!«*! Hl £ ; t=l,...,T) (50) 

Pjm (qjmt + q |mt) ^ ^ (m=l,...,M; t=l,...,T) (51) 

^ m 



*jt ' qjmt ' qjmt ' Xjmt - 0 ^ m e M. ; t 1,...,T) (52) 

yjmt ^ {0,1} (j= 1) • - - > J j m G Mj ; t=l,...,T) (53) 

where 

M : the number of machines (m = 1,...,M), 

: the set of machines capable of producing item j, 

Jm : the set of items producable on machine m, 

and the other symbols are the same as in the PLSP with the straightforward 

machine index extension. 

The CLSP with multiple machines has been dealt with in, among others, [40]. The 

DLSP with multiple machines is analyzed in [48]. Note that the multiple machine 

extension becomes especially relevant in the multi-stage context. 

4.4 The Multi-Stage PLSP 

In most real-life manufacturing situations the production process is covering several 

stages. Here we turn back to the single-machine Situation dealt with up to section 4.2; 

this rigid assumption will be relaxed in section 5. We are going to formulate the 

PLSPMS, i.e. the multi-stage PLSP. 

Mathematically the PLSPMS can be stated as follows: 

J T 
E E 
j=i t=l 

min E E (s.x. + h. I ) (54) v j jt j jty v ' 

s.t. Ijit_! + (qjit_j + q]iM) -

j/ji (q!t+q'y - 'jt = s ü='=i'-'T) <55' 
j 

and (22) - (27). 

where 

a„ : the number of units of item j required to produce one unit of item i, 

Jf. the set of immediate successor items of item j, 

and the other symbols are the same as for the PLSP. 

Constraints (55) secure inventory balance in the multi-stage system, where the 

production lead time is assumed to be one period and we additionally have to pro vi de in 

period t the number of items j required for the production of successor items i e / in 

period t. 

One of the first multi-stage models is due to [27]. Multi-level lotsizing problems are 

modelled as constrained generalized networks in [50]. Uncapacitated multi-stage 
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lotsizing problems are solved via shortest path relaxations in [2]. The efficiency of 

single-stage heuristics in a multi-stage setting is analyzed in [8]. Heuristics for serial 

multi-stage systems are provided in [4]. LP-based heuristics can be found in [6, 40]. 

Simulated annealing as a heuristic method is evaluated in [35]. Further special heuristics 

may be found in [1, 30, 46, 51]. More details are provided in the survey [3]. 

5. An Integrated PLSP Model With Make-or-Buy Decisions 

In the following we will combine together the different aspects treated above in an 

integrated model. One additional important task of modelling will be the incorporation of 

make-or-buy decisions. 

5.1 Fundamental Implications of Make-or-Buy Decisions 

Make-or-buy decisions are rather important regarding at least three aspects, i.e. 

generality, practical relevance and feasibility. 

• Until now we focused on the production system (capacities, capabilities etc.) only. 

The incorporation of at least one "external" machine with high capacity (and 

production costs) obviously leads (ceteris paribus) to a more general model. 

• In practice the items necessary for the finished products are not all manufactured by 

the Company itself. Moreover, there often take place technical, capacity-oriented as 

well as economic considerations in order to decide about the right choice of make-

or-buy on one or several of the manufacturing stages. 

• As discussed in section 2 even the single-stage single-machine DLSP with nonzero 

setup times, the single-stage multiple machine DLSP without setup times as well as 

(beside others) the multi-stage CLSP with nonzero setup times belong to the class of 

the NP-complete feasibility problems. This is even more worse than NP-completeness 

of the corresponding optimization problem regarding the fact that in practice one 

often would be "lucky" with "good" feasible solutions. It is quite clear that the 

"feasibility curse" is one of the main drawbacks of the more "realistic" models. In 

the following we will overcome the feasibility problems associated with nonzero setup 

times or multiple machines in the context of modelling make-or-buy decisions. 

5.2 The General PLSP 

In the following we will present the PLSPG, i.e. the general PLSP which integrates 

setup times, sequence dependency of setup times and costs, multiple machines, multiple-

stages as well as make-or-buy decisions. 

Mathematically the PLSPG can be stated as follows: 

J T 
min £ E 

j=l t=i 
j 

(56) 
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if/jim6M.UM(q'm,tq?"")"Ii, = d* (i=1'""Jl t=1""'T) ^ 
J % 

S. yjmt = 1 (m=l,...,M-l; t=0,...,T) (58) 
jGJ m 

SCjmf SCjjm rjrnt * J SCijm Vi " ° (j=Wi m E M . ; t=l,..,T) (59) 
m 

B ' zjmt ~ stjjm yjm,t-6 + - m 6 ; t=l,...,T; 

Jj stij» W« * TXs - ° «=o,...,Bpjm) (60) 
m 

B ' yjmt - *jmt- + qjmt) ^ ^ U=l, -,J: m E M . ; t=l,...,T) (61) 

B ^ " ZjrrJ " (Qjmt+ Qjmt) - ° (j=l,...,J; m 6 M. ; t=l,...,T) (62) 

[Pjm (qjmt+ qjmt) + Wjmt^ " Cmt (m=l,...,M-l; t=l,...,T) (63) 
J— 1 

*jt ' SCjmt ' wjmt - 0 (j=l.-,J; m e M. ; t=l,...,T) (64) 

Qjmt ' qjmt - 0 m=l,...,M; t=l,...,T) (65) 

yjmt ' zjmt e {0,1} (j=l,-,J; m e M. ; t=l,...,T) (66) 

where 

M-l : the number of machines within the production system (internal "make" 

machines), 

M : the additional machine providing "unlimited" capacity (externa! "buy" 

machine), 

AL : the set of internal machines capable of producing item j, 

Jm : the set of items producable on machine m (JM := {j | j = 1,...,J}), 

C : the available capacity of the internal machine m in period t, 

Pjm : the speed of the internal machine m for producing item j (units per period), 

kjm : the costs of producing one unit of item j on machine m, i.e. the variable 

production costs (k.M >> k_m for m = 1,...,M-1), 

st.jm : max {st^ | 7 = 1,...,M-1; a, ß £ J^} - st„m (setup time "regret"), 

sT„m : the setup time, when item i (in period t-1) is "followed" by item j (in period t), 

v. : the production lead time for item j on the internal machine m e M (v. >1), 
Jm j v jm ~ ' 
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and the other symbols are the same as the one defined above with the (if necessary) 

straightforward machine index extension. 

Like in the PLSPSDSC in t = 0 every machine must be setup for one of the items, 

thus allowing correct calculation of sequence dependent setup costs and times. 

It should be noticed that it would be equivalent to our formulation to establish a 

very high capacity of the "buy" machine (CMt >> C for m = l,...,M-l) in period t, as 

well as to define the speed of the externa! machine in producing item j to be very fast 

(i.e. p._, >> p. for m = 1,...,M-1). v *jM jm ' 
Note that in multi-stage and multi-machine generalizations of the CLSP (where the 

production speed is not assumed to be finite !) it is quite difficult to specify the minimum 

necessary production lead time. In this case it would be necessary to count only for the 

quantities produced in the last period (week) resulting in the MRP-inherent bad conse-

quences of drastic overestimation of leadtimes. 

In multi-stage generalizations of the DLSP it is supposed to be very difficult to 

"tune" the quantities necessary on different stages due to the only allowed fixed 

quantities. 

The way of modelling make-or-buy decisions chosen in the PLSPG is a very simple 

one and could be made much more sophisticated (a specific "buy" machine for subsets of 

items with specific costs, lead times etc.). But even in this simple form it overcomes the 

difficulties due to feasibility problems (associated with nonzero setup times and multiple 

machines) sketched out in section 2. In the presence of plentiful feasible solutions it is 

not hopeless to spend effort in the development of greedy- and/or local-search procedures. 

At present very little research papers explicitely deal with make-or-buy decisions in 

the lotsizing context. In [38] it is analyzed for single-stage, single-item problems with 

resource constraints. Note that the concept of modelling "overtime" (see [5, 54]) of 

internal machines (or skilled labour) is closely related but does not directly address this 

aspect. 

6. Future Work 

In this paper we have presented a new type of lotsizing and scheduling model, the 

proportional lotsizing and scheduling problem (PLSP), which is a generalization of the 

discrete lotsizing and scheduling model as well as of the continuous setup lotsizing model. 

Various types of generalizations of the basic PLSP have been presented here. For these 

models three types of methods should be developed in the future: 

• Exact methods for solving small to medium-size problems in order to pro vi de 

benchmarks for heuristics; two promising MPS-based concepts are here that of 

variable redefinition [20] or automatic cut generation [45]. 

• Fast greedy or semi-greedy procedures [18, 28] in order to construct "good" 

feasible schedules for large real-life problem instances; such procedures could 

pro vi de the basis for the enhancement of MRP-systems. 
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• Local search procedures for generating near optimal solutions for medium- to large-

size problems, based on concepts such as genetic algorithms, simulated annealing 

[35] or tabu search. 

It is quite clear that especially for the last two classes of methods the concept of 

make-or-buy decisions is of fundamental importance: They render a lot of feasible 

solutions and thus make neighbourhood search applicable. 
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