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ABSTRACT

Biology and Gender in the Labor Market¹

Can biology help us to better understand gender differences in labor market behavior and outcomes? This chapter reviews the emerging literature which sheds light on this question, considering research in four broad areas: i) behavioral endocrinology; ii) human genetics; iii) neuroeconomics; and iv) sensory functioning and time-space perceptions.
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1. Introduction

The notion that there is a biological basis for human behavior, including economic behavior, is certainly not new. Nearly a century ago, Marshall (1920, 772) argued that economics “is a branch of biology broadly interpreted”. Decades later, as biologists began to consider social behavior through the lens of evolution, the field of “socio-biology” emerged. Economists were quick to note that the analytical concepts adopted by socio-biologists – competition, the allocation of limited resources (e.g. food and energy), and efficient adaptation to the environment – were strikingly familiar (see Becker 1976, Hirshleifer 1977). Not surprisingly, conceptual arguments for the biological basis of fundamental economic parameters such as social, risk, and time preferences began to be debated (see Rogers 1994, Robson 1996, 2001). Despite this, the biological origins of human behavior remained largely outside the purview of neoclassical economic modelling.

Recently, there has been a resurgence of interest in the capacity for a vast array of biological concepts to enhance our understanding of economic decision making. While there are potentially many explanations for this, three seem particularly compelling. First, more intense scrutiny of the biological basis for economic behavior is a natural extension of the development of behavioral economics and neuroeconomics as fields of study. Some of the cognitive biases and non-standard preferences inherent in behavioral economics may have biological roots, while neuroeconomics has highlighted the biological constraints on decision making imposed by the human brain. Second, there is enormous – largely as yet unrealized – potential to deepen our understanding of economic decision making by incorporating biological concepts into our theoretical frameworks. Robson (2001, 11), in particular, argues that “it seems that the marginal product of work on biological foundations now exceeds that of work on more elaborate higher level models of economic behavior”. Finally, scientific developments in mapping the brain and the human genome have opened the door to empirically testing hypotheses which even a decade ago might have remained merely interesting conjectures. Beauchamp et al. (2011, 58), for example, make the important observation that “the costs of comprehensively genotyping human subjects have fallen to the point where major funding bodies, even in the social sciences, are beginning to incorporate genetic and biological markers into major social surveys”. The availability of such data will
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2 See Robson (2001), for example, who discusses the evidence for a biological basis to hyperbolic discounting and the concern for status.
no doubt give birth to new empirical research exploring the biological underpinnings of social and economic behavior.

It is interesting to contemplate what these developments might mean for labor economists interested in the role of gender in the labor market. Over the past 50 years, there has been a dramatic decline in the gender disparity in key labor market outcomes including wages, participation rates and occupational distributions (e.g. Blau and Kahn forthcoming, Blau and Kahn 2006, Blau, Brummund, and Liu 2013, O’Reilly et al. 2015). Despite this, the gender gap in pay has not completely closed and, in some countries, has even widened (see Weichselbaumer and Winter-Ebmer 2005, O’Reilly et al. 2015). This arrested progress has left researchers investigating non-traditional explanations for the role of gender in the labor market (Bertrand 2011). Biological sources of gender differences are an obvious line of inquiry given the pervasiveness of gender wage gaps around the world.

Can biology help us to better understand gender differences in labor market behavior and outcomes? This chapter reviews the emerging literature which sheds light on this question, considering research in four broad areas: i) behavioral endocrinology; ii) human genetics; iii) neuroeconomics; and iv) sensory functioning and time-space perceptions. Despite the long-standing conceptual links between economics and biology, empirical research in these areas is still very much in its infancy. Often the research focus is on biologically-based differences in men’s and women’s abilities or decision making more generally and we will be left to speculate about the implications for labor market outcomes specifically. In light of this, the chapter concludes by highlighting some of the fundamental issues that we do not yet understand and offering some priorities for future research.

Developing a deeper understanding of the importance of biological factors in generating the gender inequality that we observe in labor-market outcomes is important for a number of reasons. If biology even partially drives the human capabilities that workers bring to the labor market and the outcomes that they achieve, we risk the standard omitted variable bias problem if our models ignore biology completely. Estimates of the roles of psychological, cultural, social or economic factors in producing gender disparities become exceedingly difficult to interpret and are not subject to a causal interpretation. Moreover, although the stark nature-nurture dichotomy is not a helpful representation of reality (see

---

3 See Bertrand, Kamenica, and Pan (2015) who discuss the range of factors that have been identified as contributing to these gains.

4 Bertrand (2011) provides an excellent overview of new perspectives on the role of gender in labor market outcomes. In addition, the following are important reviews of gender differences in i) risk aversion (Eckel and Grossman 2008a, Azmat and Petrongolo 2014); ii) competitive behavior (Booth 2009, Niederle and Vesterlund 2011); iii) preferences (Croson and Gneezy 2009); and iv) gender identity(Akerlof and Kranton 2000).
Halpern 2012 on this point), sorting out the relative importance of biological versus environmental influences on gender disparities may nonetheless have important policy implications (see Bertrand 2011). Finally richer models incorporating more realistic biological foundations might not only generate testable empirical predications, but also help us to identify potentially productive interventions (Dreber and Hoffman 2010).

Before beginning, it is useful to make a few observations about language. Sometimes researchers distinguish between “gender differences” which are psychologically, socially or culturally driven and “sex differences” which are biologically driven (see Hines 2004, Halpern 2012). “The fact that biological sex creates very different environments for males and females from the moment of birth means that differences in biological sex are always associated with different environmental experiences” (Halpern 2012, 51). Given this, and the fact that our focus is on labor market outcomes, not biological functions per se, I have chosen to uniformly use the term “gender” throughout because I regard it as the more expansive term.

2. Behavioral Endocrinology

_Potentially, robust findings on the endocrinology of economic behavior could profoundly influence our understanding of the biological basis of economic outcomes including the gender wage gap._

(Pearson and Schipper 2013, 2)

Behavioral endocrinology is the study of the interactions between hormonal processes and behavior. The emerging literature in this area is of particular interest to those interested in gender differences in labor market outcomes. After all, one of the major biological differences between men and women is in their relative concentrations of reproductive hormones; estrogen, progesterone, and testosterone. Both men and women have measurable quantities of all three, however, hormone concentration levels vary by sex, life experiences (e.g. pregnancy, exposure to competitive situations, etc.) and across the lifecycle. Researchers are increasingly using this variation to link reproductive hormones to fundamental economic preferences (e.g. risk and social preferences, attitudes towards competition, etc.) and to labor market behavior.

---

5 See Nelson (2011) for an overview of the history of behavioral endocrinology.
2.1 Hormones and Fundamental Economic Preferences

Hormonal processes may affect economic behavior – and hence labor market outcomes – through the role they have in influencing risk, time, or social preferences and attitudes towards competition. There is a large literature documenting the disparity in men’s and women’s attitudes towards risk and competition. Recent reviews conclude that the findings of this research are in general consistent with women being more risk averse (Eckel and Grossman 2008b, Croson and Gneezy 2009) and more likely to avoid competitive environments (Croson and Gneezy 2009, Niederle and Vesterlund 2011). Many researchers are raising questions about the extent to which hormones, in particular testosterone, might provide an explanation for these gender disparities.

Exposure to testosterone at critical developmental stages, particularly during fetal development and puberty, is thought to have the potential to permanently alter behavior (Apicella, Carré, and Dreber 2015). Researchers studying the effects of testosterone on behavior typically rely one of two approaches to measuring it. Testosterone levels fluctuate across time – even across the hours of the day – and can be measured with a saliva test, while a low second to fourth digit finger ratio (2D:4D) is commonly used as a marker of prenatal exposure to testosterone (Manning et al. 1998). Prenatal exposure to testosterone (using 2D:4D) has been linked to increased aggression (Hampson, Ellis, and Tenk 2008), while testosterone levels in adolescent boys and adult men have been positively associated with increased aggression and competitiveness (Archer 2006, Carré and McCormick 2008) and risk-taking (Coates and Herbert 2008).

Importantly, women’s responses to competitive situations have also been linked to their testosterone levels (Bateup et al. 2002), as well as to their menstrual cycles and contraceptive pill usage (Chen, Katuščák, and Ozdenoren 2013, Pearson and Schipper 2013, Wozniak, Harbaugh, and Mayr 2014). Bateup et al. (2002) find, for example, that in the lead-up to a competitive match, female rugby players experience an anticipatory rise in testosterone that is positively associated with increased self-reported focus and team bonding. Chen, Katuščák, and Ozdenoren (2013) study sealed-bid auctions in a laboratory setting. They find that the menstrual cycle influences the bidding behavior of women who use the contraceptive pill, but has virtually no effect on the bidding behavior of women who do not. Finally, women appear to selectively reduce risky activities that expose them to sexual assault during ovulation (Bröder and Hohmann 2003). These studies suggest that reproductive hormones are associated with the risk-taking and competitive behavior of women as well as men.
Yet the capacity for sex hormones themselves to drive observed gender disparities in the fundamental economic parameters remains unclear. Despite large fluctuations in hormone levels, women are as likely as men to adhere to the Generalized Axiom of Revealed Preferences – the standard test of economic rationality – at all phases of their menstrual cycle (Lazzaro et al. 2016). Moreover, the evidence for a link between hormones and standard time and risk preferences is at best mixed, with some studies generating results consistent with such a link (Dreber and Hoffman 2007, Takahashi et al. 2008, Brañas-Garza and Rustichini 2011, Garbarino, Slonim, and Sydnor 2011) and others not (Apicella et al. 2008, Sapienza, Zingales, and Maestripieri 2009, Schipper 2012, Drichoutis and Nayga 2015). Most of this evidence is correlational. However, in an important study of post-menopausal women, Zethraeus et al. (2009) find no effect of randomly administered testosterone or estrogen on the results of numerous economic experiments designed to measure altruism, reciprocal fairness, trust, trustworthiness, and risk attitudes. They conclude that “our study offers no support for the hypothesis that sex hormones affect economic behavior” (Zethraeus et al. 2009, 6536). In contrast, after reviewing placebo-controlled single hormone administration studies that investigate the hormonal regulation of human social behavior, Bos et al. (2012, 31) argue that an increasing number of studies show that hormones are “causally implicated in human behavior”.

2.2 Hormones and Labor Market Outcomes
A rapidly increasing number of studies investigate the relationship between sex hormones and labor market outcomes directly. Only rarely do researchers rely on experimental variation in hormone levels to identify their effects, however. Instead, exposure to prenatal testosterone is identified through information about twin births or 2D:4D finger ratios, while saliva tests or information about women’s menstrual cycles are often used to capture variation in circulating hormone concentrations.

It is well-documented that women have higher rates of work absenteeism than men (see VandenHeuvel and Wooden 1995, Patton and Johns 2007), raising questions about the potential for hormone levels to explain gender patterns in work attendance. Using personnel data from an Italian bank, for example, Ichino and Moretti (2009) show that the absences of

---

6 See Drichoutis and Nayga (2015) for a review.
7 Results based on the random administration of hormones are more convincing than those from studies that proxy hormone level using the number of days since a woman’s last period since women ovulate at different stages of their cycle and many do not have the 28-day cycle that is typically assumed.
8 There are some exceptions. See Bos et al. (2012) and Zethraeus et al. (2009).
women aged less than 45 follow a 28-day cycle (the length of a typical menstrual cycle), while those of men and women over the age of 45 do not. This leads the authors’ to conclude that women’s menstrual cycle increases their absenteeism. Moreover, absenteeism is associated with a lower earnings penalty for women, which the authors argue is consistent with absenteeism being a noisier signal of productivity for women. Overall, the authors conclude that – despite this lower penalty – at least 14 percent of the gender earnings differential is attributable to the increased absenteeism associated with women’s 28-day menstrual cycle.

In a subsequent paper, however, Herrmann and Rockoff (2012) reanalyze Ichino and Moretti’s data and show that their results are not robust to coding choices or specification changes. More importantly, Herrmann and Rockoff argue that 5-day work weeks can generate large differences in group-level absence rates at multiples of 7 days making it difficult to identify the effect of 28-day menstrual cycles from the pattern of absences alone. Consequently, Herrmann and Rockoff (2013) turn to data from the National Health Interview Survey to investigate the relationship between work absences, earnings, and self-reported menstrual health problems. They find that completely eliminating menstrual problems would reduce the gender gap in illness-related absences from 0.96 days to approximately 0.65 – 0.46 and improve the gender earnings gap by a very modest 1 percent.

A few studies have linked prenatal testosterone exposure (as measured with the 2D:4D finger ratio) and circulating testosterone to occupational choice. A low 2D:4D (indicating higher levels of prenatal testosterone) has been associated with a preference for masculine occupations among both male and female students in Germany (Weis, Firker, and Hennig 2007), but, contrary to expectations, with a preference for feminine occupations among female students in the United States (Lippa 2006). Similarly, Nye and Orel (2015) investigate the occupational preferences of a large sample (n= 8646) of working-age Russians reporting self-measurements of their 2D:4D finger ratio. They find a number of significant differences in the mean 2D:4D finger ratio of workers in different occupations. Overall, they conclude that the pattern is generally consistent with a low (high) 2D:4D finger ratio being associated with more stereotypical masculine (feminine) interests. Analyzing the occupational choices of more than a quarter of a million respondents in an internet survey, Manning et al. (2010) also find that workers in male-typical occupations have lower 2D:4D

---

9 Specifically, Hermann and Rockoff argue that the spikes in absences at seven-day intervals may be mechanical artifacts of the five-day work week. Italian banks are generally not open on weekends. Thus, conditional on the date of a prior absence, the probability that a bank is open – and therefore that another absence could occur – seven days later (or any multiple of seven days later) is considerably higher than for any other period.
finger ratios. Finally, Sapienza, Zingales, and Maestripieri (2009) find that MBA students from the University of Chicago who are high in testosterone and low in risk aversion are more likely to choose risky careers in finance.

This self-selection of MBA students with relatively high testosterone levels into the financial sector may be quite sensible given the positive association between testosterone and successful real-world financial decision making. Coates and Herbert (2008) study the outcomes of men engaged in “high-frequency” trading in London. They find that circulatory testosterone levels measured before trading begins using a saliva test are positively associated with daily profits. At the same time, there is a feedback effect between market conditions and trading results on hormone levels, with men’s cortisol levels (a marker of stress) rising with both the variance of trading results and market volatility. These short-run results captured over an 8-day period appear to persist over the longer run. Specifically, Coates, Gurnell, and Rustichini (2009) demonstrate that a lower 2D:4D finger ratio (a marker of prenatal exposure to testosterone) is positively associated with higher long-term profitability and an increased chance of surviving as a trader irrespective of market conditions.

In related research, Guiso and Rustichini (2011) demonstrate that there may also be a hormonal basis to entrepreneurial skill. Specifically, they find that Italian CEOs with higher exposure to prenatal testosterone (a lower 2D:4D ratio) manage larger firms (in terms of numbers of employees, sales, and value). Moreover, their firms grow 0.5 percentage points faster on average over the years the CEO was in control. In contrast, Van der Loos, Haring, et al. (2013) do not find any significant relationship between testosterone and entrepreneurial behavior in two independent, large population-based samples of men.

While the literature in behavioral endocrinology has to-date been heavily reliant on the 2D:4D ratio as a marker of prenatal exposure to testosterone, some researchers are beginning to use opposite-sex twinning as a source of plausibly exogenous variation in prenatal testosterone exposure. There is substantial evidence that among animals, testosterone transfers from male fetuses to their littermates (see Hines 2004), leading to the possibility that testosterone transfers between human twins as well. If true, this implies that females from opposite-sex twin pairs have greater exposure to testosterone in the womb than do females from same-sex twin pairs. Similarly, male same-sex twin pairs presumably also have greater prenatal testosterone exposure than do male opposite-sex twins (see Cronqvist et al. 2015, Gielen, Holmes, and Myers 2016 for reviews). Research exploiting this source of variation in prenatal testosterone provides an important opportunity to assess the robustness of findings across alternative measures. Moreover, the comparison of same- and opposite-sex twins
naturally lends itself to an assessment of the consequences of prenatal testosterone on gender disparities in outcomes.

Using a large sample of dizygotic twin pairs from the Swedish twins registry, Cronqvist et al. (2015) find that prenatal environments partially explain heterogeneity in financial behavior in adulthood. Women with a male co-twin trade more frequently, invest in more risky financial assets, and have portfolios with more individual stocks (relative to mutual funds) and more volatility than do those with a female co-twin. Singleton women raised with a male sibling do not exhibit the same disparity in financial behavior suggesting that the result is driven by prenatal conditions rather than any difference in socialization or home environment associated with having a brother rather than a sister. Overall, the gender gap in financial risk-taking is estimated to be as much as 39 percent smaller for women with a male co-twin.

Interestingly, any prenatal testosterone from having a male co-twin does not appear to convey the same advantage in the labor market that it does in the financial market. Gielen, Holmes, and Myers (2016) construct a sample of dizygotic twins and closely-spaced singletons from Dutch administrative data. Women with a twin brother earn approximately 1.2 percent less than women with a twin sister, while women who are singletons earn 0.4 percent less if they have a brother rather than a sister. The resulting difference-in-difference estimate (-0.8 percent) implies that prenatal exposure to testosterone does not advantage women in the labor market and may even lead to a slight decrease in wages. In contrast, same-sex twinning results in a 1.7 percent increase in the wages of men.

3. **Human Genetics**

There is no escape from the conclusion that nature prevails enormously over nurture when the differences of nurture do not exceed what is commonly to be found among persons of the same rank of society and in the same country.

(Galton 1883, 241)

Two distinct branches of research exploring the links between human genetics and individual social and economic outcomes are of particular interest to economists. The first is a well-established research field – behavioral genetics – that analyzes the degree to which heterogeneity in human behavior is explained by genetic endowments rather than environmental factors. The second is an emerging research area – increasingly referred to as
genoeconomics – that attempts to link economic outcomes to the presence of specific genes. In what follows, I discuss the potential for research findings in both branches of genetics research to shed light on the drivers of gendered labor market outcomes.

3.1 Behavioral Genetics

The foundation of behavioral genetics is often attributed to Sir Francis Galton who was the first to study the transmission of talent from parents to their offspring. Behavioral geneticists exploit family relationships, twin births, and adoption as a means of decomposing the heterogeneity in individual outcomes into two components; one due to environmental factors and the other due to genetic factors. In its simplest form, the behavioral genetic model relies on very strong assumptions about functional form and, importantly, the independence of genetic and family effects (see Beauchamp et al. 2011). There is an increasing recognition, however, that heredity and environments have an intertwined influence on human development, implying that behavioral genetic designs often only estimate genetic and environmental variation in outcomes within ranges and not in an absolute sense (Ilies, Arvey, and Bouchard 2006).

Nonetheless, over the past several decades, researchers have documented the potential role of genetics – or heritability – in explaining cross-sectional variation in a vast range of traits, attitudes, and behaviors that are relevant to the workplace. Specifically, IQ; social and risk preferences; personality; education; income; financial decision making; job satisfaction and leadership ability have all been argued to be partially heritable (see Ilies, Arvey, and Bouchard 2006, Cesarini et al. 2009). Although estimates themselves are often quite sensitive to the modelling assumptions, it is common for twin studies, for example, to attribute a large share of the heterogeneity in outcomes to genetic factors. In his seminal study, Taubman (1976) concluded that between 18 and 41 percent of the earnings variation for male twins is due to genetic factors, while even in their lower bound estimates Björklund, Jäntti, and Solon (2005) find that genetic factors account for 20 percent of earnings variation for men and more than 10 percent of earnings variation for women. Similarly, approximately 40 percent of the variation in twins’ educational outcomes appears to be due to genetic endowments (see Branigan, McCallum, and Freese 2013).

For heritability to play a role in generating gender disparities in the labor market, it would have to be the case that heredity operates differently for men and women, and

---

moreover, that heredity acts to disadvantage women on average.\textsuperscript{11} Thus far, there is little empirical evidence that either is the case. Conceptually, however, it is not difficult to imagine gender differences in genetic influences emerging as a type of gene-environment interaction. Zhang et al. (2009), for example, investigate gender differences in the heritability of entrepreneurship. They argue that in less supportive environments – such as the ones women typically face – genetic factors will have a larger influence in determining individual success. In short, genetic influences are expected to play a stronger role in women’s entrepreneurial behavior because women experience more discrimination in becoming entrepreneurs. Men’s success in becoming entrepreneurs is more closely related to environmental factors and less reliant on genetics because the environment is more supportive for men. Using a sample of twin-pairs, the authors find that women have strong genetic and zero shared-environmental influences on their propensity to become entrepreneurs, while men have zero genetic and large shared-environmental influences. In contrast, Van der Loos, Rietveld, et al. (2013) find evidence of significant heritability in men’s entrepreneurship. Similarly, Le et al. (2011) find that, while men’s and women’s attitudes to risk differ, there is no gender gap in the heritability of risk attitudes.

If heritability is ultimately shown to contribute to the gender gap in earnings, occupational attainment, entrepreneurship, etc., there are legitimate questions about what this would then imply for labor market policies to ameliorate gender inequality. Goldberger (1979, 346), in particular, cautions against using heritability estimates to undermine active socioeconomic policy through the simplistic argument that “current inequalities are the inevitable dictates of nature”. Manski (2011, 83) goes even further by arguing that conceptual and technical issues make research on heritability “fundamentally uninformative for policy analysis”. The primary issue is that genetic effects operate at least in part via environmental influences. Parents, for example, are likely to modify the environment in response to their children’s genetic endowments. This implies that estimates from behavioral genetics models are difficult to interpret because they are essentially reduced-form estimates from a more general model in which environmental influences are endogenous with respect to genotype (see Beauchamp et al. 2011, Benjamin et al. 2012 for a discussion). Using such estimates for policy development requires a great deal of caution.

\textsuperscript{11} See Halpern (2012, 168) who makes this point with respect to gender differences in cognitive abilities.
3.1 Genoconomics

While behavioral genetics uses population data to draw indirect inferences about the role of genetic endowments overall, molecular genetics is the study of heredity and genetic variation at the molecular level. Benjamin et al. (2008) coined the phrase “genoconomics” to refer to the use of molecular genetic information in economics. Two primary research strategies are being used to identify the link between genes and behavior: i) candidate gene studies in which an “educated guess” is used to select particular genes for analysis because of their known biological functions; and ii) genome-wide association studies (GWAS) in which researchers look for associations between the outcome of interest and millions of possible genetic variations across the human genome (see Benjamin et al. 2012).

Genetic markers have been identified for a range of preferences, abilities, and outcomes that are potentially useful in understanding heterogeneity in labor market outcomes. These include, for example, risk, time and social preferences; empathy; educational attainment; financial choices; and self-employment (see Ebstein et al. 2010, Beauchamp et al. 2011 for reviews; also Dreber et al. 2009, Zhong et al. 2009, Zhong et al. 2010, Carpenter, Garcia, and Lum 2011). Much of the literature analyzes the genetic basis of economic preference parameters and outcomes measured in a laboratory setting. However, newly-available genetic information in major population surveys is opening the door to studying the genetic foundations of economic behavior in real world settings.

In particular, Papageorge and Thom (2016) study the relationship between genes, education, and labor market outcomes utilizing data from the Health and Retirement Study (HRS) which collected genetic samples from more than 15,000 respondents between 2006 – 2010. The authors construct a ‘polygenetic score’ which essentially is a weighted average of several different gene-education associations previously identified in the GWAS literature. Genetic scores explain 3.2 – 6.6 percent of the educational variation among HRS respondents depending on model specification. Genetic scores are also associated with labor force participation, early retirement, the wages of college graduates, and wealth.

Similarly, Van der Loos, Rietveld, et al. (2013) investigate the molecular genetic architecture of self-employment using both a classical twin design and analyses of genome-wide molecular genetic data. They find that the heritability estimate for self-employment using common single nucleotide polymorphisms (SNPs) is approximately half what is obtained using the classical twin design. While their results lead the authors to conclude that the effects of any single SNP on self-employment are likely to be very small, when
considered jointly, common SNPs account for a substantial share of the variance in the propensity to be self-employed.

Thus far genoeconomics has produced few, if any, insights for those interested in the biological basis of gender inequality in the labor market. While research findings are intriguing, it is fair to say that genoeconomics has not as yet realized its full potential. Results have been remarkably difficult to replicate, leading some to suggest that many findings are spurious (Beauchamp et al. 2011). Most studies are seriously underpowered because sample sizes are too small, and although much of the promise of geneconomics lies in uncovering the causal mechanisms behind biological processes, the evidence thus far is strictly correlational (Beauchamp et al. 2011, Benjamin et al. 2012, Chabris et al. 2015). Moreover, research has not yet explicitly investigated whether heredity and genetic variation operates differently for men and women – and whether this is an important source of gender disparities. Given the extraordinary richness of the emerging data, addressing this void in the literature would seem to be only a matter of time.

4. Neuroeconomics

*Existence of sex differences in behavior implies the existence of sex differences in the brain because the brain provides the basis for all behavior.*

(Hines 2004, 65)

Neuroeconomics is a new, interdisciplinary research field which draws on the insights and methods of psychology, neuroscience, and economics to understand how economic-decision making actually happens within the brain. The objective is to shed light on the impact the brain’s neural systems and computational processes have on the choices that individuals make. Thus far, research has not directly investigated whether there is a neurological basis to gender disparities in economic outcomes. However, ongoing efforts to understand differences in men’s and women’s i) brain functioning; ii) emotional responses to risk; and iii) self-control all raise the potential for such a link to be discovered in the future.

4.1 Brain Functioning

Scientists have shown that while men’s and women’s brains are largely similar, there are some ways in which they differ. Men’s brains tend to be larger in size and slightly different in structure (see Hines 2004). Whether or not these physical differences in men’s and women’s brains have consequences for their behavior is a matter of intense debate. Baron-Cohen
(2003, 1) argues that “the female brain is predominately hard-wired for empathy. The male brain is predominately hard-wired for understanding and building systems.” Seen in this light, Baron-Cohen (2002) believes that autism can be considered as an extreme of the normal male brain profile.

Interestingly, recent research suggests that this categorization of brain types may be useful in understanding gender disparities in labor market outcomes. Drydakis (2015) administered the empathizing and systemizing questionnaires developed by Baron-Cohen et al. (2003) to working-age adults in the U.K. He finds that ‘systemizing’ traits are associated with higher wages than are ‘empathizing’ traits, though the wage returns to each vary by occupation, and that ‘brain type’ helps explain the gender wage gap.

However, the idea that brain functioning might explain observed gender gaps in labor market outcomes is extremely controversial and not yet widely accepted. In particular, Halpern (2012) offers a detailed critique of the underlying science behind the notion that male and female brains are ‘essentially different’ in the ways that Baron-Cohen describes. She concludes that “the idea that female and male brains are essentially different and that these differences explain why there are more males in the physical sciences and more females in helping professions does not hold up to additional scrutiny” (Halpern 2012, 243). Hines (2004, 222) reaches the same conclusion.

4.2 Emotions
There is no doubt that human emotions play a fundamental role in decision making, particularly in situations of risk and uncertainty. Emotions compel us to take certain actions and avoid others. Neuroscientists have made an important contribution in demonstrating that there is a neural basis for human emotions. Different structures within the brain process, transmit, moderate, and help us recall emotions (e.g. LeDoux 1995, Panksepp 1998). While psychologists tend to be concerned with those emotions that are experienced at the time a decision is made (i.e. anticipatory or immediate emotions), economists have historically been much more likely to focus on anticipated future emotions, such as disappointment and regret (Loewenstein 2000). It is clear, however, that people react not only cognitively, but also emotionally and physiologically to the presence of risk. Consequently, Loewenstein et al. (2001) argue that accounting for the anticipatory emotions (e.g. fear) associated with risk and

12 Panksepp (1998) labels the neurological study of humans’ basic emotional operating systems ‘affective neuroscience’.
13 See Tymula and Glimcher (forthcoming) for a review of the history of emotions in economics and psychology.
the conflicts that often occur with cognitive evaluations of the true situation has the potential to explain a wide range of phenomenon that are difficult to understand solely in cognitive-consequential terms.

Emotions suggest another potential mechanism, i.e. neural systems, linking human biology to gendered labor market behavior. Specifically, men and women appear to differ in the way they evaluate and emotionally respond to risky situations. Experimental evidence, for example, indicates that women depart more strongly from linear probability weighting, implying that they are more risk averse in part because they are less sensitive to changes in probability and are more likely to underestimate large probabilities of gains (Fehr-Duda, De Gennaro, and Schubert 2006, Bruhin, Fehr-Duda, and Epper 2010). There is also evidence that women both overestimate the probability of negative outcomes occurring (Silverman and Kumka 1987, Spignier, Hawkins, and Loren 1993, Flynn, Slovic, and Mertz 1994, Lundborg and Andersson 2008) and experience negative emotions more intensely (Fujita, Diener, and Sandvik 1991, Brody 1993), which has been linked to decision making in risky situations (Loewenstein et al. 2001, Loewenstein and Lerner 2003). Finally, Fehr-Duda et al. (2011) show that the effect of incidental feelings on decision making under risk is not gender neutral. Despite men and women having statistically equivalent self-reported moods, women in a ‘better than normal’ mood tend to rate probabilities more optimistically, while men tend to use expected values as a guide in their decision which immunizes them from the effect of mood states.

It is an open question whether or not there is a neural explanation for the differences in men’s and women’s emotional responses to risk. However, existence of such a link would provide an important pathway through which gender differences in neural functioning could result in gender disparities in economic outcomes, including in wages, occupational position, etc. It might also potentially argue for the insurance products (e.g. disability insurance) and public policies (e.g. unemployment benefits) that protect individuals against bad labor market outcomes to be made gender-specific as a means of levelling the biological playing field.

4.3 Self-control

Self-control allows individuals to resist immediate temptation (i.e. choices with immediate payoffs and long-term costs) and make long-term investments (i.e. choices with immediate costs and long-term payoffs). Consequently, many economists view self-control problems as a form of time-inconsistent discounting. That is, individuals discount future benefits more heavily when the choice is immediate than when it is further away. Economists are
increasingly recognizing the importance of temptation and self-control in inter-temporal decision making.\(^\text{14}\)

Neuroscience is shedding light on the neural origins of self-control. McClure et al. (2004), for example, hypothesize that the discrepancy in individuals’ short- and long-run preferences is due to the differential activation of different neural systems. Using magnetic resonance imaging, the authors find that, consistent with their hypothesis, parts of the limbic system are activated when decisions involve immediate rewards, while regions of the lateral prefrontal cortex and posterior parietal cortex are engaged irrespective of time delay. Other research directly challenges this separate neural system hypothesis. In particular, Kable and Glimcher (2007, 2010) present evidence that the neural activity of individuals making repeated delayed-option choices does not depend on the length of delay. Thus, while there is “unambiguous evidence that the subjective value of potential rewards is explicitly represented in the human brain” (Kable and Glimcher 2007, 1625), the nature of that representation remains under investigation.

The ability to exercise self-control is not completely gender neutral. Meta-analyses of the large literature examining gender differences in levels of self-control and related concepts such as risk-seeking, attention problems, and overactivity reveal that females have a small advantage in delaying gratification (Silverman 2003). However, research has not yet addressed whether this gender gap in self-control is the result of disparity in the neural functioning of men’s and women’s brains. If this were the case, then self-control provides another potential mechanism through which neural processes might result in gendered economic behavior.

The question then arises: what would be the appropriate policy response? Workers’ self-control issues have fundamental implications for the efficient design of compensation policies (Gilpatric 2008, Kaur, Kremer, and Mullainathan 2010, Jain 2012, Kaur, Kremer, and Mullainathan 2015). Ideally, public programs like the unemployment benefits system would also provide work incentives that address not only moral hazard, but also workers’ self-control problems (Babcock et al. 2012). There are of course limits to the extent to which both firm and social policy can be individually-tailored. Nonetheless, if self-control ultimately proves to be a link between human biology and gendered labor market behavior there may be opportunities to address gender inequalities though optimal policy design.

\(^\text{14}\) See for example, Thaler and Shefrin (1981); Shefrin and Thaler (1988); Levin (1998); Lee and McCrary (2005); and Ruhm (2012).
5. **Sensory Functioning and Perceptions of Time and Space**

*All our knowledge begins with sense, proceeds thence to understanding, and ends with reason...*

(Kant 1855, 212)

All of our information about the world around us comes from our sensory systems – vision, auditory (hearing), somatic sensation (touch), gustatory (taste), olfaction (smell), and vestibular (balance/movement). We take information in using our senses, organize and interpret that information, and then respond in an appropriate way. Gender differences in the way we perceive and pay attention to external stimuli are of interest because, if there are sex-related disparities at the earliest stages of information processing, then it is not unreasonable to expect differences in men’s and women’s subsequent responses (Halpern 2012).

There is a great deal of evidence that sensory functioning differs for men and women.\(^{15}\) For example, women are less tolerant of loud noises, more sensitive to higher frequencies, and, in some cases, better able to hear faint sounds (see Velle 1987, McFadden 1998, Halpern 2012), while men are better at locating the source of a sound (McFadden 1998). Men, on the other hand, have better dynamic visual acuity (Velle 1987), but are less sensitive to color (see Baker and Cornelson 2016) and are 16 times as likely as women to be color-blind (Bowmaker 1998). The loss of hearing and vision that occurs in middle age is also gendered, with men losing the ability to detect high tones at an earlier age and women experiencing age-related vision loss earlier (see Halpern 2012). Women have a clear advantage, which appears to be lifelong, in detecting, discriminating between, and remembering odors (see Brand and Millot 2001, Halpern 2012).\(^{16}\) Finally, women are thought to have a better sense of touch and a better ability to taste some things, but not others (Velle 1987, Halpern 2012).

Other research documents differences in the way that men and women perceive time and space. Extensive research, for example, highlights the small, but consistent, disparities in men’s and women’s temporal cognition, i.e. the recognition of and judgments about the passage of time (see Hancock 2011). In general, women appear to pay more attention to time when they know in advance that they must estimate the passage of time and have better recall when they do not (Block, Hancock, and Zakay 2000).

\(^{15}\) See Baker (1987), Velle (1987), Halpern (2012), and Baker and Cornelson (2016) for reviews.

\(^{16}\) Interestingly, Monnery-Patris et al. (2009) show that among boys and girls with the same verbal ability, however, girls advantage in olfactory tasks disappears suggesting that gender differences in children’s sense of smell is the result of the way they labelled and remembered different odors not in their olfactory system itself.
Interestingly, circadian rhythms are also not gender neutral. Females have shorter circadian clocks predisposing them to earlier wake up times and stronger preferences for morning activities than males (Adan and Natale 2002, Tsai and Li 2004, Duffy et al. 2011). Moreover, women are also better able to ‘catch up’ on their sleep if they become sleep deprived (Pejovic et al. 2013). These gender differences in sleep patterns have been linked to the gender gap in educational performance. Exploiting quasi-experimental variation in school start times, Lusher and Yasenov (2016) find that as much as 16 percent of the gender gap in academic performance is explained by the fact that boys benefit much more than girls from a later school start time.

There is also extensive evidence that spatial ability, i.e. the capacity to understand and remember the spatial relationship between objects, is gendered. Psychologists view spatial ability as a unique form of intelligence that is distinguishable from other forms of intelligence including verbal skills, reasoning skills, etc. Much of the literature on gender differences in cognitive ability has focused on the various dimensions of spatial ability. In general, males tend to outperform females on spatial tasks, particularly those requiring the mental rotation of spatial information (see Hines 2004, Halpern 2012 for reviews). Spatial ability as been linked to testosterone (Baron-Cohen, Lutchmaya, and Knickmeyer 2004), implying that the gender gap in spatial ability may have a biological basis. Hoffman, Gneezy, and List (2011), however, find that gender gaps in spatial abilities, measured in the time taken to solve a puzzle, which are evident in a patrilineal society disappear in a matrilineal society, while Levine et al. (2005) show that socio-economic background affects the gender gap in children's performance on spatial tasks. Thus, nurture also seems to influence the gender gap in spatial ability.

Sensory functioning and time-space perceptions are perhaps most directly linked to gendered labor market outcomes through the influence they have on men’s and women’s educational and occupational choices. It seems logical that having a heightened sense of smell, hearing, or taste could give one an edge in working as a perfumer, musician, or chef, while color-blindness certainly precludes working in some occupations, e.g. pilot, police officer, electrician, etc. The most direct evidence of the labor market consequences of heterogeneity in the way that individuals perceive their environment has centered on spatial ability. Specifically, spatial ability has been linked achievement in math and science courses (Delgado and Prieto 2004, Ganley and Vasilyeva 2011), to the decision to study math- and science-related subjects (Casey 1996, Shea, Lubinski, and Benbow 2001, Wai, Lubinski, and
Benbow 2009), and to employment in a wide range of technological and science-related occupations (McGee 1979, Wai, Lubinski, and Benbow 2009).

To date, it has been difficult to assess how much of the occupational segregation and gender disparities in earnings that we observe might be attributable to sensory functioning and/or perceptions of time and space. In a recent paper, however, Baker and Cornelison (2016) relate gender-based segregation to detailed information about the sensory, motor, and spatial requirements of occupations in the United States. They find that occupational requirements strongly predict the occupational choices of men and women in ways that are largely consistent with the existing research on their relative advantages in sensory functioning and spatial perceptions. Eliminating occupational selection on the basis of these skills would lead occupational segregation to be 23 percent lower, but the gender wage gap to be higher.

6. Conclusion

Gender disparities in labor market outcomes transcend political and economic institutions, legal frameworks, social norms, culture, and history. Women earn less than men in virtually all countries in which data exist. There is no doubt that social norms, institutional arrangements and the like all matter enormously for the magnitude of and trends in gender inequalities. However, the existence of a gender pay gap that is both nearly universal and stubbornly persistent is not easily explained by these influences. Moving on to consider the potential biological basis for gender pay inequality is a logical step to take. After all, human biology provides perhaps the only obvious common denominator with the capacity to explain the pervasiveness of the gap. Moreover, advances in reproductive technology and a fall in the relative return to physical strength reduced men’s biological advantage in the labor market at a point in time when women began to make rapid progress in closing the gap. Perhaps biology has the capacity to explain trends as well.

Despite the logic of the endeavor we remain a long way from identifying a biological foundation for gender differences in labor market behavior and outcomes. One issue is that the science has not yet reached a stage where we have sufficient certainty about the way that biological functioning influences decision making, let alone what the implications of that might be for gendered labor market behavior. In general, the existing research evidence is largely correlational and does not often lend itself a causal interpretation. Key research findings are frequently not robust to differences in sampling, measurement, model specification, and context. For ethical reasons, many researchers rely on participants
volunteering for their study, raising questions about external validity and selection bias. All too often, studies are under-powered due to insufficient sample sizes which results in a lack of estimation precision. Publication bias seems to result in positive results being over-reported, making it difficult to form judgments about the body of research findings as a whole. Finally, some research fields such as genoeconomics, behavioral endocrinology, affective neuroscience, etc. are still very much in their infancy. There is simply a great deal that science has yet to discover about the biological origins of human behavior.

It is also the case that there is very little clarity about the economic significance of the effect sizes being reported. There are substantial inter-disciplinary differences in the effect size statistics that researchers are prone to report, making it difficult to make comparisons across studies.\(^\text{17}\) Some statistics are not very intuitive and effect sizes themselves are always dependent on the other controls in the model. Even more importantly, it is not straightforward to determine when an effect size is large enough to be economically meaningful. Effects which are small in magnitude may nonetheless be extremely important. For example, small differences in risk or time preferences may translate into large differences in net present values – and hence investment decisions – when discounting occurs over long time horizons. Making judgments about the importance of biological effect sizes is especially challenging because we do not have a commonly understood metric for judging what ‘large enough to be important’ might mean.\(^\text{18}\) More research is needed to determine whether any biological effects on gender disparities in behavior are in fact economically meaningful and capable of explaining the gender inequality in labor market outcomes that we observe.

Finally, we do not have a smoking gun. That is to say, we do not have an obvious mechanism through which the biological differences in men’s and women’s behavior that have been identified so far could reasonably translate into a wage penalty for women on average. It is not only that we lack causal evidence, though this is an obvious problem (see Coates and Herbert 2008, Zethraeus et al. 2009 for example). The bigger issue is that the biological differences between men and women do not give either an obvious overall labor market advantage. Gender differences do not necessarily imply gender deficits. Women appear to have a small advantage over men in delaying gratification and in sensory functioning, for example, and while women’s heightened risk aversion is likely to be a liability in some jobs, it is an asset in others. Thus, the evidence to date is more logically

\(^{17}\) See Halpern (2012) for a discussion.

\(^{18}\) See Manski (2011) for a discussion of this issue in the context of the policy implications of behavioral genetics and Halpern (2012) for a similar discussion in the context of medical research.
consistent with a biological basis to the type of work that men and women do than it is with the existence of a nearly universal and stubbornly persistent gender pay gap.
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