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Abstract 

This paper argues that sample-based analyses of individual longitudinal 

behavior can normally do well without sampling weights. Instead of worrying 

about such weights, it pays to concentrate on the modelling of behavior and on 

drawing inference about features of the model. One should not feel confined to 

finite population totals and means, finite population regression coefficients, 

and other finite population statistics. Also, some of the claims about the 

good properties of conventional weighting seem exaggerated. 

Jan M. Hoem is Professor of Demometry, Section of Demography, University of 
Stockholm, S-106 Stockholm, Sweden. He has benefited from discussions with 
Ralph Folsom, D. Holt, Graham Kalton, Jan Lanke, T. M. F. Smith and T. N. 
Srinivasan, and Rick Williams on topics in this paper; as well as from 
editorial advice from Anders Klevmarken. 
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Many soclal sc1ent1sts and most survey stat1st1c1ans display great 

unease When anyone anal yZes survey data wl th.out usl.ng conventional sam-

pl l.ng welghts. SUch unease ls certainly warranted When the analysis con-

sists 1n estimatl.ng populatlon-level stat1st1cs 1n the flnlte population 

from Which the sample was drawn. currently, however, the feel lng · al so ex-

tends to cases Where lt ls misplaced, for instance to s1tuat1ons Where the 

analysis ls evldently based on probab1list1c models of hllman behavlor, 

say,· and Where YoU must really force yaur 1mag1nat1on to flnd counterparts 

to model parameters and other Character1st1cs 1n flnlte population statis-

tics. 'Ihl.s ls partieularly clear 1n sample-based event-hlstory analyses 

and panel studies. It ls hard. to see What mean1ng:fUl flnlte populatl~n 

statistics are estimated by occurrence/exposure rates, Nelson-Aalen plots, 

logistic regression coeff1c1ents, or the estimated coefficients of hazard 

regression analysis, all 0£ Which are used wlt.h samples as well as wlt.h 

complete sets 0£ llfe hlstory segments. Introdl.lcl.ng sampll.ng we18hts 1n 

·such analyses can complicate matters, £or the standard. stat1st1cal theory 

0£ ln-ference procedures 0£ t.hls nature then collapses and speclal theory 

must be applled. SUch theory has been developed for models 0£ contlngency 

tables (see Rao and Scott 1981!-; Smlt.h 1981!-, Section 4.2; and their re£er-

ences; £or a computer program, see Fay 1982 ) and lndeed for generallzed 

llnear models (Blnder 1983; Chambless and Boyle 1985). Some consc1ent1ous 

em:p1r1cal lnvestlgators have computed values £or estimators and test sta-

tlstlcs both wlt.h and without welghts, and have o-ften been re11eved to 

flnd that the outcomes have largely been the same (Schlrm et al. 1982; 

Rlnd:fu.ss, Sw'lcegood, and Roserifeld 1986, footnote 1; and others). 'lhe 

:posl tlon taken 1n t.hls paper ls that such worries and such computlng exer-

cises can be superfluous ln situations Where the 1nvest1gator ls really 

involved 1n model ll.ng hllman behavlor rat.her than 1n calculatlng descrlp-
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tlve statistics for tile fln1te population, and that they may divert atten-

tion away from more important concerns of modelling and analysis. 

In the considerable disagreement on tile issue of weighting in the 

current statistical 11 terature, there ls a standing dispute .between those 

Who would apparently really like to see standard. weights (reciprocal se-

lection probabilities) applied in "most" circumstances and otl:· ~~s Who feel 

tbat ~ 1f the analyst wisnes to use the [sample] data to estimate a proper-

ly specified model, ~n the case for weighting ls much weaker, since the 

model presumably "controls for" the effects of the factors Which lead to 

. the need for weights in the first place» except apparently for particular 

dependent variables in the model. ('Ihl.s typical quotation from the PSID 

User Guide, 1983, p. A13, catches the spirit of many other formulations in 

\,he llterature.) Some weighting protagonists seem to see the latter posi-

tion as quite lenient in this spectrum, pernaps as a concession to model 

l:nll.lders. To me (and to some others), even that standpoint is too mu.ch in 

favour of the use of sampling weights in tile situations of th.l.s paper. our 
approach is to follow general statistical notions, to regard tile sampling 

mechan.1sm as part 0£ the total model of tile "random ex:periment" Which 

prodllces the sample data, and to incorporate 1t into the likelihood, with 

normal consequences for the statistical analysis. 

Since I take issue with much that is found 1n contrl.bU.tions from 

sample theory practitioners and teachers (Kalton 1981: O'Mulrcheartaigh 

and Wong 1981: Hansen. Hadow and Tepping 1983; the PSID User Guide 1983; 

Kish 1981; and others), I should pernaps make clear from the outset that I 

realize that they do not all have the same pos1 tlon on all relevant is-

sues, tbat opln1ons may develop over time, and that no one can be expected 

to ·present tile fUll breadth of his reasoning on any single occasion, let 

alone the reasoning of others. '!here ls no collective respons1b111ty for 

arguments and recommendations presented. Let me also state unequivocally 

that I do not question the aPP1':'Qpr1ateness of common weighting procedures 
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in inference to f1.n1te population statistics. However, I want to line up 

w1 th those Who feel tllat the thl.nK1ng on the matters raised here has been 

undllly dominated by the spirit of finite population descriptions. one can-

not allow comments on the modelling of behavior to be confined to brief 

asides (see Section 5.1 of Hansen. Madow and Tepping, 1983, for a typical 

example), nor ls 1t sensible to relegate 1nf1.n1te population modelling 

concepts to the role of motivators of def1.n1t1ons of new f1.n1te population 

parameters to be studied by the design-based approaeh, the way Binder 

(1963) and Chambless and Boyle (1965) as well as Folsom. LaVange, and 

Wllllams (1966) invite us to do. 

'Jlle. mode 11 ing approach induces us to focus on issues tllat have re-

ce1 ved 1nsu:ff1c1ent attention or less tllal'l lucid treatment in the sampling 

11 terature. For instance, 1t ls important to d1st1ngU1sh between the var1 -

ous elements of the comprehensive model of the real-11fe :r;henomenon inves-

tigated by means of the sample data. Likewise, ·one needs to keep these el-

ements separate from the various statistical procedures available and from 

the functions Which the procedUres have 1n the analysis. We have in mind 

collections of records of segments of ind1v1dual 11fe histories, so one 

part of the total model ls the sub-model of individual behavior. SUb-model 

m1sspec1f1cat1on ls one issue and the use of sampling weights ls another, 

and an operat1 ve connection between them remains to be demonstrated. sam-

pling weights have not been devised to correct for or protect against such 

m1sspec1f1cat1on in model-based analysis, and we :know of no proof tllat 

they can serve this function in general, as seems 1lllP11ed by many formula-

tions in the literature. Whether the sampling meel:lan1sm ls informative 

(1.e., Whether 1t depends on the random outcome of the real-11fe :r;henomena 

under analysis) ls a separate question again. For instance, the examples 

offered by Hansen. Mad.ow and Tepplng ( 1983, Section 2 l and Duncan ( 1962, 

.Appendix 2) in support of the supremacy of the design-based approach have 

sampling mechanisms tllat are .manifestly informative and therefore are not 
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relevant for the lssue of robustness agalnSt behavloral model m.1sspeclf1-

cat1on nor for the separate lssue of robustness aga1.nSt informatory sta-

tus. 

'Ille informatory status of the sampl.1ng plan depends on the model, for 

the model defines Which variables are seen as stochastic. Hodel m.1s-

spec1flcat1on at thls level may result 1n an unreallstlc declaration that 

the sampling plan ls non1nformat1ve Wben lt ls not, Whlch may lead 1nto 

the well-lmown dangers of outcome-based sampling. In this connection, 

weighting does seem to have a function as a guard against model m.1sspec1-

flcat1on 1n certain cases. Holt, Sm.1th and winter (1980) and Nat.ban and 

Holt ( 1980) have shown that we1ghting may prodU.ce a robust though 1nef:f1-

c1ent estimator for a 11near regression coeff1c1ent when the sampling plan 

ls 1nforma.t1ve. (See also Jewell 1985.) 'Unfortunately, one does not seem 

to real 1 y lmow my thls ls so nor to wnat extent current results can be 

general lzed. 

outcome-based sampling does not appear as much of a problem 1n the 

selection of the 1n1t1al target sample for prospective panel .surveys of 

1nd1v1dllals, for the sample is typically drawn at the beg1nn1.ng of the ob-

servational period (at "tlme 0") and therefore Just cannot be influenced. 

by the later behavior of the (potential ) respondents. on the other hand. 

since the extent of nonresponse may depend on such behavior, it may intro-

duce an element of outcome-dependence 1n the effective sample, as ls well 

recognl.zed. (See for instance Fay 1986. ) 'Ihls gives leeway to all the 

usual lngenu.1.ty of survey samplers 1n estimating nonresponse probabilities 

and applying their reciprocals to the various response groups, but 1n it-

self 1t gives no opening for the reciprocals of the sampling probabilities 

of the target sample. 

'Ihls reserved attitude to the use of sampling weights ls not weakened 

by the fact that it ls sensible to use all information available about the 

members of tile target population at the t1me of sample selection. If we 
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condition on whatever has happened up to and including time o and 

concentrate on investigating whatever happens after that point, the 

sampling plan can be outcome-independent even if population characteris-

tics at time o is used extensively when the sample is drawn. To the extent 

that such "starting data" have a bearing on the topic of the investiga-

tion, the information should be included in the model and thus be one of 

the guides of subsequent analysis. Post-stratification into .behaviorally 

dlstinet groups can be sensible, across prior stratum bo'W'ldaries if th1s 

is suitable. concomitant variables should be exploited as usual. (See 

SUgden and Smith 198'l, for a discussion of problems Whlch arise if the 

analyst has less information than the sampler.) 

It is important to be careful about features like post-stratification 

according. to .behavior or other outcomes after time o, however. SUch 

procedllres are prone· to introduce selection biases of a form characteris-

tic of outcome-dependent sampling. In an example below, we discuss the 

role of sampling weights in co'W'lteracting such biases in panel studies. 

cne mu.st exercise similar care in the analysis of data for respon-

dents Who are included in the sample after time o. In general, 1t will be 

unproblematic to utilize individual-level data for periods after entry of 

such individuals provided. they are homogeneous with those vm.o have been in 

the study from the outset. (Technl.cal1Y speaKing, entry should be repre-

sentable by a non-informative left-truncation mechanism; see WelleK 1986, 

and Keiding and Gill 1967, Section Sa. ) 'Ihe use of retrospect1 ve data for 

periods before entry may be another matter When entry into the sample ls 

part of the 11fe course outcome 'W'lder analysis, as Lillard (1966, flnal 

page) evidently suspects. In the PSID, for instance, non-sample individu-

als may enter the sample because they become members of existing sample 

households. When such entry ls through marriage to a sample household mem-

ber, then the analysis of the process leading up to marriage needs to take 

into account that 1t actually ends in the upcoming marriage. Sample entry 
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t.hen represents a form of outcome-based sampling. (See Hoem 1969, and 

Ke1d1ng and Glll 1967, for some discussion of tecbn1cal aspects.) If one 

ls ®le to compute t.he real 1nclu.s1on probablllty of such an entrant, 

tilere ls a legltlmate place £or reciprocal probablllty weights 1n t.he ana-

lysis (Hoem 1965, Section 2.2). 'lhl.s probab111ty w111 be a much more comp-

lex entity tban merely t.he 1n1t1al 1nclus1on probab111ty of t.he household 

entered, however. 

'Ihe panel medium is typically geared to t.he collection of data cmout 

t.he respondents 1 sltuatlon at fixed times during t.he observational period. 

'IbJ.s sets t.he stage for a particularly simple model presentation, and we 

use t.he time-discrete Markov cha1n as an uncomplicated prototype of panel 

models to convey the essentials of our notions w1th a m1n1mUJD of distur-

bance by mat.hematical or c1.rcum.stant1al complexity. We extend this s1JDP11-

c1ty fUrther by mostly assuming tl'lat data collection ls by a two-wave pa-

nel only. In practical a;ppllcatlons, more complex models and more exten-

sl ve observational plans are bound to be needed. (A broad.er catalogue over 

various issues of design and usages 0£ panel data has been given by DJncan 

and Kal ton, 1965. ) Indeed, much richer analyses can be made 1f data are 

obtained for contl.nUou.s life histories, for t.hen tbe whole tool-bag of 

event-history studies is available. 'lh1s is particularly use£u.I 1f t.he 

timing 0£ events or tbe duration of spells are important £or an understan-

ding 0£ t.he dynamlcs 0£ behavior, as it is bound to be 1n most fields. 

(See Allison. 1962, for a discussion of tbe pros and cons of contlnUous-

tlme and discrete-time methods.) '!he panel vehicle can be used to obtain 

retrospective 1nformat1on £or periods be£ore time O and between otber 

times 0£ data collection, and ls used ln this manner by some major data 

agencies. 'Ihe issue of weighting does not change 1n character by such an 

extension. 

Much of t.he reasoning presented here has ba.slcal 1 y been g1 ven before, 

though usually wl th different em,i:tlases and not with the special issues of 

9 
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panel studies 1n mlnd. Some recent references are Flenberg (1980, pp. 335-

338), Llttle (1982), Smlth (1983, 1984), and Hoem (1985). Lest I be 

accused 11.ke so many others of belng a meddling theorlst wlth no ground 

contact and therefore noth.1.ng usefUl to tell SaJllPllng practltloners (cf. 

0'Hulrchearta1gh and Wong 1981, p. 487; KlSh 1981 ), let me note as a ere-

d.entlal that I got interested 1n the welghtlng lssue 1n connectlon wlth my 

own ·emplrlcal research 1n d.emosra.FhY based on pane 1 and event -hlstory 

data, and as a discusslon partner wlth a number of colleagues worltlng 1n 

d.emos!'al:hy, soclology, economics, and epld.emlology. 

2.. 1 Framework 

Here ls the very slmple mathematical framewo:rit 1n Whleh our arguments 

will be dressed. Assume that the N lndivldllals of a population move 

lnd.epend.entl y between states 1n the flnl te state space I of a t1me-homoge-

neous MarKov chain mod.el. SUppose that the state xt occupied by 1nd1v!dllal 

1 at tlme t ls observed at discrete tlmes t : 0, 1, 2, · · ·, and let the 

unit tlme transltlon probab111ty be 

p = P[x = klx : JJ. Jk t+1 t 
SUppose to begln wlth that Xt ls observed for eacn 1ndiv1dUal only at 

t1mes 0 and 1, and regard Xo as exogenous, 1. e. r as d.etermlned before the 

"e:xperlment" Wbose outcome ls observed by the lnvestlgator. Let -x.1 <Jl = 1 

if 1ndiv1dllal 1 ls 1n state J at time o, and let -x.1 (J) = o otherwise. Then 

the -x.1 (J) are nonstochast1c indicators, and the number 

of population members 1n state J at time o ls also nonstochastlc and per-

haps :known to the 1nvest1gator. Let N Jk of the 1 at ter be 1n state k at 

10 



tlme 1, and suppose for now that the (Pjkl have no particular structure, 

1.e., that all that ls essentially known about these pro~illtles is that 

r:kE1 PJk = 1 for all JE1, wlth the possible exception that some transi-

tions may be impossible and the corresponding Pjk may equal o. If all po-

pulation data (NJkl were available, then the maximum 11.kel.1.hOod estimator 

of a (nonzero) p Jk woUl d of course be the mul t1nomlal proportion 

(2. 1) 

and we would have 

* var Pj}{ : Pjk (1-Pjk)!Nj· (2. 2) 

Now suppose, however, that a sample s of 1nd1 vldUal s is drawn at time o 

accord.lng to some known sampllng plan p(s) : P{S:sJ. (If sampU.ng ls with 

replacement, then our s ls the sample after the removal of any doubles.) 

'llle probablllty that 1ndlvldUal 1 ls a member of S ls n1 = Ecs:lEsJ p(s), 

Which we assume to be posltlve for all 1. SUppose that the estimation of 

the lPJkl ls to be based on the sample data 

n :; cs; · CNiJk: iES, JQ, kEJl J. 

Where NiJk : 1 1f individual i is 1n state J at time o as well as 1n state 

k. at tlme 1, with NiJk = o otherwise. Assume that the 1nd1v1dua.l transi-

tions after time o are independent of membership 1n the sample, 1. e., that 

the sampling (and subsequent observation) does not affect individual be-

havior. 'lllen strict adherence to conventional sampllng theory would lead 

to the estimation of NiJ by 

:&Jk = r: NiJK!'ni, 
iES 

Nit 
and correspondingly to PJk = N:Jk!NJ as an estimator (predictor) of the 

It 
population statistic PJk (if NJ is known). 

In a superpopulationlst vein one may note that 

E(N 1s=sl : x (j) p if iES. 
ijk i Jk 

(2. 3) 

If we define 
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there£ ore, 
N* N 

E(p 1s=s > = p N IN , 
JK Jk j j N* 

so Pjk ls not an unbiased estimator £or the parameter PJk When the 

s~le ls glven. 1n contrast to, say, 

( 2.. l.J:) 

Whlch may be used even 1£ NJ ls unJ:mown to the lnvestlgator. on the other 

N 
: E 'X.1<J) lfi1 E p(s): Hj, 
i:1 {s: 1EsJ 

so 

wnen E denotes the e:xpectation operator 1n the model Which accounts £or 

the randomness 0£ both S and the population data £NiJk : 1 = 1, · · ·, N; 

JE1: kE1J, unless a conditional e:xpectatlon ls 1nd1cated exP11c1tly. In 

the total model, there£ore, (1. e., When all currently random elements are 
N* •N 

included), both estimators PJk and PJk are unbiased. 

'Ihe two-wave set-up does not really exPlOlt the Markovian properties 

0£ the cha.1n model. All we have used so 'far ls 1 ts notation. In reality, 

we are only dealing wlth a set 0£ related contingency tables, one £or each 

start.lng state JE#. As we noted at the beg1.nnl.ng 0£ Section 1, the mat.he-

matics £or dealing wlth inference 1n such models, wlth or without weight-

.lng, ls already available. 

'Ihese estimators are based on survey sampling notions and their su-

perpopulatlonist extension. A classical stat1st1cal approach would be to 

establlsh the total likellhood corresponding to the observed data I>, and 

to maximize lt. 'Ihe likelihood ls A' = p(SJ A. where 

A : II II II [Pjk]N(i, j, k), 
1ES JE1 kE# 

(2.. 5) 

wlth.N(i, J,k) = N1Jk 1n the exPQnent. If N5(J,k) = 1~5N1Jk ls the number 0£ 

12 
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J ~ k transl tlons observed in the sa.mpl e, and lf 

fls(J) : r: N5(J,k) : r: X.1U> 
kEI lES 

(2.6) 

ls the number of sample members who start out in state J at tlme 0, then 

the MLE of PJk ls 

Pjk : N5(J, k)/fls(J ), (2. 7) 

provided tilat p(') ls f1.mctlonally independent of the (PJkl. as we will 

assume throughout. Note tilat (2. 7) bas precisely the same structure as 

(2.1 ), 1. e., PJk is the estimator Whieh elementary statlstlcal theory 

will lead to lf the sample is treated as if lt Where the whole population. 

Beyond the fact tilat the sample is the vehicle Whieh provides the data. 

the form of the estimator is not influenced by the sampling mecbanism. In 

particular, no sampU.ng weights are involved. 

By ( 2 • 3 ) and ( 2 . 6 >, we easi 1 y derl ve the unbiasedness results 

ECP 1s:sJ : E£p J = p . 
Jk . . Jk JK 

In parallel wl th (2. 2 ), 

var(p 1s:sJ : p (1-p )/n (J ), 
Jk Jk Jk s 

and consequently 

(2.8) 

with slml 1 ar results for covariances. Formula ( 2. 8 ) Shows tilat the proper-

ties of PJk are certainly .lrtfluenced by the sampling mechanlsm, for p( • > 

determines the final item in the formula. 'llle likelihood approaeh allows 

us to construct estimators whose form ls not influenced by the sampling, 

rut we cannot ignore the fact that a sample has been drawn When we study 

('\.lllcondi tlonal > estimator properties. 

2. 3 A Weighted. "Like l.tbood" 

'llle llkellhood approaeh ls sometimes interpreted ln a marmer diffe-

rent from the one Whleh lead to (2. 5 ), namely as follows. (See , e. g, 
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Chambless and· Boyle 1985.) If all population data were available, then the 

11.kellhood would be 

with H(j, k) = Hjk· 'When one ls restricted to the sample data 11, then each 

member 1 1n the sample "represents" 1;n1 of the members 1n the population. 

It seems logical then to maximize an "estimate" of A.tot given by 

Atot =II <A1)1/n(1), 
1ES 

Where n(l) = ni, and Where 

A1 : II II CPj}{lN(l, j, K) 
JE1 kE1 · 

ls the 11Kel1hood contrlllutlon of 1nd1v1dUa.l 1. SUch max1m1zat1on leads to 

the estimator PJk of (2.4), whl.ch tllUs gets a Kind of leg1t1m1zat1on as 

a pseudo-:maxlmum-11.Kellhood estimator. However, givens, Pjk of (2.1) ls 

:Known from general theory to have mJ,nlmal variance among unbiased est1ma-

tors, and this property carries over to the unconditional variance 1n 

(2.8). Using Pjk instead.of Pj}{ must entail some loss 1n efficiency. 

2. 4 COncoml tant Information 

We have stuck to the very simple situation above to m1n1m1ze the 

effort of presentation. 'Ille ma1n outcome of our argument ls retained 1n 

cases with more extensive observational plans or a more complex structure 

1n the transl tlon probab111 ties. Assume for instance that for 1nd1 vldUa.l 

1, the j :....+ k transition probab111ty ls P1Jk = ~Jk<z1, 0), Where z1 ls this 

1nd1vldUa.l 1 s value on a vector of concomitant variables; els some urumown 

mul t1d1mens1onal parameter; and the fUnction ~ jk may pertlaps specify a 

logistic regression. 1 t may have a simple form as 1n our Section 4 below, 

or 1t may be of some quite different complexity. 

Assume that the z1 are exogenous and that the sampl 1ng mechanlsm ls 

independent of e, though 1 t may depend on z1, · · ·, ZN, perhaps through some 
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system of st.ratlflcatlon of the members of the population. '!hen the llke-

1 lhood of 11 contlrnles to have the form A' = p(S)J\, where A ls given 1n 

(2.5), except that Pjk ls now replaced by 11'jk(z1, 0). Haxlmlzation again 

proceeds wltnout regard to any sampling weights {1/n11 and the MLE for e 

ls constructed as 1f the sample members constitute the Whole population of 

interest. 

Some 1nvestlgatlons wlll oversample certain mlnorltles. 'lllls 1n it-

self ls hardly a su:fflclent reason to use sampling weights 1n the estlma-

tlon of parameters of behavioral models. Let us distlnguish three situa-

tions: 

(1) If the behavior of the mlnorl ty ls the same as that of other 

people, then applying reciprocal sampling probal:>111t1es Just gives more 

weight to some observations than to others of the same kind, wh1Ch cannot 

be efficient under any approach. 

(11) If minority .behavior differs from other behavior (and of course 

:Kl1.owledge or a suspicion of th.1.s ls the reason why they were oversampled 

1n the first place), then 1t should be reflected 1n su:ff1c1ent1y accurate 

modelling. Either the model has one or more parameters whose values are 

different for the minority, 1n Wh1Ch case likelihood maximization (or 

somethlng similar) will pick up these differentials. or alternatively a 

different model ls needed for the minority, 1n Wh1Ch case separate ana-

lysis ls more sensible. \t4lo has a proof that welghtlng can overcome the 

lnferentlal errors of an inadequate model Wh1Ch tries to account for beha-

vioral differences? 

(111) If minority behavior differs from other behavior and a model ls 

flt whleh does not have features to pick th.1.s up, then the model ls 

mlsspeclfled and welghtlng w111 not of be mueh use. Instead of parameter 

values (or separate models) whleh identify the behavioral differences be-

tween population groups, one gets fitted parameter values Whleh represent 

some flctltlous "mean behavior" wh1Ch no group has. one~ then lost 
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s1gh.t of 1nterest1ng behavioral differentials. Modelling them 1s more sen-

Sible. 

Note that we discuss the role 0£ the sampl1ng weigh.ts as an issue 

separate 'from the question wheti'ler ti'le model ~JK ls correctly spec1f1ed. 

'!he latter question 1s certainly important for the empirical analysis, but 

1t mu.st be ad.dressed directly. '!here ls no a pr1or1 reason my the use of 

sampling weigh.ts can be ex:pected to compensate for an incorrect spec1f1ca-

tion 0£ 1nd1v1dllal behavior . .Anyone who feels that weigh.ts may give some 

protection against model m1sspec1£1cat1on 0£ tills Kind should demonstrate 

it and explore my 1t works 0£ 1t does. 

2. s 'DJree waves 

'!he Character 0£ these arguments does not change if the observational 

plan 1s more extensive th.an the one above. To mal<.e a single step 1n such a 

direction; let us revert to non~spec1£1ed trans1t1on probab111t1es PJK 0£ 

a MarKov Cha.1n but let the state xt o'f each 1nd1v1dUal be observed at time 

2 as well as at time o and 1. For sample member 1, let N(1,J,k.ll = 1 1£ 

this 1nd1v1dUal has ti'le state sequence :xo=J, x1 =k. and x2:L, and let 

N ( 1, J, k. 1 l = O otherwise. W1 th a time-homogeneous MarKov chain mode 1, ti'le 

11Kel1hood 0£ ti'le sample data now becomes 

p(S) II II II II [PjK ~JN(1, j,k, l) 
1ES JE1 KE/ LEI 

Which ls max1 ml zed by 

A 

PJK : 
N5(j, Kl + EiES EfE1 N(1, l, j, K) 

ns<Jl + EiEs EiEt EKE/ N(1,l, j,K) 
.(2. 9) 

Properties 0£ tills Kind of estimator were stud.led by .Anderson and Goodman 

(1957). '!here 1s no role for sampling weights {1/n1 J 1n tills est1mat1on 

procedure either. 

In What follows, we revert to the case where 1nd1v1dUals are observed 

1n two waves only. 

16 



J. UHlT HWHRESEUiSE. 

Let us now address the issue of characterlst1c-depend.ent nonresponse. 

Consider the simPle Markov cha1n model agaln, let sample 1nd1V1duals be 

observed at times o and 1, and let us make the assumptions 

( 1 l that Whet.her an 1nd1 vldual responds at time 1 ls independent of 

the outcome at time o as well as of the transition behavior between times 

0 and 1, 

(11) that both at time o and 1 each individual 1n state j has a re-

sponse probability of ~j• and 

(111 l that 1nd1vlduals choose to respond or abstain independently of 

each other. 

'Ihe response mo~l above ls SUff1c1ent to serve as an 1llustrat1on 

for our purposes. In practice, a more complex response model will surely 

be needed. For instance, one must often e:xpect the response outcome at 

tlme 1 to depend on what bas happened before that time. For a more com-

plete model 1n a tl1ree-state set-up, see Stasny (1986a, b) and her refer-

ences. Mar1n1, 01 sen, and Rubin ( 1919) study a s1 tuatlon w1 th normally 

d1str1bUted variables. Both papers use the maximum ll.kel1hood approach and. 

no weighting. 

To establish a 11.kellllood, we introduce A(1, t ), Wh.Leh equals 1 1f 

1nd1V1dual 1 responds When approached at time t, and Wh.Lch equals O 1f 

tllls ind1 vldual ls a nonrespondent at time t. (A ls for "answer" . l suppose 

that the state at time o ls known for all (sample) members; the state at 

time 1 ls obtained only for respondents. 'Ihen £X1 CJl : 1ES, JEJJ ls exoge-

nous and the sample data consist of s, {A(1,t): 1ES; t:O, 1J. and 

[H(l, J,k): 1ES; JEJ; kEJ; A(l, 1) = 1}. 'Ihe ll.kel1hood of these data ls 
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p(S) II II [[6j]A(1, 0) [1-Sjl 1-A(l, 0) 
, lES jEJ 

J
'X. (j) 

• (II [p 13 ]A(l, 1 )N(l, j, k) ) [y ] 1-A(l, 1) 1 , 
~1 $ k j 

Yj : 1 - E Pjk 13}{ 
kEJ 

ls the probaDlllty tbat an lndivldl.la.l wno ls in state J at time o will be 

a nonrespondent at time 1 . We introduce a Jk = p JK 13}{. see that 

Yj = 1 - Ek aJk• and reorganize the 11Kel1hood. Which becomes 

P<Sl LII [6 1R<J. O) c1-s Jn<J>-R<J, o)J . 
EJ j J 

• II II [ca 1T<J, kl [Y 1n<J )-R (J, 1 i]. 
JEJ kEJ Jk j . 

R (j, t) : E 'X.1 (J) A(l, t) 
lES 

ls the number of respondents at time t among sample members wno were in 

state J at time o; Where 

T(j, k) : E A(l, 1) N(l, j, kl 
lES 

ls the number of J ~ k transitions actually observed: and Where we have 

written n(j) for Ils(J) to facilitate the typing Of exponents. Since 

Ek T(J, kl = E1es A(l, 1 l xi <J l = R(J, 1 ), maxlmlzlng the llkellhood ls 

straightforward, and we get the ML.Es 

and 

S : R(J, 0)/Ils<J) 
j 

ajK : T(J, k)/n5(J ), 

(3. 1) 

Whlch makes ajkl~K the current maximum 11Kel1hood estimator of PJk· 

unfortunately, these estimators do not add up to 1 when we take the sum 

EKEJ• so the adjusted estimator 
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"' Pj}{ : 
I: T(j,L)/~i 

LEI 

. (3. 2) 

ls pernaps pre£erable. As the population size and sample size go to infin-

lty together, the denominator of (3.2) will converge to 1 in probability 

under any reasonable asymptotic. 

Adjustment by means of reciprocal response probab111t1es ls of course 

an old trick in survey sampling analysis. It appears so easily above 

.because we have made t.hl.ngs simple for ourselves through our assumptions. 

Hore complex response models will lead to results of a similar nature,. 

however, and the main message conveyed again ls that sam.pllng proba-

b111t1es Just do not enter into the formula for the estimator. 

4.1 Basic Hotlons 

We have assumed that the sample was drawn at time o, and of course 

that 1t could only .be based on information available at that pofut. 'lll.1.s 

ls the natural situation in prospective panel surveys. In retrospective 

surveys, by contrast, one has the option of using Whatever information ls 

available ..men the sample ls drawn at the end of the study period. (In a 

retrospective~ study, information would .be obtained concernl.ng the 

situation of the respondents at fixed times prior to the time of selec-

tlon. ) If any information concernl.ng the respondents' .behavior dUring the 

study period is used in the sample selection, then the sample s ls 

outcome-dependent, and subsequent data analysis must .be made with great 

care to avoid the many pitfalls inherent in such a set-up. Even if the 

original sample s is outcome-independent, subsequent post-stratification 
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according to the value 0£ an outcome-variable may lntrodllce slmllar 

effects. 

Properties of the sampling plan will generally enter into a 11ke11-

hood analysis lf the sampling ls outcome-dependent, and they may help pro-

vide a guard against selection biases otherwise prodllced. In some sltua-

tlons, the influence of the sampling plan then wo!'Ks v1a the (reciprocal) 

sampling fractions 1n outcome-based strata. 

we discuss a simple example 1n sections JI.. 2 to JI.. 4 below. 'Ille formal 

model there goes back to Coldlng-Jg:lrgensen and Simonsen (1940), and 1t has 

been used for purposes s1m.1lar to ours by Aalen et al. ( 1980) and by Hoem 

and Funclt Jensen ( 1982, Section 5. 3). It ls a time-continuous Markov cha1n 

model used £or stat1st1cal inference from panel data. A review 0£ such is-

sues has been given recently by Kalbfleisch and Lawless (1985 ), Who also 

ad.dress computational aspects as well as the 1ncorporat1on of covariates. 

Among the re£erences that they do not g1 ve, are Singer and Spl l erman 

( 1977 ) , Singer ( 1981 ) , and All lson ( 1982 ) . Formulas gl ven .by Funclt Jensen 

(1982) £or trans1t1on probal:>111t1es 1n terms of transltlon 1ntens1t1es 

w111 be usef\11 1n such analyses. 

outcome-dependent observational plans and the biases theY produce 

appear 1n many shapes 1n most fields of stat1st1cs and have correspon-

dingly many names, such as length biased sampling, prevalence sampling, 

selection biases, restriction biases, selection bY virtue 0£ survival, 

purged sampling, anticipatory observation, and choice based sampling. we 

have reviewed them 1n the Markov cha1n setting elsewb.ere (Hoem and Funck 

Jensen 1982, Section 6; Hoem 1985, Sections 2.2 and 2.3). Cohen and Cohen 

(1984) recently discussed them for cl1n1cal trials. For an account of 

their appearance ln soclology, bU.lldlng mainly on previous wolli ln eco-

nomics by A. s. Goldberger and J. J. HecKman. see Belli and Ray (1982 l and 

Belli ( 1983 l. Some further references are Hoem ( 1969 ), Cosslett ( 1981 ), 
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Mansk1 and McFadden (1981 ), Vard.1 (1985), Rao (1985), Rlndfuss, Bumpass, 

and Palmore <1985), and Hoem. Rennermalm, and Selmer (1986). 

4. z Example 1: C2l1ldbear1.ng and Promotion 

We now turn to the simple example 1n Figure 1, Which (1n one of lts 

guises l reflects some central features of the interaction between child-

bear.tng and promotion of women 1n a bureaucratic hierarchy where the 

employer ls not permitted to let promotion to a higher grade Job be 1n:flu-

enced by the employee's private life. 

[Figure 1 about here. J 

In thls model, the states are denoted by a two-d1g1 t code (X. yj, 

Where x 1nd1cates whether she has a lower grade Job (code x:O l or a higher 

grade Job (code x:t). 'Ihe second element y 1nd1cates whether a woman has 

bad a child (code y:i l or not (code y:O). 'Ihu.s a woman ls 1n state (0, 0) 

1f she worK.s 1n a lower grade Job and has not bad a child yet. At the 

bi.rth of her first child, she moves to state (0, 1) lf she still has a 

lower grade Job, and so on. A woman cannot have a child and move to a 

higher grade Job at the same time. Otherwise, she can have her flrst child 

or be promoted at any time~ Let <xt· Yt) be a woman's state at tlme t. '!he 

transltlon 1ntensit1es 1n our time-contlnuous Markov chain model for a 

particular group of women are the constant parameters >., "'' and <P 1nd1 -

cated 1n the figure. 'Ihu.s, "' and <P are bi.rth 1ntens1ties for women 1n 

lower and higher grade Jobs, respectively, and >. ls the rate at Which 

women are promoted to higher grade Jobs. we assume that the bureaucratic 

rules ensure that the latter ls not 1n:fluenced by the presence or arrival 

of a child. (In the terminology introduced by Schweder, 1970, Xt ls local-

ly independent of Yt·) on the other hand, suppose that women 1n higher 
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grade Jobs may have spec1f1c motives for redllclng their natality, so 

111 -~ cp. we taK.e (XQ. Yo) to be exogenous and let 

P~,.. (X. Y) : P{x :x, y =Y!X :a, Y :bJ for a, b, X. }'€], 
"""" 1 1 0 0 

w1tll J:{O, 11. If 0:111-cp, 1t follows readily that 

Poo(O, O) = e-P.+wl, Poo(O, 1) : e-X <_1-e-111), 

Poo (1, o > = e-cp (1-e- (X+o » Al (X+o J. 

Poi (0, 1 l : e-X, P10(1, 0) = e-cr>, 

and so on. In particular, 

P(x :11x :0, y :bJ : 1-e-X for b: o, 1, 
1 0 0 

( 4. 1) 

1.e., the probab111ty of gettlng promoted to a higher grade job by time 1 

for a woman 'htlo ls not there at time o equals 1-e-X, irrespective of her 

ch11 dbearlng status at time o. 

Assume that a Scandinavian type population register ls available, so 

that the target population may be stratified by ch1ldbear1ng status when-

ever needed, and suppose that information on Job status at times o and 1 

ls collected from the members of a sample. Assume that the respondents are 

grouped accordlng to ch1ldbear1.ng status at time 1, el tiler because the 

sample was selected this way 1n the first place or through post-strat1f1-

cation when the data are prepared for analysis. As part of the 1nvest1ga-

t1on. one may then estimate transition probab111t1es for the promotion 

variable Xt, given the outcome on the ch1ldbear1.ng variable, 1.e., con-

d.1t1onal probab111t1es of the form 

'11 : P{X :1 !X :0, y :b, y :y] : p (1, Y)/(p (0, y)+p (1, y)J. 
by 1 0 0 1 Ob Ob Ob 

As we demonstrate below, it turns out that 

'1101 < '1111 = 1-e-X < '!'loo when 111 > cp. (4. 2) 

'Illls looks as if the arrival of your first chlld (Yo=O, y1 :1) reduces your 

chances of gettlng promoted to a higher grade job over the unlt tlme per1-

od, _and as 1f not havlng a child (Yo=O, y1 :O) improves those chances, de-

spite the fact that we have postulated no influence of childbearing status 

on the promotion variable 1n our model. 'Ille childbearing-status 1ndepen-
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dence of uie promotion variable is well reflected 1n the unconditional 

probabilities 1n (4.1 ), but 1t gets garbled 1n the conditional transition 

probabilities, as ls apparent from (4.2) '!he analysis based on such post-

stratlflcatlon easily indllces the investigator to conclude tbat the arri-

val of a first child ls a hlridrance to f'urther promotion even wnen 1t is 

not. Conditioning on the outcome of one variable 1n the investigation of 

another 1n life course analysis is a risky business. 

To prove (4.2), it simplifies matters to study ~Y: 1-'l'lby and to 

demonstrate the equivalent relation 

~oo < ~11 : e-X : ~1 wnen o>O. 

First note tbat 'Tioo=e-X v/w, ~11 :e-X, and ~01 :e-X (1-v)/(1-w), with 

v=e-~ and w=Poo<O,Ol+Poo<1,0J=e-~ fx(o), wnere 

fx<o> = e-X + (ed-e-X) A/(X+o). 

Since both .w and 1-w are positive probabi 11 ties, O<w< 1 . Because f A ( o ) : 1 

and ofx(o)/oo>O, we get fx{o)>1 and therefore ·a11 1n all O<v<w<1 wnen o>O. 

From this our inequalities follow directly. 

'!he above formulas for the ~Y also show that 'l'l()o='l'lu='l'l()1=1-e-X 1f 

~=cp. 'lhis ls the unconditional promotion probability 1n (4.1 l. When child-

bearing ls not influenced by Job grade, therefore, one is relieved of the 

dangers of systematic errors 1n conclusions (within this model) otherwise 

inherent 1n outcome-dependent analysis. For the particular value o of the 

parameter o, outcome-dependence is still present but the selection biases 

it causes vanish. 

Klevmarken (1986) has an example 1n which not only do the selection 

biases vanish When a particular parameter has the value o, but the entire 

outcome-dependence disappears at the same time. 

4. 3 Example 1 cont1nued: Llkellllood. .Analysis 

'!he selection biases Just described arise because the investigator 

supposedly has not used the full information contained 1n the data. as 
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summarized by their 11Kel1.bood. To see how the likelihood approaeh would 

work 1n this particular example, let us assume that all the N members 0£ a 

target population start 1n state (0,0) at time 0, and 1ntrodUce Pao= 

Poo<O,O), Po1=Poo(O,1), P10 = Poo<1,0), and P11=Poo<1,1). Let q =Pao 

+ P10 be the probability that a woman has had no child by time 1, and let 

us drop the initial subscript o 1n the 'l')S now involved and write 'T\y='l'loy 

for y:O, 1. Assume that at time 1, the women are grouped into two strata. 

Stratum o for those Who have had no Children and Stratum 1 for the rest. 

SUppose tha.t a simple rand.om sample ls then dr'awn -from eaeh of these 

strata at time 1, and tha.t the Job grade status at time 1 ls obtained 

(w1 thout misclassification error or nonresponse) from all members of the 

sample. We now want to establish the 11kel1.bood of these data. we usually 

follow the convention 0£ denoting rand.om variables by capital Latin let-

ters and their values by the corresponding lower case letters, bUt 1n the 

present connection this would lead us to cover up some correspondences 

w1t.h survey sampling theory wh1Ch we want to display. For the remainder of 

this single section, therefore, let rand.om variables be capitals or lower 

case letters typed 1n bold:face and let their values be corresponding cap1-

tals or lower case letters given 1n ord.1.narY typeface. At time 1, then, -~ 
.~. 

members 0£ the target population are 1n state k, for k = (0, o ), (0, 1 ), and 

so on. Of the members, Bo = Hoo + M10 llave not had a child, and H1 =N-Bo 0£ -""' ....., ..... - ._" _.· -- \,,. 
them llave bad a child. A rand.om· sample of no out 0£ the Bo ls dr'awn "from 

~ .... . ....... 

Stratum o, and another rand.om sample 0£ n1 ls dr'awn from the H1 members 0£ 
·1. ...... •• _. 

Stratum 1. (Since the sample sizes are restricted to not exceed the random 

number 0£ members of the two strata. they are random variables themsel-

ves. ) 'Ibe number ~ of members 0£ the sample who are in eaeh state k at 

time 1 are registered. 'lhe 11Kel1.bood 0£ obta1n1ng these data is then the 

observed value of the probability 
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P[~:ffo, ~o=IDQo• mot =IDQ1• m1o=m10 1 and mil =m11) = 
~.~ y~-- ~.~ .('!. 3) 

H! (1, 1) Mt<. 
Eo E1 --------- ( IT (~ ~ ) 

k= (0, 0) -· 

( 1, 1 ) 
n 

k= co, a> 

( Hoo+H10 '\ ( Ho1+M11 '\ 

l no J l J 
Where_ Eo ls the sum over all pairs <Hoo· Ho 1 > for Whlch Hoo+Ho1 =No and E1 

ls the sum over all pairs <Ho1• M11 ) for Which Ho1 +H11 =N1 . We show below 

that the l lke l lllood can be rewrlt ten as 

Whlch ls maximized by the· natural estlmators 

We SUl:>stltute these into the one-to-one relatlo_ns Whlch connect the para-

meters Pk w1 th our current equivalent parameters q, 'l'\o, and 'l'\1, namely the 

relations Poo=q( 1-'l'\Q ), p 10:crri0, and so on, and get the maximum likelihood 

estimators 
A Poo = moo/ (N£o ), Poi = mot/ (N£1 ), 

~··- "'" .. ...... "'""• .. ~ (4.5) 

P10 = •to! CH£o >. and :Pu = mt1/ <N£1 ), "'...... ........ .. . .,,_ ..,.,,,.., .,,.. , 

Where fk=DK!Bit ls the sampling fraction 1n Stratum k. for k:O, 1. (Let fk.=1 
.,.,,/' ......... ~-

1n the unlikely case that Bit=O. > Provided no and n 1 are sensible functions 
-·-

of N and~· as we can safely assume, these estimators will be consistent 

for their respective estlmands as N :..+ oo. 

To bring out the close connection between these estimators and What 

survey sampling theory would suggest without any appeal to the likel1hood 

approach, note that Xo=m10 ls the number of members of Stratum o Who have 
.. .... ~ , -

the property of being 1n State ( 1, o) at tlme 1. 'Ihe corresponding number 

of members from Stratum 1 ls x1:o. A Horvltz-'Ihompson estimator of the ·-
proportion Hio!N of the target population that ls 1n State ( 1, o J at time ..... ,..,, 

1, can then be writ ten ·as 
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Whleh ls p10 . ('!be sum ls taken from k=O to k= 1. ) By symmetry, the other 

probability estimators can be represented 1n a slmllar manner. It turns 

out, therefore, that 1n th1s particular case, the maximum 11Kel1hood est1-

mators and the Hr-estimators colnclde. '!be reciprocal sampllng fractions 

serve to balance the sampllng biases otherwise 1.nherent ln the outcome-de-

pendent sampling plan. 

Note, however, that the sampling fractions £0 and £1 are not a prlorl -- ~ .... 

lncluslon probab111t1es. Every member of the target population has the 

same probabllltY of end.1.ng up 1n the sample, and that probab111 ty ls 

q EC£o) + (1-q) EC£1l· ·- ,_ 
We need to know wbat £unctions no and ni are to compute this probab111ty . .. ...,, .,.,. 

'Ihe sampling fraction fit ls "only" the condltlonal selection probab111W, 

given that a population member has ended up 1n Stratum k by tlme 1. 

To demonstrate the transltlon between (4.3) and (4.4), note that 

(4.5) 

and 

(1, 1) 
p ( () (H :M ) I H :N 

k: (0, 0) ~!t k ·-~ 0 
(4. 6) 

'lherefore, the exPresslon 1n ( 4. 3 J can be wr1 tten as that of ( 4. 5 J mul t1-

plled by the product of two sums corresponding to r:0 and E1 1n (4. 3 J After 

some minor rearrangement, the flrst sum can be wr1 t ten as 
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Items 1n the latter sum are o for x<O and for x>Ho-no (rememl::ler that 

m10~no ), so t~,1.s expression redUces to 

( no "\ m10 no-m10 

l J('110) (1-'f\) 
mio o 

(4.1) 

'Ihe sum based on E1 ls quite slmllar. 'Iherefore, (4.4) results if you mul-

tlply together the expressions 1n (4.5), (4.1), and the E1-based eXPres-

slon correspondl.ng to (4; 1 ), and subsequently substitute Ho· Do· n1, m10, 
,....,..,... .,,.._. ·~ .... ""· 

4.4 Example 2: Maternal and Infant Hortallty 

'Ihe model 1n Flgure 1 may be reinterpreted 1n a manner Whlc.h maK.es 1 t 

sU1ta:ble for the analysis of the 1mpa.ct of the death of a mother on the 

survival of her baby 1n hlstorlcal data. Consider a mother-and-lnfant 

pair, let xt be o as long as the mother ls allve, and let Xt jump to 1 1f 

the mother dies. Slmllarly, let Yt be an indicator of w.bether the c.hlld ls 

dead at tlme t~ Let the interval between times o and 1 be suc.h that both 

mother and c.hlld have (acceptably) constant mortalltY d!.lrlng lt, .let X be 

the mother's force of mortall ty, and let "' and Iii be the forces of mortall-

ty of the lnfant before and after any death of the mother. suppose that 

the two cannot die simultaneously. Assume that the c.hlld ls sufflclently 

dependent on the mother's personal care that the infant's (force of) mor-

tallty jumps to a higher level lf the mother dies, 1. e., .p > 'I/, but that 

the mother's mortallty ls not slmllarly influenced by the death of the 

c.hlld. '!hen all 1nequal1t1es 1n (4.2) are reversed. If the data for the 

motber-and-lnfant pairs are sorted accordl.ng to Whether the c.hlld ls allve 

at time 1, therefore, the investigator ls invited to conclude erroneously 

that the death of the c.hlld actversely affects the mother's Chances of sur-

v1val 1n thls model. Furthermore, the mother's survival chances wlll be 

estimated as better than they really are from data on pairs wlth infants 
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surviving to tlme 1. Prior stratlflcatlon or post-strat1f1cat1on according 

to the infants• survival status at tlme 1 should. be avoided. 

Sorting the pairs accord.lng to the mother 1 s survival status at tlme 1 

ls less dangerous for conclusions about the infant's survival Cbances. 

SUCh grouping corresponds to working wl th cond1 tional probab111 ties of the 

form 

c = P{y =11x =a.Y =O,x :xJ = p (X, 1)/(p (X,O)+p (X, 1)] ax 1 o o 1 ao ao ao 
instead of e = P{y =1 IX =a. y =OJ. A simple argument slmllar to the one · a 1 o o 
Wh.tch estaJ::>llshed (4. 2) shows that 

(4.6) 

'Iblls, 1t ls less dangerous for the infant to have a surviving mother than 

to lose her during the unlt interval, and the latter event ls less ad.Verse 

than being wl thout the mother tllroughout the interval, all of Whlch con-

cluslons are correct. 

4.5 Intraclass COJ:Telatlons 1n Clusters 

Papers by weighting adVocates contain many admonl tlons to use welgh-

ting procedures to counteract the adVerse effects of "intraclass correla-

t1ons dUe to cluster sampling". It remains to be demonstrated. however, 

how weighting can have such a £unction 1n the analysis of panel data for 

ind1v1dual behavior, or how lt can replace direct attention to intraclus-

ter interaction. as 1t surely ls intended to do. Agaln, welghtlng must be 

an issue separate from that of model mlsspeclflcatlon. Whlch could now 

reappear 1n the guise of an "assumption" that 1nd1v1dUals ln clusters be-

have independently. 

To illustrate lnteractlon behavior, let us return again to Figure 1, 

and let the two d1mens1ons correspond ~o the two members of a two-person 

household 1n a manner slmllar to that of our example of mother-and-infant 

mortality (Section 4.4). Regard person 1 as the head of the household, and 

disregard household d1ssolut1ons for the sake of thls argument. In the 
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inodel of tbe figure, heads of households behave independently of any part-

ners because tbe 1ntens1 ties con-espondlng to tbe two vertical arrows are 

the same (namely >.). '!here ls complete wlt.hln-household independence lf 

~=<!', otherwise not. A no-interaction m.1sspec1f1cat1on would consist 1n an-

alyZing tbe data as if ~=<!' even 1£ the two intensities really were diffe-

rent from eaeh other. How can conventional sampling weights balance tbe 

biases caused by this error? Even lf tbey could, would lt not be more in-

teresting to find out What goes on 1n the clusters? 

5. a:ID IID!m Dls:lESICll 

'Ihe previous sections embed some very general issues into some very 

straightforward settings. 'Ihe question of Whetber to use weights 1n tbe 

1nvest1gat1on of models for panel data ls itself a special case of a more 

general issue concerning tbe role of weights 1n any analysis of sample 

data Whleh involve tbe parameters of statistical models. Let us reiterate 

some general results here for tbe case of pane 1 studies. 

In a population of N independent lndlvldlla.ls, let Y1 be a description 

of the life course of member 1 over a flnlte set of time points t 0:o < t 1 

< ·•· < tm <co. Since we have sample paths of time-discrete Ma:r'Kov cha1ns 

particularly in mind, assume for simplicity that for eaeh Y1 there are 

only a flnlte nmnber of possible paths, let y be one of them, and in-

troduce e;1 (Yl = P(Yi:yJ. Note that y: £Y<t0 ), ···,Y<tm)J, so the probabll-

1 ty law e;i ls a multi-dimensional distribution 'function. It reflects our 

notions about tbe possible behavior of lndivldlla.l 1 over the flnlte time 

set {tKJ. It may depend ln any way whatsoever on 1ndivldual-spec1fic val-

ues of exogenous variables, including the value Y1(0) of Yi at time 0, 

Whleh we taK.e as nonstocha.stlc but not necessarily known to the investi-

gator before the sample ls drawn. (-If real individuals come ln independent 
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clusters with internal interaction. llke households, then red.efine an "in-

divldual" to be such a cluster for the purposes of the general theory. If 

clusters can recombine over time, we need a more general framewoffi than 

the present one. Conditioning on the Y1 CO) ls convenient and useful in 

panel studies, but lt ls not essential for our argument.) 

From this population. a sample s ls selected according to the samp-

ling mechanlsm p Cs ) = P £ S: s J . we all ow p ( · ) to depend on the same exoge-

nous varlal:>les as the ~1 do, including the given values Y1 CO) 1f they are 

known, but p( ·) may not depend on the outcomes of the Y1 after time o. Es-

sentially, the sample ls drawn at time o, and then the investigator cannot 

ut111ze anythJ.ng that happens later. we assume that observation ls unob-

t.ruslve, in the sense that membership in the sample does not influence an 

indivldlJal's :behavior. (Alternatively, the investigator can have a theory 

for the influence of observation on :behavior. 'Ille problem of obtrusive ob-

servatlon ls common to all statistical analysis. See Section 4 of Duncan 

and Kal ton. · 1985, for a :brief review of current e:xperience w1 th 1 t in 

panel studies.) On the other hand, we allow for nonresponse by letting 

tills feature be an integral. part of Y1, 1.e., one of the possible values 

for Y1 Ctk) at any time tk may be an indication that data are missing be-

cause of nonresponse. 

, 1ncs > J, and let us wr1 te 

I(j) for Ij and l(j) for 1j in subscripts. '!hen the sample data 

%1 = {S; Y1: 1ESJ have a probal:>illty distr1bllt1on given by 

P[ {S:sJ & £Y
1 
:y

1 
for all iESl J 

p[ ncs > n(s) 

J : {n(S ):n(s) l & () {I :1 l & () {Y :y l 
j:1 j j j:1 I(j) I(j) 

P[ (n(S):n(s)J 
n(s) ncs) 

: & () (I :1 l & () (Y. :y l J 
j:1 j j j:1 l(j) l(j) 
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[ 
n(s) 

= P {n(SJ:n(s)J & n {I =i J 
j:i j j 

n(s l J [ n(s l J () (Y :y l •P . ·() (Y =Y l 
j:i l(j) i(j) J=i i(j) i(j) 

n<s l 
: P{S:s] •II P(Y1(j)=Y1(j)l 

J:i 

n(s) 
:: p(s) II ~i(j) (Y1(j) ), 

J=i 

When we use the stochastic independence betweens and the collection 

£ Y1: 1=1, ···,HJ to reduce the big conditional probability to PCS=sJ 1n 

the next to final line aJ:xne. 'Ihlls we have just proved that 

n(s) 
P{ Y ::y for all iES I S=s J = II ~ CY ), 

1 i j:i i(j) l(j) 
( 6. 1) 

i.e., given the sample s, the distrlbution of the sample observations 

£Y1 u )l ls the same as lt would be 1n an imagined exhaustive census whose 

data had the same stochastic properties as t.hOse 1n the sample survey. 'Ille 

llkellllood of the sample data D ls 

(6. 2) 

Since p ( · ) must be independent of the unlmown parameters and other :urumown 

cnaracteristics of the c~1 J, llkellhood maximization does not involve PC· l 

1n any way, and 1n particular it d.Oes not involve any reciprocal inclusion 

probabilities 1;w1 . 'Ille samples ls an ancillary statistic, and inference 

may be based on (6.1) alone if you follow the anclllarlty principle. 

'Ille essential role of the sampling plan ls to provide a randomizing 

vehicle to determine Which life histories to include 1n the sample 1n a 

way which induces cost-effective analysis and helps maKe sure that s actu-

ally ls stochastically independent of the life courses Yi after time O. 

LacK of such a randomizing mechanlsm entails the risK that s becomes in-

formative, as well as the usual problems of generalizabillty of results. 

(See Smith 1963, and Royall, 1965, for critical assessments of the need 

for randomization, and Smith, 198~, f.or a discussion of its meaning. l 

.Any 11kel1hood analysis depends of course on the specification of the 

{1;,1J. If the model i;,1 of 1ndiv1dual behavior ls incorrect or unreallst1c, 

31 



then the outcome of the anaJysls must be a£fected unfavourably. Indeed. as 

everybody professes to realize, any model ls 1ncorrect or unreallstlc 1n 

many respects. 'Ib1s ls lnherent 1n al 1 analyses Whleh use statlstlcal 

models, and the analysis of sample survey data ls no exception. one must 

not let this fact stifle one's ablllty to use models productively for the 

analysis of sample data any more than for other Kinds of data. 'Ihe value 

of a model lies 1n its ablli ty to pick up important aspects of bel'lavlor 

and to serve as a guide to our inference about reality. Some sampling 

practitioners display an evident ambivalence (or even aversion) towards 

bel'lavloral modelling; but an 1nvestlgator 1nterested 1n analyZing a 

particular aspect of behavior by means of sample data Should. not let this 

dictate h!s own Choice of method. 'llle preparation of the information 1n a 

major data set for PJbllcatlon 1n a book of official statistics, say, ls 

qu.1 te a different operation than the penetration of a .suD-area for an 

analytical purpose. 'llle concerns of data producing agencies are certalnlY 

real and important enough, but there ls no need let them d.Omlnate the 

picture the way they have done so far. '!here ls little reason Why others 

Should feel restricted. by the same conslderatlons. 

In response to the need for "lnflnl te pop.llatlon" modelling concepts 

1n the analysis of survey samples, some statlstlclans have begun to pro-

vlde a kind of half-way house Where new flnlte population statistics are 

defined 1n terms of model parameters but the properties of their estlma-

tors are studied as 1f there were no model but only the finite population. 

For instance, Chambless and Boyle ( 1985) have suggested that a parametric 

llkellllood 

A(f3) 

that would apply to the entire flnlte population (of size N) under a given 

bel'lavloral model. be estimated by its sample counterpart 
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!(13) =IT [A1(f3)]1/n(1) 
1ES v 

for indivldUa.l inclusion probab111t1es {lT(l)J. If A(f3) ls maximized when 

13=B. they suggest that B be regarded as the flnl te population quantl ty of 
" 

interest, and that the value :t3 of a whleh maximizes Aca) be regarded 
~ ,/ ... # 

as an estimator of B. 'lllls ls 1n line with previous suggestions for gener-., 

all zed linear mode 1 s by Binder ( 1983 ) and h1s predecessors. It has been 

followed up by Folsom, LaVange, and W1111ams (1986), WhO have also exten,.. 

ded the theory to the (non.parametric) Kaplan-Meler prodUct limit estlma-

tor. 

We discussed an application of these ideas to the estimation of 

MarK.ov cha1n transition probabilities in Section 2.3. In that setting, ~ 

ls a set of (unobserved) transition proportions 1n the flnl te population. 

which. it may certainly make sense to estimate. Similarly, the (unobserved) 

Kaplan-Meler prodUct limit £unction for the flnlte population describes 

the distribution· of a positive variable over the members of that popula-

tlon, and again it may make sense to estimate it from the sample data. In 

a case-by-case consideration of other si tuatlons, we are bound to find 

more models where a flnlte population estimator 1} ls a meanlng:fU.l statis-

tic ln 1 ts own right for whleh the sample counterpart :t3 ls a sensible .... 
estimator. For sueh situations, the statistical theory developed will be 

use£ul. Adm.1.tting this ls a far cry however from accepting that 

(a) a flnlte population estimator~ always ls a meanlng:fUl descr1p-

tlve statistic, irrespective of any appeal to an underlying model, or that 

(b) one should restrict one's analysis of survey sample data to 

s1 tuatlons where B 1~ meaningful in this marmer, or indeed that 

(c) statistical inference from survey samples must be only to the 

flnl te population level. 

Indiv1dUa.l statisticians may hold or reject any one of these views; I 

disagree with all three of them. I find 1t particularly puzzling that 
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statisticians should insist on item (c) above, the way Rali:t'l Folsom and 

Rick W1111ams have done 1n conversations dl.lrlng the Wa.shlngton Symposium 

on Panel SUrveys to Wh1.Ch earller versions of tnls paper and theirs were 

contrl.bU.tlons. 

Be that as lt may, lt ls important to maintain that the speclflcatlon 

of a model of 1nd1v1dUal behavior ls an issue separate from the role of 

sampllng weigh.ts. Whether the investigator has got ~1 right or not, the 

11.kellhood has the form 1n (6. 2) so long as sampling and analysis are not 

outcome-dependent. Of course, there ls no compulsion to rely on the llKe-

llhood approach. one ls free to use any inference procedure available, 

.sul:>Ject only to the assessment of the statistical properties of the proce-

dl.lre. Some sueh procedures may involve sampllng weigh.ts. In fact, proper-

ties of the sampling plan will generally enter into 11Kel1hood analysis lf 

the sampling ls outcome-based, for then the 11Kel1hood has a form llKe 

A : [ II ~ (Y ) ) I: . I: [{ II ~ ( y ) ) p ( s I y : 1 ES; y : l~S i] . 
iES 1 1 1~S Yi l~S 1 1 1 1 

where the d.oul:>le sum is taken over all i~S and over all values y1 that 

the sample path o'f target population member i outside the sample can at-

ta.in, and where P(SjY, .. ·, y ) = P(S=slY :y for 1:1, ···,HJ ls the condl-
1 H 1 1 

tlonal pro:bab111ty o'f drawing the sample s when the sample path outcomes 

are as spec1£1ed. 

In certain cases, the sampllng mechanl.sm turns out to enter the llKe-

llhood only via the sampllng 'fractions of outcome-dependent strata. 'Ihe 

example of our Section 4. 3 ls a case 1n point. However, welgh.tlng ls no 

panacea whleh can solve most problems of survey analysis, including model 

m1sspec1f1cat1on, nor can 1 t replace model llng and make behavioral models 

superfluous. 
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mortality]. 

40 



SRRD-1 

SRRD-2 

SRRD-3 

SRRD-5 

SRRD-6 

SRRD-7 

SRRD-8 

SRRD-9 

STCX,""KHOIM RESEARCH P.EFORTS IN DEMJGP.AFHY 

SECTION OF DEMJGRAPHY, UNIVERSITY OF STOCKHOLM 

S-106 91 STOCKHOLM, SWEDEN: 

Hoem, Jan M. and Randi Selmer: The interaction between premari-
tal cohabitation, marriage, and the first two births in 
current Danish cohorts, 1975. (March, 1982.) 

Hoem, Jan M. and Ulla Funck Jensen: Multistate life table 
methodology: A probabilistic critique. (March, 1982.) Pp. 
155-264 in K. c. Land and A. Rogers (eds.), 
Multidimensional Mathematical Demography. New York: 
Academic Press. 

Hoem, Jan M.: Balancing bias in vital rates due to an informa-
tive sampling plan. (April, 1982.) Pp 81-88 in Statistical 
Review 1983: 5. Essays in honour of Tore E. Dalenius. 

Hoem, Jan M.: Distortions caused by nonobservation of periods of 
cohabitation before the latest. (May, 1962.) Demography 20 
(4), 491-506, 1983. 

Hoem, Jan M.: The reticent trio: Some little-known early discov-
eries in insurance mathematics by Oppermann, Thiele, and 
Gram. (July, 1982. l International Statistical Review 51, 
213-221, 1983. 

Hoem, Jan M. and Bo Rennermalm: Biases in cohabitational nupt i -
alitY rates caused by nonobservation of periods of cohabi-
tation before the latest: An empirical note. (Dec., 1982.) 

Funck Jensen, Ulla: An elementary derivation of moment formulas 
for numbers of transitions in time-continous Markov chains. 
(Dec., 1982.) 

Hoem, Jan M. and Bo Rennermalm: Cohabitation, marr-!_age, and 
first birth among never-married Swedish women in cohorts 
born 1936-1960. (Dec., 1982.) Published as "Modern family 
initiation in SWeden: Experience of women born between 1936 
and 1960". European Journal of Population 1, 81-112, 1985. 

Funck Jensen, Ulla: The Feller-Kolmogorov differential equation 
and the state hierarchy present in models in demography and 
related fields. (Dec., 1982. J 

41 



SRRD-10 Hoem, Jan M.: Multistate mathematical demography should adopt 
the notions of event-history analysis. (Feb., 1983.) 

SRRD-11 Hoem, Jan M.: Weighting, misclassification, and other issues in 
the analysis of survey samples of life histories. (Feb., 
1983.) Pp. 249-293 in James J. Heckman and Burton Singer 
(1985), Longitudinal analysis of labor market data. 
Cambridge: Cambridge University Press. 

SRRD-12 Lyberg, Ingrid: Nonresponse effects on survey estimates in the 
analysis of competing exponential risks. (April, 1983. ) 

SRRD-13 Hartmann, Michael: Past and recent experiments in modeling mor-
tality at all ages. (Nov., 1983.) 

SRRD-14 Lyberg, Ingrid: The effects of sampling and nonresponse on esti-
mates of transition intensities: Some empirical results 
from the 1981 SWedish fertility survey. (Dec., 1983. J 

SRRD-15 Hoem, Jan M.: A flaw in actuarial exposed-to-risk theory. (Jan., 
1984.) Scand. Actuarial J. 1984, 187-194. 

SRRD-16 Hoem, Jan M.: Statistical analysis of a multiplicative model and 
its application to the standard.lzation of vital rates: A 
review (Feb., 1984.) 

SRRD-17 Lindberg, Bengt: A numerical algoritm for the calculation of 
coefficients in moving averages (March, 1984.) 

SRRD-18 Hoem. Jan M., Bo Rennennalm. and Randi Selmer: Analyzing 
cohabitational first birth and marriage rates with data on 
the most recent union only in current SWedish and Danish 
cohorts. (March, 1984.) Revised version: Restriction biases 
in the analysis of births and marriges to cohabiting women 
from data on the most recent conjugal union only. (April, 
1986.) 

SRRD-19 Hoem, Jan M.: Marriages connected with first births among co-
habiting women in the Danish fertility survey of 1975. 
(April, 1984. ) 

SRRD-20 Bernhardt, Eva: Den sociala bakgrundens betydelse for barna-
fodande och giftennal inom informellt samboende bland 
svenska kvinnor fodda 1936-60. (Oct., 1984. l 

42 

,:._ ~ 



SRRD-21 Etzler, Ce~ilia: Forsta steget i familjebildningen - Gifta sig, 
borja samba eller fa barn: Utveckling och skillnader bland 
svenska kvinnor med olika social bakgrund fodda 1936-60. 
(Nov., 1984.) 

SRRD-22 Hoem, Britta: Regional utveckling i det moderna samboendet, 
analysmetoder och resultat. (Nov., 1984.) 

SRP.D-23 Bernhardt, Eva and Britta Haem: Cohabitation and social back-
ground: Trends observed for SWedish women born 1936-60. 
(Feb., 1985.) European Journal of Population 1, 375-395, 
1985. 

SRRD-24 Holmlund, Bertil: Fertility and the opportunities of children: 
Evidence on quantity-quality interactions in SWeden. 
(Sept., 1984.) 

SRRD-25 Hoem, Britta: Ett barn a.r inte nog. Vad har na.nt med svenska 
ettbarnskvinnor fodda 1936-60? (June, 1985.) 

SRRD-26 Kravdal, 0ystein: Flytting fra foreldrehjemnet: Regionale og 
sqsiale forskjeller blant svenske kvinner f¢dt 1936-60. 
(June, 1985. ) 

SRRD-27 Hoem. Jan M.: The impact of education on modern union initiation 
(AUgust, 1985) European Journal of Population 2, 113-133, 
1986. 

SRRD-28 Bernhardt, Eva M.: Women's home attachment at first birth: The 
case of SWeden. (Oct., 1985. l European Journal of 
Population 2 (1 ), 5-29, 1986. 

SRRD-29 Etzler, Cecilia: Barnafodande inom ~ktenskapet: Det for~kten
skapliga samboendets betydelse for forstfodslar inom ~kten
skapet bland svenska kvinnor fodda 1936-60. (January, 
1986. ) 

SRRD-30 Hoem, Britta: Tredjebarnsfodslar bland svenska kvinnor fodda 
1936-50. (August, 1986.) 

SRRD-31 Borgan, 0rnulf and Jan M. Hoem: Demographic reproduction rates 
and the estimation of an expected total count per person in 
an open population. (December, 1986. ) 

SRRD-32 Hoem, Britta: Syssels~ttningshistoriens betydelse for tvabarns-
modrars fortsatta barnafodande bland svenska kvinnor fodda 
1936-50. (January, 1987. ) 

43 

;._ ~ 



SRRD-33 Bernhardt, Eva M: Continued home attacl1ment ver.sus transition to 
employment: An intensity regression analysis of SWedish 
one-chi 1 d mothers. (January, 1987. ) 

SRRD-34 Etzler, Cecilia: Education, Cohabitation and the First Child: 
Some Empirical Findings from SWeden. (March, 1987.) 

SRRD-35 Pleiborn, Maria: ~vergingar in i och ut ur utbildning bland unga 
svenska kvinnor fodda 1936-1960. (March, 1987.) 

SRRD-36 Hoem, Britta and Jan M. Hoem: The impact of female employment on 
second and third births in modern SWeden. (April, 1987.) 

SRRD-37 Hoem, Jan M. and Per Linnemann: The tails in moving average 
graduation. (May, 1987.) 

SRRD-38 Hoem. Britta: Graviditetens betydelse for barnlosa svenska 
kvinnors civilst.1nds:1ndringar. (May, 1987.) 

SRRD-39 Hoem, Jan M.: The issue of weights in panel surveys of 
individual behavior. (May, 1987 )99 

Support from the SWedish Council for Research in the Humanities and 

Social Sciences for the publication of the Stockholm Research Reports 

in Demography is gratefully acknowledged. 

44 



Also available on request: 

Bernhardt, Eva { 1965). Nya saml evnadsf ormer: Arbetardot trar, s 1 ockho lmskor 
och norrllUldskor bildade fortrupp. V!ilUrdsbul letinen, SCB, i985: 1, 18-
19. 

Hoem. Jan M.: Sveriges hundrairiga fruktsamhetsfall. Pp. 185-212 in Barn? 
Forfattare, forskare och skolungdom diskuterar varfor det fods soi B. 
barn. Stockholm: Liber For lag, 1983. 

Hoem. Jan M.: Forsikringsmatematik. Pp. 229-235 in K¢benhavns 
Universitet 1479-1979, Bind XII. K¢benhavn: G.E.C. Gads·Forlag, 1983. 

Hoem. Jan M.: A contribution to the statistical theory of linear 
graduation. Insurance: Mathematics and Economics 3, 1-11, 1984. 

Hoem, Jan M. and Randi Selmer: The negligible influence of premarital 
cohabitation on marital fertility in current Danish cohorts, 1975. 
Demography Z1 (2), 193-206, 1984. 

Gustafsson, Siv: Equal opportunity policies in SWeden, in Schmid, G. and 
Renate Weitzel (eds). Sex Discrimination and Equal Opportunity. The 
Labour Market and Employment Policy. Gower, Hampshire England, 1984. 

Kravdal, 0ystein. Flickorna flyt,tar hemifr.in allt tidigare. 
V~lf!irdsbulletinen, SCB, 1985:3, 14-15. 

Leighton, Linda and Siv Gustafsson. Differential patterns of unemployment 
in Sweden. Research in Labor Economics 6, 251-265, 1964. 

45 


