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Abstract

This paper argues that sample-based analyses of individual longitudinal behavior can normally do well without sampling weights. Instead of worrying about such weights, it pays to concentrate on the modelling of behavior and on drawing inference about features of the model. One should not feel confined to finite population totals and means, finite population regression coefficients, and other finite population statistics. Also, some of the claims about the good properties of conventional weighting seem exaggerated.
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1. INTRODUCTION

Many social scientists and most survey statisticians display great unease when anyone analyzes survey data without using conventional sampling weights. Such unease is certainly warranted when the analysis consists in estimating population-level statistics in the finite population from which the sample was drawn. Currently, however, the feeling also extends to cases where it is misplaced, for instance to situations where the analysis is evidently based on probabilistic models of human behavior, say, and where you must really force your imagination to find counterparts to model parameters and other characteristics in finite population statistics. This is particularly clear in sample-based event-history analyses and panel studies. It is hard to see what meaningful finite population statistics are estimated by occurrence/exposure rates, Nelson-Aalen plots, logistic regression coefficients, or the estimated coefficients of hazard regression analysis, all of which are used with samples as well as with complete sets of life history segments. Introducing sampling weights in such analyses can complicate matters, for the standard statistical theory of inference procedures of this nature then collapses and special theory must be applied. Such theory has been developed for models of contingency tables (see Rao and Scott 1984; Smith 1984, Section 4.2; and their references; for a computer program, see Fay 1982) and indeed for generalized linear models (Binder 1983; Chambless and Boyle 1985). Some conscientious empirical investigators have computed values for estimators and test statistics both with and without weights, and have often been relieved to find that the outcomes have largely been the same (Schirm et al. 1982; Rindfuss, Swicegood, and Rosenfeld 1986, footnote 1; and others). The position taken in this paper is that such worries and such computing exercises can be superfluous in situations where the investigator is really involved in modelling human behavior rather than in calculating descrip-
tive statistics for the finite population, and that they may divert attention away from more important concerns of modelling and analysis.

In the considerable disagreement on the issue of weighting in the current statistical literature, there is a standing dispute between those who would apparently really like to see standard weights (reciprocal se-
lection probabilities) applied in "most" circumstances and oth-
rs who feel that (if the analyst wishes to use the [sample] data to estimate a properly specified model, then the case for weighting is much weaker, since the model presumably "controls for" the effects of the factors which lead to the need for weights in the first place) except apparently for particular dependent variables in the model. (This typical quotation from the PSID User Guide, 1983, p. A13, catches the spirit of many other formulations in the literature.) Some weighting protagonists seem to see the latter posi-
tion as quite lenient in this spectrum, perhaps as a concession to model builders. To me (and to some others), even that standpoint is too much in favour of the use of sampling weights in the situations of this paper. Our approach is to follow general statistical notions, to regard the sampling mechanism as part of the total model of the "random experiment" which produces the sample data, and to incorporate it into the likelihood, with normal consequences for the statistical analysis.

Since I take issue with much that is found in contributions from sample theory practitioners and teachers (Kalton 1981; O'Muircheartaigh and Wong 1981; Hansen, Madow and Tepping 1983; the PSID User Guide 1983; Kish 1981; and others), I should perhaps make clear from the outset that I realize that they do not all have the same position on all relevant is-
sues, that opinions may develop over time, and that no one can be expected to present the full breadth of his reasoning on any single occasion, let alone the reasoning of others. There is no collective responsibility for arguments and recommendations presented. Let me also state unequivocally that I do not question the appropriateness of common weighting procedures
inference to finite population statistics. However, I want to line up with those who feel that the thinking on the matters raised here has been unduly dominated by the spirit of finite population descriptions. One cannot allow comments on the modelling of behavior to be confined to brief asides (see Section 5.1 of Hansen, Madow and Tepping, 1983, for a typical example), nor is it sensible to relegate infinite population modelling concepts to the role of motivators of definitions of new finite population parameters to be studied by the design-based approach, the way Binder (1983) and Chambless and Boyle (1985) as well as Folsom, LaVange, and Williams (1986) invite us to do.

The modelling approach induces us to focus on issues that have received insufficient attention or less than lucid treatment in the sampling literature. For instance, it is important to distinguish between the various elements of the comprehensive model of the real-life phenomenon investigated by means of the sample data. Likewise, one needs to keep these elements separate from the various statistical procedures available and from the functions which the procedures have in the analysis. We have in mind collections of records of segments of individual life histories, so one part of the total model is the sub-model of individual behavior. Sub-model misspecification is one issue and the use of sampling weights is another, and an operative connection between them remains to be demonstrated. Sampling weights have not been devised to correct for or protect against such misspecification in model-based analysis, and we know of no proof that they can serve this function in general, as seems implied by many formulations in the literature. Whether the sampling mechanism is informative (i.e., whether it depends on the random outcome of the real-life phenomena under analysis) is a separate question again. For instance, the examples offered by Hansen, Madow and Tepping (1983, Section 2) and Duncan (1982, Appendix 2) in support of the supremacy of the design-based approach have sampling mechanisms that are manifestly informative and therefore are not
relevant for the issue of robustness against behavioral model misspecification nor for the separate issue of robustness against informative status.

The informative status of the sampling plan depends on the model, for the model defines which variables are seen as stochastic. Model misspecification at this level may result in an unrealistic declaration that the sampling plan is noninformative when it is not, which may lead into the well-known dangers of outcome-based sampling. In this connection, weighting does seem to have a function as a guard against model misspecification in certain cases. Holt, Smith and Winter (1980) and Nathan and Holt (1980) have shown that weighting may produce a robust though inefficient estimator for a linear regression coefficient when the sampling plan is informative. (See also Jewell 1985.) Unfortunately, one does not seem to really know why this is so nor to what extent current results can be generalized.

Outcome-based sampling does not appear as much of a problem in the selection of the initial target sample for prospective panel surveys of individuals, for the sample is typically drawn at the beginning of the observational period (at "time 0") and therefore just cannot be influenced by the later behavior of the (potential) respondents. On the other hand, since the extent of nonresponse may depend on such behavior, it may introduce an element of outcome-dependence in the effective sample, as is well recognized. (See for instance Fay 1986.) This gives leeway to all the usual ingenuity of survey samplers in estimating nonresponse probabilities and applying their reciprocals to the various response groups, but in itself it gives no opening for the reciprocals of the sampling probabilities of the target sample.

This reserved attitude to the use of sampling weights is not weakened by the fact that it is sensible to use all information available about the members of the target population at the time of sample selection. If we
condition on whatever has happened up to and including time 0 and concentrate on investigating whatever happens after that point, the sampling plan can be outcome-independent even if population characteristics at time 0 is used extensively when the sample is drawn. To the extent that such "starting data" have a bearing on the topic of the investigation, the information should be included in the model and thus be one of the guides of subsequent analysis. Post-stratification into behaviorally distinct groups can be sensible, across prior stratum boundaries if this is suitable. Concomitant variables should be exploited as usual. (See Sugden and Smith 1984, for a discussion of problems which arise if the analyst has less information than the sampler.)

It is important to be careful about features like post-stratification according to behavior or other outcomes after time 0, however. Such procedures are prone to introduce selection biases of a form characteristic of outcome-dependent sampling. In an example below, we discuss the role of sampling weights in counteracting such biases in panel studies.

One must exercise similar care in the analysis of data for respondents who are included in the sample after time 0. In general, it will be unproblematic to utilize individual-level data for periods after entry of such individuals provided they are homogeneous with those who have been in the study from the outset. (Technically speaking, entry should be representable by a non-informative left-truncation mechanism; see Wellek 1986, and Keiding and Gill 1987, Section 5a.) The use of retrospective data for periods before entry may be another matter when entry into the sample is part of the life course outcome under analysis, as Lillard (1986, final page) evidently suspects. In the PSID, for instance, non-sample individuals may enter the sample because they become members of existing sample households. When such entry is through marriage to a sample household member, then the analysis of the process leading up to marriage needs to take into account that it actually ends in the upcoming marriage. Sample entry
then represents a form of outcome-based sampling. (See Hoem 1969, and Keiding and Gill 1987, for some discussion of technical aspects.) If one is able to compute the real inclusion probability of such an entrant, there is a legitimate place for reciprocal probability weights in the analysis (Hoem 1985, Section 2.2). This probability will be a much more complex entity than merely the initial inclusion probability of the household entered, however.

The panel medium is typically geared to the collection of data about the respondents' situation at fixed times during the observational period. This sets the stage for a particularly simple model presentation, and we use the time-discrete Markov chain as an uncomplicated prototype of panel models to convey the essentials of our notions with a minimum of disturbance by mathematical or circumstantial complexity. We extend this simplicity further by mostly assuming that data collection is by a two-wave panel only. In practical applications, more complex models and more extensive observational plans are bound to be needed. (A broader catalogue over various issues of design and usages of panel data has been given by Duncan and Kalton, 1985.) Indeed, much richer analyses can be made if data are obtained for continuous life histories, for then the whole tool-bag of event-history studies is available. This is particularly useful if the timing of events or the duration of spells are important for an understanding of the dynamics of behavior, as it is bound to be in most fields. (See Allison, 1982, for a discussion of the pros and cons of continuous-time and discrete-time methods.) The panel vehicle can be used to obtain retrospective information for periods before time 0 and between other times of data collection, and is used in this manner by some major data agencies. The issue of weighting does not change in character by such an extension.

Much of the reasoning presented here has basically been given before, though usually with different emphases and not with the special issues of
panel studies in mind. Some recent references are Flenberg (1980, pp. 335-338), Little (1982), Smith (1983, 1984), and Hoem (1985). Lest I be
accused like so many others of being a meddling theorist with no ground
contact and therefore nothing useful to tell sampling practitioners (cf.
O'Muircheartaigh and Wong 1981, p. 487; Kish 1981), let me note as a cre-
dential that I got interested in the weighting issue in connection with my
own empirical research in demography based on panel and event-history
data, and as a discussion partner with a number of colleagues working in
demography, sociology, economics, and epidemiology.

2. SAMPLING MARKOV CHAIN SAMPLE PATHS

2.1 Framework

Here is the very simple mathematical framework in which our arguments
will be dressed. Assume that the N individuals of a population move
independently between states in the finite state space \( J \) of a time-homo-
geous Markov chain model. Suppose that the state \( x_t \) occupied by individual
1 at time \( t \) is observed at discrete times \( t = 0, 1, 2, \ldots \), and let the
unit time transition probability be

\[
P_{jk} = P[x_{t+1} = k|x_t = j].
\]

Suppose to begin with that \( x_t \) is observed for each individual only at
times 0 and 1, and regard \( x_0 \) as exogenous, i.e., as determined before the
"experiment" whose outcome is observed by the investigator. Let \( x_1(j) = 1 \)
if individual 1 is in state \( j \) at time 0, and let \( x_1(j) = 0 \) otherwise. Then
the \( x_1(j) \) are nonstochastic indicators, and the number

\[
N_j = \sum_{i=1}^{N} x_1(j)
\]

of population members in state \( j \) at time 0 is also nonstochastic and per-
haps known to the investigator. Let \( N_{jk} \) of the latter be in state \( k \) at
time 1, and suppose for now that the \( \{p_{jk}\} \) have no particular structure, i.e., that all that is essentially known about these probabilities is that 
\[ E_{j} \{ x_{t} \} = 1 \text{ for all } j \in J, \]
with the possible exception that some transitions may be impossible and the corresponding \( p_{jk} \) may equal 0. If all population data \( \{N_{jk}\} \) were available, then the maximum likelihood estimator of a (nonzero) \( p_{jk} \) would of course be the multinomial proportion 
\[ p_{jk} = \frac{N_{jk}}{N_{j}}, \tag{2.1} \]
and we would have 
\[ \text{var } p_{jk} = \frac{p_{jk}(1 - p_{jk})}{N_{j}}. \tag{2.2} \]
Now suppose, however, that a sample \( S \) of individuals is drawn at time 0 according to some known sampling plan \( p(s) = P[S = s] \). (If sampling is with replacement, then our \( S \) is the sample after the removal of any doubles.)
The probability that individual \( i \) is a member of \( S \) is \( \pi_{i} = \sum_{s: i \in s} p(s) \), which we assume to be positive for all \( i \). Suppose that the estimation of the \( \{p_{jk}\} \) is to be based on the sample data
\[ D = \{ S; \{N_{i,j,k}; i \in S, j \in J, k \in K\}\}, \]
where \( N_{i,j,k} = 1 \) if individual \( i \) is in state \( j \) at time 0 as well as in state \( k \) at time 1, with \( N_{i,j,k} = 0 \) otherwise. Assume that the individual transitions after time 0 are independent of membership in the sample, i.e., that the sampling (and subsequent observation) does not affect individual behavior. Then strict adherence to conventional sampling theory would lead to the estimation of \( N_{i,j} \) by
\[ \hat{N}_{i,j} = \sum_{i \in S} N_{i,j}/\pi_{i}, \]
and correspondingly to \( \hat{p}_{jk} = \hat{N}_{jk}/\hat{N}_{j} \) as an estimator (predictor) of the population statistic \( p_{jk} \) (if \( N_{j} \) is known).

In a superpopulationist vein one may note that
\[ \mathbb{E}[N_{i,j,k} | S = s] = x_{i}(j) p_{jk} \text{ if } i \in S. \tag{2.3} \]
If we define
\[ \bar{N}_{j} = \sum_{i \in S} x_{i}(j)/\pi_{i}, \]

\[ \bar{N}_{j} = \sum_{i \in S} x_{i}(j)/\pi_{i}, \]

\[ \bar{N}_{j} = \sum_{i \in S} x_{i}(j)/\pi_{i}, \]

\[ \bar{N}_{j} = \sum_{i \in S} x_{i}(j)/\pi_{i}, \]
therefore,
\[
E(\tilde{p}_{jk}^* | S=s) = \tilde{p}_{jk} \frac{\tilde{N}_{jk}}{N},
\]
so \( \tilde{p}_{jk}^* \) is not an unbiased estimator for the parameter \( p_{jk} \) when the
sample is given, in contrast to, say,
\[
\bar{p}_{jk} = \frac{\tilde{N}_{jk}}{\tilde{N}_{j}},
\]
which may be used even if \( N_j \) is unknown to the investigator. On the other
hand,
\[
E\tilde{p}_{jk}^* = \sum_s p(s) \sum_{i \in S} x_1(i,j)/n_{i1} = \sum_{i=1}^{N} x_1(i,j) n_{i1}^{-1} \sum_{s \in S} p(s) = N_j,
\]
so
\[
E\tilde{p}_{jk}^* = E\bar{p}_{jk} = p_{jk}
\]
when \( E \) denotes the expectation operator in the model which accounts for
the randomness of both \( S \) and the population data \( \{N_{ijk} : i = 1, \ldots, N; \ j \in \mathcal{J}; k \in \mathcal{K} \} \), unless a conditional expectation is indicated explicitly. In
the total model, therefore, (i.e., when all currently random elements are
included), both estimators \( \tilde{p}_{jk}^* \) and \( \bar{p}_{jk} \) are unbiased.

The two-wave set-up does not really exploit the Markovian properties
of the chain model. All we have used so far is its notation. In reality,
we are only dealing with a set of related contingency tables, one for each
starting state \( j \in \mathcal{J} \). As we noted at the beginning of Section 1, the math-
ematics for dealing with inference in such models, with or without weight-
ing, is already available.

2.2 The Likelihood Approach

These estimators are based on survey sampling notions and their su-
perpopulationist extension. A classical statistical approach would be to
establish the total likelihood corresponding to the observed data \( D \), and
to maximize it. The likelihood is \( \Lambda' = p(S) A \), where
\[
\Lambda = \prod_{i \in S} \prod_{j \in \mathcal{J}} \prod_{k \in \mathcal{K}} [p_{jk}]^N(1, j, k),
\]
with \( N(1, j, k) = N_{ijk} \) in the exponent. If \( N_S(j, k) = \sum_{i \in S} N_{ijk} \) is the number of
J \rightarrow k$ transitions observed in the sample, and if

\[
N_S(J) = \sum_{K \in S} N_S(J,K) = \sum_{K \in S} X_1(J)
\] (2.6)

is the number of sample members who start out in state $J$ at time 0, then the MLE of $P_{JK}$ is

\[
\hat{P}_{JK} = \frac{N_S(J,K)}{N_S(J)}
\] (2.7)

provided that $p(\cdot)$ is functionally independent of the $\{p_{JK}\}$, as we will assume throughout. Note that (2.7) has precisely the same structure as (2.1), i.e., $\hat{P}_{JK}$ is the estimator which elementary statistical theory will lead to if the sample is treated as if it were the whole population. Beyond the fact that the sample is the vehicle which provides the data, the form of the estimator is not influenced by the sampling mechanism. In particular, no sampling weights are involved.

By (2.3) and (2.6), we easily derive the unbiasedness results

\[
E[\hat{P}_{JK} | S=s] = E[\hat{P}_{JK}] = p_{JK}
\]

In parallel with (2.2),

\[
\text{var}(\hat{P}_{JK} | S=s) = p_{JK}(1-p_{JK})/n_{S(J)}
\]

and consequently

\[
\text{var} \hat{P}_{JK} = P_{JK}(1-P_{JK}) E[1/N_S(J)]
\] (2.8)

with similar results for covariances. Formula (2.8) shows that the properties of $\hat{P}_{JK}$ are certainly influenced by the sampling mechanism, for $p(\cdot)$ determines the final item in the formula. The likelihood approach allows us to construct estimators whose form is not influenced by the sampling, but we cannot ignore the fact that a sample has been drawn when we study (unconditional) estimator properties.

2.3 A Weighted "Likelihood"

The likelihood approach is sometimes interpreted in a manner different from the one which lead to (2.5), namely as follows. (See, e.g.
Chambless and Boyle 1985.) If all population data were available, then the likelihood would be

\[ \Lambda_{\text{tot}} = \prod_{j \in I} \prod_{k \in K} [P_{j}^{k}]^{N(j,k)}, \]

with \( N(j,k) = N_{jk} \). When one is restricted to the sample data \( \mathcal{S} \), then each member \( i \) in the sample "represents" \( 1/n_{i} \) of the members in the population. It seems logical then to maximize an "estimate" of \( \Lambda_{\text{tot}} \) given by

\[ \hat{\Lambda}_{\text{tot}} = \prod_{i \in \mathcal{S}} [\Lambda_{i}]^{1/n_{i}}, \]

where \( n_{i} = n_{i} \), and where

\[ \Lambda_{i} = \prod_{j \in I} \prod_{k \in K} [P_{j}^{k}]^{N(i,j,k)} \]

is the likelihood contribution of individual \( i \). Such maximization leads to the estimator \( \hat{P}_{jk} \) of (2.4), which thus gets a kind of legitimization as a pseudo-maximum-likelihood estimator. However, given \( \mathcal{S} \), \( \hat{P}_{jk} \) of (2.7) is known from general theory to have minimal variance among unbiased estimators, and this property carries over to the unconditional variance in (2.8). Using \( \hat{P}_{jk} \) instead of \( \hat{P}_{jk} \) must entail some loss in efficiency.

2.4 Concomitant Information

We have stuck to the very simple situation above to minimize the effort of presentation. The main outcome of our argument is retained in cases with more extensive observational plans or a more complex structure in the transition probabilities. Assume for instance that for individual \( i \), the \( j \rightarrow k \) transition probability is \( P_{jk} = \varphi_{jk}(z_{i}, \theta) \), where \( z_{i} \) is this individual's value on a vector of concomitant variables; \( \theta \) is some unknown multidimensional parameter; and the function \( \varphi_{jk} \) may perhaps specify a logistic regression, it may have a simple form as in our Section 4 below, or it may be of some quite different complexity.

Assume that the \( z_{i} \) are exogenous and that the sampling mechanism is independent of \( \theta \), though it may depend on \( z_{1}, \ldots, z_{N} \), perhaps through some
system of stratification of the members of the population. Then the like-
lihood of $D$ continues to have the form $A' = p(S)A$, where $A$ is given in
(2.5), except that $p_{jk}$ is now replaced by $\varphi_{jk}(z_1, \theta)$. Maximization again
proceeds without regard to any sampling weights $\{1/n_k\}$ and the MLE for $\theta$
is constructed as if the sample members constitute the whole population of
interest.

Some investigations will oversample certain minorities. This in it-
self is hardly a sufficient reason to use sampling weights in the estima-
tion of parameters of behavioral models. Let us distinguish three situ-
tions:

(1) If the behavior of the minority is the same as that of other
people, then applying reciprocal sampling probabilities just gives more
weight to some observations than to others of the same kind, which cannot
be efficient under any approach.

(2) If minority behavior differs from other behavior (and of course
knowledge or a suspicion of this is the reason why they were oversampled
in the first place), then it should be reflected in sufficiently accurate
modelling. Either the model has one or more parameters whose values are
different for the minority, in which case likelihood maximization (or
something similar) will pick up these differentials. Or alternatively a
different model is needed for the minority, in which case separate ana-
lysis is more sensible. Who has a proof that weighting can overcome the
inferential errors of an inadequate model which tries to account for beha-
vioral differences?

(3) If minority behavior differs from other behavior and a model is
fit which does not have features to pick this up, then the model is
misspecified and weighting will not of be much use. Instead of parameter
values (or separate models) which identify the behavioral differences be-
tween population groups, one gets fitted parameter values which represent
some fictitious "mean behavior" which no group has. One has then lost
sight of interesting behavioral differentials. Modelling them is more sensi-
able.

Note that we discuss the role of the sampling weights as an issue separate from the question whether the model \( p_{jk} \) is correctly specified. The latter question is certainly important for the empirical analysis, but it must be addressed directly. There is no a priori reason why the use of sampling weights can be expected to compensate for an incorrect specification of individual behavior. Anyone who feels that weights may give some protection against model misspecification of this kind should demonstrate it and explore why it works or it does.

2.5 Three Waves

The character of these arguments does not change if the observational plan is more extensive than the one above. To make a single step in such a direction, let us revert to non-specified transition probabilities \( p_{jk} \) of a Markov chain but let the state \( x_t \) of each individual be observed at time 2 as well as at time 0 and 1. For sample member \( i \), let \( N(1, j, k, l) = 1 \) if this individual has the state sequence \( x_0 = j, x_1 = k, x_2 = l \), and let \( N(1, j, k, l) = 0 \) otherwise. With a time-homogeneous Markov chain model, the likelihood of the sample data now becomes

\[
p(S) = \prod_{i \in S} \prod_{j \in J} \prod_{k \in K} \prod_{l \in L} \left[ p_{jk} \cdot N(1, j, k, l) \right]
\]

which is maximized by

\[
\hat{p}_{jk} = \frac{N_S(j, k) + \sum_{i \in S} \sum_{l \in L} N(1, l, j, k)}{N_S(j) + \sum_{i \in S} \sum_{l \in L} \sum_{k \in K} N(1, l, j, k)}
\] (2.9)

Properties of this kind of estimator were studied by Anderson and Goodman (1957). There is no role for sampling weights \( \{1/n_i\} \) in this estimation procedure either.

In what follows, we revert to the case where individuals are observed in two waves only.
Let us now address the issue of characteristic-dependent nonresponse. Consider the simple Markov chain model again, let sample individuals be observed at times 0 and 1, and let us make the assumptions

(1) that whether an individual responds at time 1 is independent of the outcome at time 0 as well as of the transition behavior between times 0 and 1,

(2) that both at time 0 and 1 each individual in state \( j \) has a response probability of \( \beta_j \), and

(3) that individuals choose to respond or abstain independently of each other.

The response model above is sufficient to serve as an illustration for our purposes. In practice, a more complex response model will surely be needed. For instance, one must often expect the response outcome at time 1 to depend on what has happened before that time. For a more complete model in a three-state set-up, see Stasny (1986a, b) and her references. Marin, Olsen, and Rubin (1979) study a situation with normally distributed variables. Both papers use the maximum likelihood approach and no weighting.

To establish a likelihood, we introduce \( A(1,t) \), which equals 1 if individual \( i \) responds when approached at time \( t \), and which equals 0 if this individual is a nonrespondent at time \( t \). \( (A \) is for "answer"). Suppose that the state at time 0 is known for all (sample) members; the state at time 1 is obtained only for respondents. Then \( \{1(1) \in S, \ j\in J\} \) is exogenous and the sample data consist of \( S \), \( \{A(1,t) \in S; t=0,1\} \), and \( \{N(1,j,k) \in S; j\in J; k\in K; A(1,1) = 1\} \). The likelihood of these data is
\[ p(S), \prod_{i \in S} \prod_{j \in J} \left[ \beta_j A(1, 0)^{[i - \beta_j]} A(1, 0)^{[1]} \right] \]

\[ \cdots \left( \prod_{k \in K} \left[ P_{jk} \beta_j A(1, 1)^{N(1, j, k)} \right] \right) \left[ \gamma_j A(1, 1)^{1 - A(1, 1)} \right] \}

where

\[ Y_j = 1 - \sum_{k \in K} P_{jk} \beta_k \]

is the probability that an individual who is in state \( j \) at time 0 will be a nonresponder at time 1. We introduce \( \alpha_{jk} = P_{jk} \beta_k \) and see that

\[ Y_j = 1 - \sum_{k \in K} \alpha_{jk} \]

and reorganize the likelihood, which becomes

\[ p(S) \left[ \prod_{j \in J} \left[ \beta_j R(j, 0)^{[i - \beta_j]} R(j, 0)^{[1]} \right] \right] \]

\[ \cdots \left( \prod_{j \in J} \prod_{k \in K} \left[ \alpha_{jk} T(j, k) \right] \right) \left[ \gamma_j R(j, 1)^{R(j, 1)} \right] \]

where

\[ R(j, t) = \sum_{i \in S} \chi_i(j) A(1, t) \]

is the number of respondents at time \( t \) among sample members who were in state \( j \) at time 0; where

\[ T(j, k) = \sum_{i \in S} A(1, 1)^{N(1, j, k)} \]

is the number of \( j \rightarrow k \) transitions actually observed; and where we have written \( n(j) \) for \( n_5(j) \) to facilitate the typing of exponents. Since

\[ \sum_{k \in K} T(j, k) = \sum_{i \in S} A(1, 1) \chi_i(j) = R(j, 1), \]

maximizing the likelihood is straightforward, and we get the MLEs

\[ \hat{\beta}_j = R(j, 0)/n_5(j) \]

(3.1)

and

\[ \hat{\alpha}_{jk} = T(j, k)/n_5(j), \]

which makes \( \hat{\alpha}_{jk}/\hat{\beta}_k \) the current maximum likelihood estimator of \( p_{jk} \).

Unfortunately, these estimators do not add up to 1 when we take the sum

\[ \sum_{k \in K}, \]

so the adjusted estimator
\[ \hat{b}_{jk} = \frac{T(j,k)}{\sum_{l \in \Omega} T(j,l)/\hat{b}_l} \]  

(3.2)

is perhaps preferable. As the population size and sample size go to infinity together, the denominator of (3.2) will converge to 1 in probability under any reasonable asymptotic.

Adjustment by means of reciprocal response probabilities is of course an old trick in survey sampling analysis. It appears so easily above because we have made things simple for ourselves through our assumptions. More complex response models will lead to results of a similar nature, however, and the main message conveyed again is that sampling probabilities just do not enter into the formula for the estimator.

4. OUTCOME-DEPENDENT SAMPLING

4.1 Basic Notions

We have assumed that the sample was drawn at time 0, and of course that it could only be based on information available at that point. This is the natural situation in prospective panel surveys. In retrospective surveys, by contrast, one has the option of using whatever information is available when the sample is drawn at the end of the study period. (In a retrospective panel study, information would be obtained concerning the situation of the respondents at fixed times prior to the time of selection.) If any information concerning the respondents' behavior during the study period is used in the sample selection, then the sample S is outcome-dependent, and subsequent data analysis must be made with great care to avoid the many pitfalls inherent in such a set-up. Even if the original sample S is outcome-independent, subsequent post-stratification
according to the value of an outcome-variable may introduce similar effects.

Properties of the sampling plan will generally enter into a likelihood analysis if the sampling is outcome-dependent, and they may help provide a guard against selection biases otherwise produced. In some situations, the influence of the sampling plan then works via the (reciprocal) sampling fractions in outcome-based strata.

We discuss a simple example in Sections 4.2 to 4.4 below. The formal model there goes back to Colding-Jørgensen and Simonsen (1940), and it has been used for purposes similar to ours by Aalen et al. (1980) and by Hoem and Funck Jensen (1982, Section 5.3). It is a time-continuous Markov chain model used for statistical inference from panel data. A review of such issues has been given recently by Kalbfleisch and Lawless (1985), who also address computational aspects as well as the incorporation of covariates. Among the references that they do not give, are Singer and Spilerman (1977), Singer (1981), and Allison (1982). Formulas given by Funck Jensen (1982) for transition probabilities in terms of transition intensities will be useful in such analyses.

Outcome-dependent observational plans and the biases they produce appear in many shapes in most fields of statistics and have correspondingly many names, such as length biased sampling, prevalence sampling, selection biases, restriction biases, selection by virtue of survival, purged sampling, anticipatory observation, and choice based sampling. We have reviewed them in the Markov chain setting elsewhere (Hoem and Funck Jensen 1982, Section 6; Hoem 1985, Sections 2.2 and 2.3). Cohen and Cohen (1984) recently discussed them for clinical trials. For an account of their appearance in sociology, building mainly on previous work in economics by A. S. Goldberger and J. J. Heckman, see Berk and Ray (1982) and Berk (1983). Some further references are Hoem (1969), Cosslett (1981),

4.2 Example 1: Childbearing and Promotion

We now turn to the simple example in Figure 1, which (in one of its guises) reflects some central features of the interaction between childbearing and promotion of women in a bureaucratic hierarchy where the employer is not permitted to let promotion to a higher grade job be influenced by the employee's private life.

[Figure 1 about here.]

In this model, the states are denoted by a two-digit code \((x, y)\), where \(x\) indicates whether she has a lower grade job (code \(x=0\)) or a higher grade job (code \(x=1\)). The second element \(y\) indicates whether a woman has had a child (code \(y=1\)) or not (code \(y=0\)). Thus a woman is in state \((0, 0)\) if she works in a lower grade job and has not had a child yet. At the birth of her first child, she moves to state \((0, 1)\) if she still has a lower grade job, and so on. A woman cannot have a child and move to a higher grade job at the same time. Otherwise, she can have her first child or be promoted at any time. Let \((x_t, y_t)\) be a woman's state at time \(t\). The transition intensities in our time-continuous Markov chain model for a particular group of women are the constant parameters \(\psi\) and \(\varphi\) indicated in the figure. Thus, \(\psi\) and \(\varphi\) are birth intensities for women in lower and higher grade jobs, respectively, and \(\lambda\) is the rate at which women are promoted to higher grade jobs. We assume that the bureaucratic rules ensure that the latter is not influenced by the presence or arrival of a child. (In the terminology introduced by Schweder, 1970, \(x_t\) is locally independent of \(y_t\).) On the other hand, suppose that women in higher
grade jobs may have specific motives for reducing their natality, so
ψ ≥ φ. We take \((X_0, Y_0)\) to be exogenous and let
\[
P_a (X, Y) = P(X = x, Y = y | X = a, Y = b) \text{ for } a, b, x, y \in \mathbb{Z},
\]
with \(\gamma \in (0, 1)\). If \(\delta = \psi - \phi\), it follows readily that
\[
P_{00} (0, 0) = e^{-\gamma x}, P_{00} (0, 1) = e^{-\lambda} (1 - e^{-\psi}),
\]
\[
P_{01} (1, 0) = e^{-\gamma} (1 - e^{-(\lambda + \delta)}) \lambda / (\lambda + \delta),
\]
\[
P_{10} (0, 1) = e^{-\lambda}, P_{10} (1, 0) = e^{-\psi},
\]
and so on. In particular,
\[
P_{x1} (|X_0 = 0, Y_0 = b) = 1 - e^{-\lambda} \text{ for } b = 0, 1,
\]
1.e., the probability of getting promoted to a higher grade job by time 1
for a woman who is not there at time 0 equals \(1 - e^{-\lambda}\), irrespective of her
childbearing status at time 0.

Assume that a Scandinavian type population register is available, so
that the target population may be stratified by childbearing status whenever needed, and suppose that information on job status at times 0 and 1
is collected from the members of a sample. Assume that the respondents are
grouped according to childbearing status at time 1, either because the
sample was selected this way in the first place or through post-stratification when the data are prepared for analysis. As part of the investigation, one may then estimate transition probabilities for the promotion
variable \(x_t\), given the outcome on the childbearing variable, 1.e., con-
ditional probabilities of the form
\[
\eta_{ab} = P(x = 1 | x = 0, y = b, y = y) = P_{ab} (1, y) / [P_{ab} (0, y) + P_{ab} (1, y)].
\]
As we demonstrate below, it turns out that
\[
\eta_{01} < \eta_{11} = 1 - e^{-\lambda} < \eta_{00} \text{ when } \psi > \phi.
\]
This looks as if the arrival of your first child \(Y_0 = 0, Y_1 = 1\) reduces your
chances of getting promoted to a higher grade job over the unit time peri-
od, and as if not having a child \(Y_0 = 0, Y_1 = 0\) improves those chances, de-
spite the fact that we have postulated no influence of childbearing status
on the promotion variable in our model. The childbearing-status indepen-
dence of the promotion variable is well reflected in the unconditional probabilities in (4.1), but it gets garbled in the conditional transition probabilities, as is apparent from (4.2). The analysis based on such post-stratification easily induces the investigator to conclude that the arrival of a first child is a hindrance to further promotion even when it is not. Conditioning on the outcome of one variable in the investigation of another in life course analysis is a risky business.

To prove (4.2), it simplifies matters to study \( \tilde{\eta}_{by} = 1 - \eta_{by} \) and to demonstrate the equivalent relation

\[ \tilde{\eta}_{00} < \tilde{\eta}_{11} = e^{-\lambda} = \tilde{\eta}_{01} \quad \text{when } \delta > 0. \]

First note that \( \tilde{\eta}_{00} = e^{-\lambda} v/w, \tilde{\eta}_{11} = e^{-\lambda}, \) and \( \tilde{\eta}_{01} = e^{-\lambda} (1-v)/(1-w), \) with

\[ v = e^{-\lambda}, \quad w = P_{00}(0,0) + P_{00}(1,0) = e^{-\lambda} f_{\lambda}(\delta), \]

where

\[ f_{\lambda}(\delta) = e^{-\lambda} + (e^{\delta} - e^{-\lambda}) \lambda / (\lambda + \delta). \]

Since both \( w \) and \( 1-w \) are positive probabilities, \( 0 < w < 1. \) Because \( f_{\lambda}(0) = 1 \) and \( \delta f_{\lambda}(\delta) / \delta \delta > 0, \) we get \( f_{\lambda}(\delta) > 1 \) and therefore all in all \( 0 < v < w < 1 \) when \( \delta > 0. \) From this our inequalities follow directly.

The above formulas for the \( \tilde{\eta}_{by} \) also show that \( \eta_{00} = \tilde{\eta}_{11} = \eta_{01} = 1 - e^{-\lambda} \) if \( \psi = \varphi. \) This is the unconditional promotion probability in (4.1). When child-bearing is not influenced by job grade, therefore, one is relieved of the dangers of systematic errors in conclusions (within this model) otherwise inherent in outcome-dependent analysis. For the particular value 0 of the parameter \( \delta, \) outcome-dependence is still present but the selection biases it causes vanish.

Klevmarken (1986) has an example in which not only do the selection biases vanish when a particular parameter has the value 0, but the entire outcome-dependence disappears at the same time.

4.3 Example 1 continued: Likelihood Analysis

The selection biases just described arise because the investigator supposedly has not used the full information contained in the data, as
summarized by their likelihood. To see how the likelihood approach would work in this particular example, let us assume that all the N members of a target population start in state (0, 0) at time 0, and introduce \( P_{00} = P_{00}(0, 0) \), \( P_{01} = P_{00}(0, 1) \), \( P_{10} = P_{00}(1, 0) \), and \( P_{11} = P_{00}(1, 1) \). Let \( q = P_{00} + P_{10} \) be the probability that a woman has had no child by time 1, and let us drop the initial subscript 0 in the \( \eta \)s now involved and write \( \eta_y = \eta_{0y} \) for \( y = 0, 1 \). Assume that at time 1, the women are grouped into two strata, Stratum 0 for those who have had no children and Stratum 1 for the rest. Suppose that a simple random sample is then drawn from each of these strata at time 1, and that the job grade status at time 1 is obtained (without misclassification error or nonresponse) from all members of the sample. We now want to establish the likelihood of these data. We usually follow the convention of denoting random variables by capital Latin letters and their values by the corresponding lower case letters, but in the present connection this would lead us to cover up some correspondences with survey sampling theory which we want to display. For the remainder of this single section, therefore, let random variables be capitals or lower case letters typed in boldface and let their values be corresponding capitals or lower case letters given in ordinary typeface. At time 1, then \( N_k \) members of the target population are in state \( k \), for \( k = (0, 0) \), \( (0, 1) \), and so on. Of the members, \( N_0 = N_{00} + N_{10} \) have not had a child, and \( N_1 = N - N_0 \) of them have had a child. A random sample of \( n_0 \) out of the \( N_0 \) is drawn from Stratum 0, and another random sample of \( n_1 \) is drawn from the \( N_1 \) members of Stratum 1. (Since the sample sizes are restricted to not exceed the random number of members of the two strata, they are random variables themselves.) The number \( n_k \) of members of the sample who are in each state \( k \) at time 1 are registered. The likelihood of obtaining these data is then the observed value of the probability
where $E_0$ is the sum over all pairs $(M_{00}, M_{01})$ for which $M_{00} + M_{01} = N_0$ and $E_1$ is the sum over all pairs $(M_{01}, M_{11})$ for which $M_{01} + M_{11} = N_1$. We show below that the likelihood can be rewritten as

$$P(\mathbf{M}; \mathbf{N}, m_{00} = m_{00}, m_{01} = m_{01}, m_{10} = m_{10}, \text{and } m_{11} = m_{11}) =$$

where $E_0$ is the sum over all pairs $(M_{00}, M_{01})$ for which $M_{00} + M_{01} = N_0$ and $E_1$ is the sum over all pairs $(M_{01}, M_{11})$ for which $M_{01} + M_{11} = N_1$. We show below that the likelihood can be rewritten as

$$E_0 E_1 \frac{N!}{M_{00}! M_{01}! M_{10}! M_{11}!} \frac{(1, 1)}{(H_k)_{k=0, 0}} \frac{M_k}{m_k}$$

where $f_k = D_k / B_k$ is the sampling fraction in Stratum $k$, for $k = 0, 1$. (Let $f_k = 1$ in the unlikely case that $M_k = 0$.) Provided $n_0$ and $n_1$ are sensible functions of $N$ and $B_0$, as we can safely assume, these estimators will be consistent for their respective estimands as $N \to \infty$.

To bring out the close connection between these estimators and what survey sampling theory would suggest without any appeal to the likelihood approach, note that $X_0 = m_{10}$ is the number of members of Stratum 0 who have the property of being in State $(1, 0)$ at time 1. The corresponding number of members from Stratum 1 is $X_1$. A Horvitz-Thompson estimator of the proportion $M_{10}/N$ of the target population that is in State $(1, 0)$ at time 1, can then be written as
\[ \hat{\lambda}_{10}/N = N^{-1} \sum_k x_k f_k \]

which is \( \hat{\lambda}_{10} \). (The sum is taken from \( k=0 \) to \( k=1 \).) By symmetry, the other probability estimators can be represented in a similar manner. It turns out, therefore, that in this particular case, the maximum likelihood estimators and the HT-estimators coincide. The reciprocal sampling fractions serve to balance the sampling biases otherwise inherent in the outcome-dependent sampling plan.

Note, however, that the sampling fractions \( f_0 \) and \( f_1 \) are not a priori inclusion probabilities. Every member of the target population has the same probability of ending up in the sample, and that probability is

\[ q E(f_0) + (1-q) E(f_1). \]

We need to know what functions \( n_0 \) and \( n_1 \) are to compute this probability. The sampling fraction \( f_k \) is "only" the conditional selection probability, given that a population member has ended up in Stratum \( k \) by time \( 1 \).

To demonstrate the transition between (4.3) and (4.4), note that

\[ P(N=M) = \begin{bmatrix} N \end{bmatrix} \begin{bmatrix} N_0 & N-N_0 \\ N_0 \end{bmatrix} \begin{bmatrix} q \\ (1-q) \end{bmatrix} \]

(4.5)

and

\[ P(\cap_{k=0,1} (M=M_k) \mid N=M) \]

\[ = \begin{bmatrix} N_0 \\ N_1 \end{bmatrix} \begin{bmatrix} (\eta_0) \\ (1-\eta_0) \end{bmatrix} \begin{bmatrix} N_{0}-M_{10} \\ N_{1}-M_{11} \end{bmatrix} \begin{bmatrix} (\eta_1) \\ (1-\eta_1) \end{bmatrix}. \]

(4.6)

Therefore, the expression in (4.3) can be written as that of (4.5) multiplied by the product of two sums corresponding to \( E_0 \) and \( E_1 \) in (4.3). After some minor rearrangement, the first sum can be written as

\[ \begin{bmatrix} n_0 \\ m_{10} \end{bmatrix} \sum_{M_{10}=0}^{N_{0}-M_{10}} \begin{bmatrix} N_{0}-n_0 \\ N_{1}-m_{10} \end{bmatrix} (\eta_0) \begin{bmatrix} N_{0}-M_{10} \\ N_{1}-M_{11} \end{bmatrix} \begin{bmatrix} (1-\eta_0) \\ (1-\eta_1) \end{bmatrix}. \]
Items in the latter sum are 0 for \( x < 0 \) and for \( x > N_0 - m_0 \) (remember that \( m_10 \equiv n_0 \)), so this expression reduces to

\[
\left( \begin{array}{c} N_0 \\ m_0 \end{array} \right) m_10 \quad \left( \begin{array}{c} N_0 - m_10 \\ m_10 \end{array} \right) \quad (1 - \eta_0)^{N_0 - m_10} \quad (4.7)
\]

The sum based on \( E_1 \) is quite similar. Therefore, (4.4) results if you multiply together the expressions in (4.5), (4.7), and the \( E_1 \)-based expression corresponding to (4.7), and subsequently substitute \( N_0, N_0, n_1, m_10, \) and \( m_11 \) for \( N_0, n_0, n_1, m_10, \) and \( m_11 \).

4.4 Example 2: Maternal and Infant Mortality

The model in Figure 1 may be reinterpreted in a manner which makes it suitable for the analysis of the impact of the death of a mother on the survival of her baby in historical data. Consider a mother-and-infant pair, let \( x_t \) be 0 as long as the mother is alive, and let \( x_t \) jump to 1 if the mother dies. Similarly, let \( y_t \) be an indicator of whether the child is dead at time \( t \). Let the interval between times 0 and 1 be such that both mother and child have (acceptably) constant mortality during it, let \( \lambda \) be the mother's force of mortality, and let \( \psi \) and \( \varphi \) be the forces of mortality of the infant before and after any death of the mother. Suppose that the two cannot die simultaneously. Assume that the child is sufficiently dependent on the mother's personal care that the infant's (force of) mortality jumps to a higher level if the mother dies, i.e., \( \varphi > \psi \), but that the mother's mortality is not similarly influenced by the death of the child. Then all inequalities in (4.2) are reversed. If the data for the mother-and-infant pairs are sorted according to whether the child is alive at time 1, therefore, the investigator is invited to conclude erroneously that the death of the child adversely affects the mother's chances of survival in this model. Furthermore, the mother's survival chances will be estimated as better than they really are from data on pairs with infants.
surviving to time 1. Prior stratification or post-stratification according to the infants' survival status at time 1 should be avoided.

Sorting the pairs according to the mother's survival status at time 1 is less dangerous for conclusions about the infant's survival chances. Such grouping corresponds to working with conditional probabilities of the form

$$\gamma_{ax} = P(y=1|x_0=a, y_0=0, x_1=x) = \frac{p_{a1}(x,1)}{p_{a0}(x,0)+p_{a1}(x,1)}$$

instead of $$\beta = P(y=1|x=a, y=0)$$. A simple argument similar to the one which established (4.2) shows that

$$\gamma_{00} = e^{-w} < \gamma_{01} < \gamma_{11} = \gamma_{10} = 1 - e^{-w} \text{ when } w < \varphi.$$

Thus, it is less dangerous for the infant to have a surviving mother than to lose her during the unit interval, and the latter event is less adverse than being without the mother throughout the interval, all of which conclusions are correct.

4.5 Intraclass Correlations in Clusters

Papers by weighting advocates contain many admonitions to use weighting procedures to counteract the adverse effects of "intraclass correlations due to cluster sampling". It remains to be demonstrated, however, how weighting can have such a function in the analysis of panel data for individual behavior, or how it can replace direct attention to intracluster interaction, as it surely is intended to do. Again, weighting must be an issue separate from that of model misspecification, which could now reappear in the guise of an "assumption" that individuals in clusters behave independently.

To illustrate interaction behavior, let us return again to Figure 1, and let the two dimensions correspond to the two members of a two-person household in a manner similar to that of our example of mother-and-infant mortality (Section 4.4). Regard person 1 as the head of the household, and disregard household dissolutions for the sake of this argument. In the
model of the figure, heads of households behave independently of any partners because the intensities corresponding to the two vertical arrows are the same (namely \( \lambda \)). There is complete within-household independence if \( \psi = \psi \), otherwise not. A no-interaction misspecification would consist in analyzing the data as if \( \psi = \psi \) even if the two intensities really were different from each other. How can conventional sampling weights balance the biases caused by this error? Even if they could, would it not be more interesting to find out what goes on in the clusters?

5. **CONCLUDING DISCUSSION**

The previous sections embed some very general issues into some very straightforward settings. The question of whether to use weights in the investigation of models for panel data is itself a special case of a more general issue concerning the role of weights in any analysis of sample data which involve the parameters of statistical models. Let us reiterate some general results here for the case of panel studies.

In a population of \( N \) independent individuals, let \( Y_i \) be a description of the life course of member \( i \) over a finite set of time points \( t_0 < t_1 < \cdots < t_m < \infty \). Since we have sample paths of time-discrete Markov chains particularly in mind, assume for simplicity that for each \( Y_i \) there are only a finite number of possible paths, let \( y \) be one of them, and introduce \( \xi_1(y) = P(Y_i = y) \). Note that \( y = \{y(t_0), \cdots, y(t_m)\} \), so the probability law \( \xi_1 \) is a multi-dimensional distribution function. It reflects our notions about the possible behavior of individual \( i \) over the finite time set \( \{t_k\} \). It may depend in any way whatsoever on individual-specific values of exogenous variables, including the value \( Y_i(0) \) of \( Y_i \) at time 0, which we take as nonstochastic but not necessarily known to the investigator before the sample is drawn. (If real individuals come in independent
clusters with internal interaction, like households, then redefine an "individual" to be such a cluster for the purposes of the general theory. If clusters can recombine over time, we need a more general framework than the present one. Conditioning on the \( Y_1(0) \) is convenient and useful in panel studies, but it is not essential for our argument.)

From this population, a sample \( S \) is selected according to the sampling mechanism \( p(s) = P[S=s] \). We allow \( p(\cdot) \) to depend on the same exogenous variables as the \( \xi_k \) do, including the given values \( Y_1(0) \) if they are known, but \( p(\cdot) \) may not depend on the outcomes of the \( Y_1 \) after time 0. Essentially, the sample is drawn at time 0, and then the investigator cannot utilize anything that happens later. We assume that observation is unobtrusive, in the sense that membership in the sample does not influence an individual's behavior. (Alternatively, the investigator can have a theory for the influence of observation on behavior. The problem of obtrusive observation is common to all statistical analysis. See Section 4 of Duncan and Kalton, 1985, for a brief review of current experience with it in panel studies.) On the other hand, we allow for nonresponse by letting this feature be an integral part of \( Y_1 \), i.e., one of the possible values for \( Y_1(t_k) \) at any time \( t_k \) may be an indication that data are missing because of nonresponse.

Let \( S = \{ I_1, \ldots, I_n(S) \} \) and \( s = \{ i_1, \ldots, i_n(s) \} \), and let us write \( I(j) \) for \( I_j \) and \( l(j) \) for \( l_j \) in subscripts. Then the sample data \( D = \{ S; Y_1; l\in S \} \) have a probability distribution given by

\[
P[\{ S=s \} \& \{ Y_1=y_1 \text{ for all } l\in S \}]
= P[\{ n(s) \in n(s) \} \& \bigcap_{j=1}^{n(s)} \{ I_{j}=l_{j} \} \& \bigcap_{j=1}^{n(s)} \{ Y_{i(j)}=y_{l(j)} \}]
= P[\{ n(s) \in n(s) \} \& \bigcap_{j=1}^{n(s)} \{ I_{j}=l_{j} \} \& \bigcap_{j=1}^{n(s)} \{ Y_{i(j)}=y_{l(j)} \}]
\]

30
\[ n(s) = P \left\{ n(S) = n(s) \right\} \cap \bigcap_{j=1}^{n(s)} \left\{ I = I(j) \right\} \cap \bigcap_{j=1}^{n(s)} \left\{ Y_{1(j)} = Y_{1(j)} \right\} \]

\[ = P[S = s] \cdot \prod_{j=1}^{n(s)} P[Y_{1(j)} = Y_{1(j)}] = P(S) \prod_{j=1}^{n(s)} \xi_1(Y_{1(j)}). \]

when we use the stochastic independence between \( S \) and the collection \( \{ Y_1: i=1, \ldots, N \} \) to reduce the big conditional probability to \( P[S = s] \) in the next to final line above. Thus we have just proved that

\[ P( Y_{1} = Y \text{ for all } i \in S \mid S = s ) = \prod_{j=1}^{n(s)} \xi_1(Y_{1(j)}), \quad (6.1) \]

i.e., given the sample \( S \), the distribution of the sample observations \( \{ Y_1(j) \} \) is the same as it would be in an imagined exhaustive census whose data had the same stochastic properties as those in the sample survey. The likelihood of the sample data \( S \) is

\[ p(S) \prod_{i \in S} \xi_1(Y_i). \quad (6.2) \]

Since \( p(\cdot) \) must be independent of the unknown parameters and other unknown characteristics of the \( \{ \xi_1 \} \), likelihood maximization does not involve \( p(\cdot) \) in any way, and in particular it does not involve any reciprocal inclusion probabilities \( 1/\xi_1 \). The sample \( S \) is an ancillary statistic, and inference may be based on (6.1) alone if you follow the ancillarity principle.

The essential role of the sampling plan is to provide a randomizing vehicle to determine which life histories to include in the sample in a way which induces cost-effective analysis and helps make sure that \( S \) actually is stochastically independent of the life courses \( Y_1 \) after time \( 0 \). Lack of such a randomizing mechanism entails the risk that \( S \) becomes informative, as well as the usual problems of generalizability of results. (See Smith 1983, and Royall, 1985, for critical assessments of the need for randomization, and Smith, 1984, for a discussion of its meaning.)

Any likelihood analysis depends of course on the specification of the \( \{ \xi_1 \} \). If the model \( \xi_1 \) of individual behavior is incorrect or unrealistic,
then the outcome of the analysis must be affected unfavourably. Indeed, as everybody professes to realize, any model is incorrect or unrealistic in many respects. This is inherent in all analyses which use statistical models, and the analysis of sample survey data is no exception. One must not let this fact stifle one’s ability to use models productively for the analysis of sample data any more than for other kinds of data. The value of a model lies in its ability to pick up important aspects of behavior and to serve as a guide to our inference about reality. Some sampling practitioners display an evident ambivalence (or even aversion) towards behavioral modelling, but an investigator interested in analyzing a particular aspect of behavior by means of sample data should not let this dictate his own choice of method. The preparation of the information in a major data set for publication in a book of official statistics, say, is quite a different operation than the penetration of a sub-area for an analytical purpose. The concerns of data producing agencies are certainly real and important enough, but there is no need let them dominate the picture the way they have done so far. There is little reason why others should feel restricted by the same considerations.

In response to the need for "infinite population" modelling concepts in the analysis of survey samples, some statisticians have begun to provide a kind of half-way house where new finite population statistics are defined in terms of model parameters but the properties of their estimators are studied as if there were no model but only the finite population. For instance, Chambless and Boyle (1985) have suggested that a parametric likelihood

\[ \Lambda(\theta) = \prod_{i=1}^{N} \Lambda_i(\theta) \]

that would apply to the entire finite population (of size N) under a given behavioral model, be estimated by its sample counterpart
\[ \hat{A}(\beta) = \prod_{i=1}^{16S} \left[ A_i(\beta) \right]^{1/\pi(1)} \]

for individual inclusion probabilities \( \pi(1) \). If \( A(\beta) \) is maximized when \( \beta = B \), they suggest that \( B \) be regarded as the finite population quantity of interest, and that the value \( B \) of \( \beta \) which maximizes \( \hat{A}(\beta) \) be regarded as an estimator of \( B \). This is in line with previous suggestions for generalized linear models by Binder (1983) and his predecessors. It has been followed up by Folsom, LaVange, and Williams (1986), who have also extended the theory to the (nonparametric) Kaplan-Meier product limit estimator.

We discussed an application of these ideas to the estimation of Markov chain transition probabilities in Section 2.3. In that setting, \( B \) is a set of (unobserved) transition proportions in the finite population, which it may certainly make sense to estimate. Similarly, the (unobserved) Kaplan-Meier product limit function for the finite population describes the distribution of a positive variable over the members of that population, and again it may make sense to estimate it from the sample data. In a case-by-case consideration of other situations, we are bound to find more models where a finite population estimator \( B \) is a meaningful statistic in its own right for which the sample counterpart \( \hat{B} \) is a sensible estimator. For such situations, the statistical theory developed will be useful. Admitting this is a far cry however from accepting that

(a) a finite population estimator \( B \) always is a meaningful descriptive statistic, irrespective of any appeal to an underlying model, or that

(b) one should restrict one's analysis of survey sample data to situations where \( B \) is meaningful in this manner, or indeed that

(c) statistical inference from survey samples must be only to the finite population level.

Individual statisticians may hold or reject any one of these views; I disagree with all three of them. I find it particularly puzzling that
statisticians should insist on item (c) above, the way Ralph Folsom and Rick Williams have done in conversations during the Washington Symposium on Panel Surveys to which earlier versions of this paper and theirs were contributions.

Be that as it may, it is important to maintain that the specification of a model of individual behavior is an issue separate from the role of sampling weights. Whether the investigator has got $\xi_1$ right or not, the likelihood has the form in (6.2) so long as sampling and analysis are not outcome-dependent. Of course, there is no compulsion to rely on the likelihood approach. One is free to use any inference procedure available, subject only to the assessment of the statistical properties of the procedure. Some such procedures may involve sampling weights. In fact, properties of the sampling plan will generally enter into likelihood analysis if the sampling is outcome-based, for then the likelihood has a form like

$$
\Lambda = \left[ \prod_{i \in S} \xi_i (y_i) \right] \sum_{i \in S} \left[ \prod_{i \in S} \xi_i (y_i) \right] p(S|Y_i, i \in S; Y_i, i \notin S),
$$

where the double sum is taken over all $i \in S$ and over all values $y_i$ that the sample path of target population member $i$ outside the sample can attain, and where $p(s|Y_i, \ldots, Y_N) = P(S=s|Y_i=y_i$ for $1 \leq i, \ldots, N)$ is the conditional probability of drawing the sample $s$ when the sample path outcomes are as specified.

In certain cases, the sampling mechanism turns out to enter the likelihood only via the sampling fractions of outcome-dependent strata. The example of our Section 4.3 is a case in point. However, weighting is no panacea which can solve most problems of survey analysis, including model misspecification, nor can it replace modelling and make behavioral models superfluous.
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