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Abstract

The regional economics and geography literaturarban population size has in recent years shovemdsting
conceptual and methodological contributions onwuhlkdity of Gibrat's Law and Zipf's Law. Despite ddinct
modeling features, they express similar fundamectiakacteristics in an equilibrium situation. Zgpfaw is
formalized in a static form, while its associatgaamic process is articulated by Gibrat's Law. Thus likely
that both Zipf's Law and Gibrat's Law share a comnroot. Unfortunately, empirical investigations tre
direct relationship between Gibrat's Law and Zigfaw are rather rare and not conclusive.

The present paper aims to answer the question ehéhgeneralisation of) Gibrat's Law allows usiner
Zipf's Law, and vice versa? In our conceptual appliad framework, particular attention will be paaithe role
of the mean and the variance of city populationkeg indicators for assessing the (non-) validity tio
generalised Gibrat's Law.

Our empirical experiments are based on a comparatialysis between the dynamics of the urban ptpulaf
four countries with entirely mutually contrastingatial-economic and geographic characteristicss\Baha,
Germany, Hungary and Luxembourg. We arrive at tllewing results: if (i) the mean is independentci
size (first necessary condition of Gibrat’s lawyl i) the coefficient of the rank-size rule/Zipfiaw is different
from one, then the variance is dependent on dt. si

Key-words: rank-size rule, Zipf’s law, (generalised) Gibsataw, hierarchical structure, spatial interaction,
city growth

JEL Classification: C46, D30, 040, R11



1.Gibrat’s Law vs Zipf’'s Law: Preliminary Considerations
Cities all over the world offer an amazing variétyterms of size and growth rates. Despite these

differences, systems of cities do not exhibit adan pattern, but a strict regularity in terms obam
hierarchies and inter-urban connectivity. The gmneksuch hierarchical perspectives on city sizeé a
urban systems can already be found in the semimaributions of Christaller (1933) and Losch
(1940). The validity of these frameworks has exierng been tested in subsequent statistical
experiments in many countries around the world. ddeceptual foundation for the existence of central
place hierarchies rests on various pillars: agglatien advantages in cities (depending on city)size
smart specialization of industries (depending alesadvantages in different size classes of cjtas])
transportation and logistics costs (depending stadce frictions between cities or between citres a
their hinterlands). Urban hierarchies and interanrlsonnectivity are therefore two sides of the same
coin (see Paelinck and Nijkamp 1976).

Clearly, it ought to be added that the spatial eaofyinterurban linkages has extended drasticalgr o
recent decades. Whereas a century ago, most wiges at best part of an interlinked regional or
national system, nowadays cities are often paatgibbally connected network.

Surprisingly, despite the complex evolution of ewmtr socio-economic spatial networks, two robust
empirical regularities seem to hold: Gibrat’s laffiraning that city growth does not depend on size,
and Zipf’'s law stating the proportionality of a givcity size to its rank.

More in details, in 1931, Gibrat observed thatgh@wth rate of a city’s population does not depend
the size of the city. In other words, althoughesttan grow at different rates, no systematic behav
exists between their growth and their size, so, theatording to Gibrat (1931), we cannot affirm that
larger cities grow faster than smaller onesioe versa

Analytically, we can write the following logarithmexpression, as in Steindl (1968):
logP(t)=logP(0)+e@)+te (2¢...+£ () (2)
whereP(t) is the size of a certain city at timeP(0) is the initial populationand &(t) is a random

variable (indicating random shocks), i.i.d randeaniable with meam and variance?. Equation (1)

identifies the logarithm of the size of a giveryas the sum of the initial size and past growtes.a

1 Another way to refer to Zipf’s Law is a Paretstdbution, with a shape parameter equal to Xk ihvestigated using the
so-called rank-size rule. We note here that thpeskmefficient of the rank-size rule representsitiverse form of the
parameter of the conventional Pareto distributir. more details, we refer inter alia to Adamic@@Pand Parr (1985).
In this paper we refer to Zipf's law (Zipf's didtrition), when the rank-size coefficient is exa&tual to 1. In all the
other cases we refer to the rank-size rule (rap&-gistribution).
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This law can now be interpreted as followA: Variate subject to a process of change is saidhbey

the law of proportionate effect if the change ie thariate at any step of the process is a random
proportion of the previous value of the varia{€hesher, 1979, p. 403). The implication of Gtlzra
law is that the growth processes of cities hawe&dmmon mean (equal to the mean city growth rate)
and a common variantgGabaix, 1999, p. 741), that is, both the mead &ariance have to be
independent from the size of the cities.

The second well-known spatial regularity is giventbe so-called Zipf’s law (on the basis of a first
study by Auerbachin 1913). In 1949, Zipf observed and establishet the sizes of the cities in a
country are proportional to their rank. This me#ma in Botswana, for example, the size of largest
city, Gaborone, is roughly twice the size of Fratmivn, the second largest city, three times thel thi

largest city, Molopolole, and so on. Formally, tb@én be written as:

R= KR @)

Equation (2) is known as the rank-size rule angsisally expressed in logarithmic form, as follows:

log(P), = log(K)-qlog(R) 3)

whereP; is the population of city, R is the rank of théth-city andK is a constant. Zipf’s law holds
precisely, when the coefficiegtis equal to one.

Several interpretations of the Zipf coefficiegf,have been proposed in the literature. In priegighe
g-coefficient can be seen as an indicator of theahthical degree of a system of cities (Singe80).9
In fact, theg-coefficient measures how unequal the city distrdyuts: the higher thg-coefficient, the
more unequally distributed is the city system. @& ¢ontrary, the smaller the valuegpthe more even
is the system of cities (in the extreme, wige, we have a very even system of cities all ofstee
size; wherg=w, instead, we have only one city hosting the emapulation).

In summary, Gibrat’s law expresses the growth pecé a certain variable (firm, city, income, whalt
etc.), independent of its size, while Zipf's lavepents the static relationship of the size ofvhrsable
with its rank. In the field of spatial economicBgese two regularities have given rise, especiatiges

the late '90s, to an increasing number of empirstaldies, testing cities and economic growth at

2 “The population of a city is inversely proportiortal the number indicating its rank among the citafsa given
country (Auerbach, 1915, p. 384).
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various spatial levels (national, regional, lochl),means of Gibrat’s law and Zipf’s law.

It seems that in the majority of urban studies fZifaw and Gibrat's law are generally confirmed by
empirical data (Eeckhout, 2004; Gonzalez-Val, 20@&nnides and Overman, 2003; Gabaix and
loannides, 2004; Giesen and Suedekum, 2011). Howetker studies seem to reject these two
empirical regularities (Black and Henderson, 20@3jberes, 2011; Gonzalez-Val et al., 2012;
Henderson and Wang, 2005). These contrasting sebalfe prompted a continuous debate in the
literature, on the (non)validity of Gibrat’s lamd{or Zipf's law.

These two laws are often theoretically treated ttugye given their possible complementarily. Indeed,
Champernowne (1953) and Simon (1955) have shownrémk-size distributions arise naturally, if
Gibrat’s law is satisfied. Gabaix (1999) has denrasd that Gibrat’s law leads to a Zipf distriloun;
while Cordoba (2003) argues that a weak versioGibfrat’s law leads to more general rank-size
distributions, where weak means that only the nadathe city growth is independent from city size,
while its variance can change according to sized@ma, 2003). In this setting, Cordoba, for thstfir
time, shows an unknown relationship between the lams; indeed, he shows that Zipf’s law might
imply Gibrat's law. Moreover, this setting is redd to Garmestani et al. (2007), that have propesed
model that lead to different growth processes fostering of cities that are aggregated according t
similarity of their sizes.

More in details, Cordoba (2008, p. 1463) proposégeneralisation of Gibrat's law that allows size to
affect the variance of the growth process but t®tmean In particular, one of the implications of
Cordoba’s generalised model is that non-proportiynaf the variance is required to take into aatbu

a g-coefficient different from one (in Eq. (3)). Mospecifically, the larger thg-coefficient, the more
unequal is the distribution, and this makes a gnogvbcess more volatifeOn the basis of Cordoba’s
results, we can outline the following relationshiygtween Zipf’'s law and Gibrat’s law:

(a) If g=1, Zipf’s law holds. In order that Gibrat’'s lawmies, neither the mean nor the variance of
growth can depend on size.

(b) If g>1, the distribution is more unequal. In order t@a#brat’s law applies, it is necessary that
the mean is independent of the city size, but hetuariance; indeed, the associated growth
process requires that smaller cities face a greatatility of growth than larger cities.

(c) If g<1, the distribution is more evenly distributed.ag in order that Gibrat's law applies, it is
necessary that the mean is independent of the siaty, but not the variance. Here, the

associated growth process requires that largezsciaice a greater volatility of growth than

3 The volatility is a measure of fluctuation of ebgess. We will use the variance as an indicatahefvolatility of an
underlying proportionate growth process.
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smaller cities.
It seems, therefore, plausible that Zipf's law dbitbrat’s law show features of close kinship, in the
sense that they show a bidirectional predictivenahat is able to reveal distinct modeling outceme
even though in equilibrium it expresses identicadamental characteristics. A test of this propmsit
calls for evidence-based research.
Starting from these considerations, the presen¢mpajms to answer the following research question:
can (a generalisation of) Gibrat’'s law allow usitéer Zipf's law and vice versa, by empirically
analysing the link between these two laws, in tbhatext of urban growth, and, in particular, the
dynamics of city size distributions? In this frantely particular attention will be paid to the rakthe
mean and variance of the city population as a kdicator for assessing the validity (or non-vayiylit
of the generalised Gibrat’s law.
Starting from these considerations, the main chgleand aim of this paper is to empirically explore
the above mentioned relationship “Gibrat’s law Wsf2 law”, according to the three statements @)-(
above. It should be noted that empirical invesioyes of the relationship “Gibrat’s law vs Zipf’'swa
are still rare in the sense that typically scholavestigate about the validity or non-validitytoke laws
singularly without any empirical comparison betwdée estimated coefficients of the two. Here,
instead, we want to compare directly the implicadiof the validity and non-validity of one law teet
other in a bidirectional way.
Consistently with Eeckhout (2004), we focus our miog@l investigation on the entire city size
distributions of four countries (Botswana, Germafyngary and Luxembourg) and not only on the
upper tail* as other studies have done (see among others,nGaeseSuedekum, 2011; Guerin-Pace,
1995; Rosen and Resnick, 1980 and Soo, 2005, 200it)jce that we focus on those particular
countries because of their heterogeneity in terhs®co-economic and spatial characteristics.
Our results find evidence of the existence of &ibrlaw for two out of the four preselected coiesy
we then test the empirical relationship between (tdeneralised) Gibrat's law and Zipf’s law, by
considering the dynamics of the hierarchical strrecof the various city systems, on the basis ef th
mean and variance indicators.
The paper is then organised as follows. Sectioaszribes the rationale underlying the selectiothef
four countries under analysis, by focusing on tdéferent spatial economic characteristics andtes

statistics, while subsequent sections illustrate rsults of the empirical analysis devoted toirtgst

4 Eeckhout (2004) shows that if the city growth slaet depend on city sizéhen the estimated OLS coefficient of the so-
called rank-size rule varies depending on the taiimn city size, i.e. the inclusion of smaller {ar) cities in the
sample, leads to a smaller (larger) coefficiefifazio and Modica, 2012, p. 3).
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Gibrat’s law (Section 3), as well as the link betweSibrat’s law and Zipf’s law (Section 4). The pap

concludes with some methodological consideratioasdirections for future research (Section 5).

2. Choice ofCase Studies: Descriptive Analysis and Statistics

We have selected in our empirical study four dddtinountries characterised by different socio-
economic typologies: Botswana, Germany, Hungary lamdembourg. The selection of these four
countries, although mainly illustratively, may bepresentative of countries with different
characteristics; the selection has been made angoml size, population density and GDP per capita,
according to the representation in Table 1.

Moreover, in Table 2 we report, for each countome economic indicators (such a GDP per capita,
growth rate and percentage of investment over GB8*)vell as some other important indicators for the
mobility and transportation system (such as thgtlef railways and roadways, and the number of
cars per thousand people). We collected data flemNational Institute of Statistics for all four of
these countrie.In particular, we collected data from the CenB#dtistics Office of Botswana, the
Institute for Employment ReseafclAB) in Germany, the Hungarian Central Statidtioéfice and the
STATEC-Institute National de la Statistique et &8#sdes Economique of Luxembourg

Some points are worth noting here. Botswana iotilg non-OECD country, while all the others are
OECD countries. Botswana shows the features ofraad@ancel economy; however, it exhibits a
trend towards an increase in population and ecangnawth. Germany was a founding member of the
European Community in 1957 (which became the Ewmopdnion (EU) in 1993); it is central in
Europe and is a large country in terms of surfaea @and population, with an advanced economy.
Hungary joined the EU in 2004, it is located in tahEurope, but shows a non-advanced economy and
a decreasing population. Luxembourg, like Germamgts a founding member of the European
Community in 1957; it is a small country, but vemntral in Europe with a high income per capita.
Clearly, other choices could have been made, kaitptiesent set of countries aims to represent a

sufficiently interesting collection of cases fordepth investigation.

5 For all countries we have data over all citiesfthe biggest to the smallest one.

6 The authors wish to thank Uwe Blien and Anetta$HdAB, Germany), for kindly providing the dataedsin our study
on German cities (Sections 3 and 4).

7 According to the IMF classification.



< Table 1. About Here >
< Table 2. About Here >

It should be noted that an extensive debate cosddn type of spatial unit under analysis: several
studies have been carried out using metropoliteasari.e. by considering the entire population in a
given city, as well as all populations of suburlemreas. Nevertheless, our object is to carry out
comparative analysis between the four countriesgldy including all the cities in a given countfar
these reasons, we consider in our analysis théiesntegally defined as cities or villages in their
countries, although we are aware that the admatige definition given by legal borders might not
fulfill our scopes exactly. In order to have a cargble unit, in all countries we have selectedehos
localities which are similar to a municipality.

Another concern is due to the fact that we haveemiht temporal horizons, which, sometimes, are
short. This is the case for Botswana, where we loale two census observations (2000 and 2010), as
well as for Hungary, where, although the time sjgaBO years (1980-2011), we have only four census
observations. For Germany, however, although tine span is 15 years, we have annual data (1993-
2007), so we can conduct a more precise analygigllyy Luxembourg have a long time series
considering all census data from 1821 until 2011.

Following on from the above observations, in Sect®bwe focus our attention on the validity of
Gibrat’s law, in order to design an analytical feamork that is useful for meeting the ultimate gofl

our analysis: a comparison of Gibrat’s’ law andfZipaw.

3. Testing Gibrat’s’ Law: Method and Results

In this section we will use an OLS regression maate report the results from the parametric anslysi
We check dynamic deviations from the proportiogadit mean growth and variance to size, by using a
method firstly proposed by Kalecki (1945) and sgjsatly utilised, among others, by Bottazzi et al.
(2001). In particular, the adopted model is théofeing OLS model:

gti =lgtg:—1+‘9i 4)

8 We encountered some difficultly in making thentighoice for Botswana where we also had datarfalldocalities but
we chose to collect all localities with ID code 10@mely villages and cities.
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whereg;i(t) is the deviation of the logarithm of the pogida of cityi from the mean of the logarithms
of the city populations at tinteande is the error termy is the parameter to be estimated amavides

an estimate of the divergence/convergence of tte distribution toward its mear{Bottazzi et al.,
2001, p. 1184). Gibrat's law holds/fis equal to on@ Whenp is lower than one, this means that size
converges towards its mean, namely, the largetyatbe smaller the expected growth. On the cowtrar
wheng is greater than one, the larger a city and thgelathe expected growth. We test the model for
each time-step.

As an indicator of the volatility of the growth mess, we use two different measures: i) the vagianc

of growth, g7 i) the variance ratiof, between the variance gfat timet, o(g;) and the variance af

at timet-1, o(g1); The reason why we report both the indicatorseisanse Gibrat's law is a dynamic
concept, while Zipf's law is static. Including batie measures allow us to be more confident imgaki
into consideration both the aspects of dynamicitgl ataticity. Moreover, the variance ratio is also
adopted for testing mean reversion and stationafithhe series so it is a further control for Gitwa

law. Formally, it is given by:

_a(g)

0 =—r—=F% 5
(o) (5)

Tables 4a and 4b show the results. Two main coirigsarise from here. Firstly, looking at the
parameters, Gibrat’s law does not always hold (over time). Ganyn and Luxembourg are clear
examples of this intermittency: we can see perigbsre Gibrat's law holds and others where it does
not. Secondly, it seems that the effect of the Ywalidity of the law is lengthy: namely, Gibrataw in
general holds (or does not hold) continuously feo br three time windows. Consequently, the first
result of our analysis is that testing Gibrat’s leeguires a data-set of considerable length, onasy
possible observations as we can. It is also infiegeto note that in general, when Gibrat’s law slaet
apply, the variance at timeis higher than the variance at the previous tintigis; is denoted by the
paramete in Eq. (5) greater than one. This is, of coursmscstent with the idea of Gabaix (1999)
which, according to Gibrat's law, both the mean asadance of the growth rate have to be independent

with respect to the size.

9 We report here only the condition on the estimgteHowever it should be noted that another conditonécessary to
affirm that Gibrat's law is in operation, indeedttarror terms have to be serially uncorrelated. téen, add one more
lag in Eq. (4) to very this additional condition.host of the cases the error terms result setaltprrelated.
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In more detail, by observing in Tables 4a and 4b, we can see that in BotswadaLarembourg,
Gibrat’s law holds quite ofter€1). In Germany it does not apply more than halthaf time and in
Hungary Gibrat’s law never holds.

< Table 4a. About Here >

< Table 4b. About Here >

4. Gibrat's Law and Zipf's Law: A Comparative Study
4.1 Role of the Adopted Parameters

In the previous sections we have shown that Botavaard Luxembourg seem to obey Gibrat's law,
while this seems not to be the case for GermanyHamdyary. The final step in our analysis is thes th
investigation of the relationship between Gibrééiw and the rank-size/Zipf's law, by means of the
rules (a), (b) and (c) (outlined in Section 1).

From the operational viewpoint, we investigaterglationship between trgecoefficient in Eq. (3) and
the estimated parametgtandd from Eqgs. (4)-(5) andr?, on the basis of Cordoba’s propositions (a);

(b) and (c). In particular, we estimate thecoefficients in the rank-size rule (3) by meansaof

modification proposed by Gabaix and Ibragimov (90&tcording the following:

log(R) = log(K)-qlog(R - 0.5] ()
whereP;, K, g andR; are the same as in Eq. (3).
In Tables 5a and 5b we report the estimatedefficients and the parametgks 6 and g7, according

to Egs. (7), (4) and (5) respectively, for eachthed four countries. Overall, by means of these four
parameters, we can experiment with the propositianhgb) and (c) in Section 1.

Concerning the coefficiert (Eq. (7)), it should be noted that we interpreista measure of hierarchy
of city size distribution. In this sense a positoheange in the estimategcoefficient denotes a situation
where larger cities have grown more than smallezsofin relative terms); thus an increasigg
coefficient (see Eq. (7)) reflects the tendencyams agglomeration economies in the country at hand
(see Section 1).

For example, an increasing/decreasipgpefficient — indicating changes in the growtheraetween

large and small cities — should lead to a gene@l@Sibrat’s law. It appears then thiae g-coefficients,

together with thes-, 9- and o7 -parametersoffer insights into different aspects of the samewgh
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process: theg-coefficient captures the output of the growth esx; while thes-, 6- and o?-

parametersake into account the mean and variance of the thrpwocess.

In the latter context (regarding the role of theameand variance), it seems worthwhile to test the
different dynamics of the large cities vs the sntities, in order to explore in more detail where a
greater volatility shows up. We can then split, dach country, our sample into two halves by defni
two sub-samples; one for the large cities and theramne for the smaller cities. We then estimhaée t

parameterg and @ according to Egs. (4)-(5) and; for these two sub-samples. In this way we can

analyse, firstly, whether Gibrat’s law holds sepalsafor large and small cities; and, secondly, ke

the growth process is more volatile even in theenpail.

< Table 5a. About Here >
< Table 5b. About Here >

In the next Sub-sections, the role of the varicasameters), 4, 6 and g7 in capturing the relationship

“rank-size rule vs Gibrat's law” will be illustradewith reference to the empirical analyses in eaich
the four countries.

4.2 Botswana

Starting with Botswana, we can see that the estidngcoefficient is greater than one for both the
years 2001 and 2011, indicating a predominancarggl cities. In particular, in 2011 the estimaged
coefficient is slightly greater than that one in020thus showing a tendency — in the last decade —
towards a higher economic development. By considetine relationship with Gibrat’s law, we then
investigate condition b) of Section 1. Considerihg entire sample, we have already shown that
Gibrat’s law holds in 2011 with an estimat@gdparameter not significantly different from one
(8=0.995**).10 However, considering the two sub-samples, we éividence of Gibrat’s law for large
cities (Bric=0.979**) but not for small oneg{na=0.761). This indicates that larger cities of thd-s
sample of small cities (i.e. medium size citiesjehan expected growth lower than smaller ones. ,Thus
large and small cities face two different underygrowth processes; however, this is still consiste
with proposition b) of Section 1 predicting thaethssociated growth process requires that smaller

cities face a greater volatility of growth thandar cities. For this reason we now analyse the\beba

10 Where ** indicates a significance level at 5%.
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of the variance.

The variance ratio for the entire sample in Botsavesngreater than on€<1.078, indicating a greater
volatility of the process in 2011. This latter carh is not enough to investigate our statementsfb
Section 1, because it only refers to the “tempomali-stability of the variance, without considerthg
“spatial aspect”, namely the (non)independencénefviariance with respect to the size of the cifies.
For this reason, we analyse the two sub-samplesaety, as previously anticipated and we look both

at the variance rati@, and variance of growthg; .

The variance rati, for large cities shows a striking stabilit§s(c=1), while, for the small cities, it is
slightly greater than on@4na~1.011), implying an (increasing) change in theartying volatility of

the growth process for small cities. Moreover,thgance of growtla?gic is less tham?smail.

Given these facts, we can affirm that at tim@011), the variance is unchanged for large cibies
increases for the small ones, indicating a depeseden variance with respect to size; in particular,
smaller cities face a greater volatility than lacgees.

In summary, statement b) (Section 1), which affirfifls g>1, in order that Gibrat's law occurs, it is
necessary that the mean is independent from tlyesi@é but not the variance, indeed the associate
growth process requires that smaller cities faggeater volatility of growth than larger cities’ i

satisfied for the whole sample.

4.3 Germany

Germany shows an U-shapegcoefficient: it decreases until 1999 and thennitréases. In fact
Germany shows a lower degree of agglomeration @893 and 1999, namely larger cities become
less “heavy” in the city system. After 1999, Germahows again a process of concentration indicated
by the increasingl-coefficient. By considering the relationship wiBibrat's law, we then investigate
condition b) of Section 1.

Considering the entire sample, we have five yeamshich Gibrat’s law holds. In particular, in 1995,
1996, 1999, 2000 and 2003, the estim@tgadrameters are not significantly different fromeon

Now if we focus on the period 1993-1999, where ere@singg-coefficient applies, we can note that
Pric is significantly lower than one, whereéshai is not significantly different from one in mostses,

indicating a situation in which the larger the cttye lower the expected growth. On the contraryhe

11 It suggests a change in the variance over the &nd then this might also imply changes in thegeddence of the
variance over the size.
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period 2000-200% where an increasing-coefficient applies, we can notice thadic are often not
significantly different from one, whereg@sman are (most of the time) significantly greater thame,
indicating a situation in which the larger the citiye larger the expected growth. In this situatiea

can figure out the following growth processes: whamefficient is decreasing, we have modifications
on the growth process of large cities; in particullae larger the city, the lower the expected ghow

On the other hand, whemis increasing, small cities present a differerdwgh process, namely the
larger the city, the larger the expected growthweheer, note that both cases should lead to the same
effect on the underlying growth process (i.e. aatge volatility of the variance for small citiesiy
order to satisfy condition b). For this reason, avalyse the variance ratig,and the variance of

growth, g7 .

By considering the entire sample, the varianceyétiis often close to unity, but slightly lower than
one until 1999 when it becomes stable (and equah#&). Again, this latter condition says few things
about the independence of the variance from tree 8ife then analyse the two sub-samples separately
and in particular we analyse those years wherea@blaw holds (according to proposition b) of
Section 1). Unfortunately, we do not have enouglseolations to make any inference about
proposition b) in the period 2000-2007 becausedbilaw holds only in 2003.

Focusing on the period 1993-1999, it should be dofestly, that when Gibrat's law holds, the
variance ratios for large citie8gic, are less than one, that is the variance at timéower than that at
time t-1. Instead, the variance ratios for small citi@gsai, are greater than one. At (any) timedarge
cities face a lower volatility while small citieade a greater (or almost stable) volatility. Secdahd
variance of growthr?sic is always less thas?smai. Then, both these facts are again consistent with
proposition b) of Section 1. Again we can affirmattfor those years in which Gibrat's law hol@s {),

statement b) (Section 1) is satisfied for the wisalemple.

4.4 Hungary

In Section 3, we have shown that Gibrat's law doet hold in Hungary. The evolution of tlge
coefficient in this country reflects the tendeney dgglomeration in the large cities: indeed the
estimatedy-coefficient is increasing and greater than onehis situation we can check for statement

b) of Section 1. Unfortunately Gibrat's law neveolds, since theg-coefficients are always

12 Notice that in the years in which theoefficient is equal to that of previous year.(1898, 1999 and 2000), Gibrat's
law holds. The stability of the process shouldlaatl to any changes in the hierarchical struct@icities.
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significantly greater than one. This means thag siverges towards its means, namely, the larger a
city, the larger the expected growth. Then it rightforward that the variance rati, increases for
both large and small cities. However, it shouldnb¢ed that the variance of small citiés,is always
greater than the variance of large cities andtti@variance of growth?gc is always less thasfsmai;
thus, although we cannot formally show evidencgeeralised Gibrat’s law (in particular regarding
statement b)), we again show a greater volatittysimall cities wheg>1.

The analysis carried out over these three counpriegdes an important first conclusion. On theibas
of statement b), we have shown that whgd and Gibrat's law holds$€1), the variance® and ¢?-
parameternsis actually greater for small cities. Moreover,enttheg-coefficient is greater than one but
decreasing, we have modifications on the growtlcgse of large cities, but not on those of small
cities: in particular, the larger the city, the lwthe expected growth. On the other hand, whemthe
coefficient is greater than one, but increasingalbnities present the opposite growth process:atgam
the larger the city, the larger the expected grotbnsequently, we find evidence of the generalised
Gibrat’s’ law — as in statement b) of Section 1 n-the countries displaying>1, where the
independence of the mean with respect to the size operation, while the same is not true for the
variance.

A reasonable criticism, at this point in the anelysould be that generally, small entities (citi@sns

and so on) present a greater volatility than lagyess. We can anticipate that we will find the opf®

evidence in the case g1 in the next Sub-section.

4.5 Luxembourg

Luxembourg shows an estimatgdaoefficient lower than one. It increases until 1980d after that it

is not significantly different from one. Between2181922, we are in condition c¢) of Section 1.
Considering the entire sample, we have already sltbat Gibrat’s law holds in the first three yeafs
the sample (1851-1880) and in 1922 with estim@tpdrameters not significantly different from one.
Moreover, considering the two sub-samples, mosh@®time we find evidence of Gibrat’s law for both
large and small cities. At a first glance it sedhmt large and small cities face the same undeylyin
growth processes. However, to test statements &)heed to take into account the behaviour of the
variance.

The variance ratio for the entire sample in Luxeorgan the period 1821-1922 is always greater than

one indicating a greater volatility of the process iaset goes by. Indeed, when we split the sample in
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two halves, the variance ratios for the large sisbow values always greater than one, while,Her t
small cities, they are always below one. This iegkn (increasing) change in the underlying vaatil
of the growth process for large cities, in conttast (decreasing) change in the underlying vatatif

the growth process for small cities. Moreover, hiose years, the variance of growfhc is always
greater tham?sal.  Given these facts, we can affirm that at titnéhe variance is increased for the
large cities but decreased for the small citiedicating a dependence of variance with respecizty s
in particular, smaller cities face a lower vola@ilthan large cities. In summary, statement c),ciwhi
affirms: “if g<1, In order that Gibrat’s law occurs, it is necegshat the mean is independent from the
city size but not the variance, indeed the assegabwth process requires that smaller cities tace
lower volatility of growth than larger cities”, satisfied for the whole sample in 1821-1930.

In the period 1935-2011, thepcoefficient is not statistically different from enBy considering the
relationship with Gibrat’'s law, we then investigatendition a) of Section 1 which predicts that the
associated growth process requires that smaliesddce the same growth as larger cities. Corisigler
the entire sample, we have already shown that @blav holds most of the time (estimat@gd
parameters not significantly different from one)nSidering the two sub-samples, we find similar
evidence for both large and small cities, even \sdme exceptions. However it is interesting to note
that in those years where Gibrat’s law does notl,hible estimated parametgtsd ands? show very
different behaviour (i.e0s1c=.965 andfsmar1.162;0%s1c=1.93 and o%smai = 1.31 in 1970), but, in
general, in those years where Gibrat’s law holus differences between the estimators are notrge la
(i.e. 98ic=1.03 andfsmai=1.01 ands?eic=0.55 and 6%mai = 0.53 in 1947). In summary, statement a)
which affirms: “if g=1, then in order that Gibrat’s law occurs neith® thean nor the variance of

growth can depend on size” is satisfied for the ivlsample.

4.6 Synthesis
A synthesis of the above results — confirming tiedtheses by Cordoba (2003) — is presented in Table
6.

< Table 6. About Here >

The analysis carried out in this section promptses# interesting conclusions. We have been able to
empirically verify the presence of a “generaliseitbr&t law”, as theoretically predicted by Cordoba
(2003). In particular, we have verified statemeajtsb) and c) of Section 1. In more detail, we have

shown that whe>1 (statement b)) and Gibrat's law hol@#s1), the variance-ratid{parameterand
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the variance of growthy? are actually higher for the small cities, in conigpam to that for large cities,
indicating a larger volatility for small cities. Qhe contrary, wheg<1 (statement c)) and Gibrat’s law
holds 3 = 1), the variance-raticX{parametérand the variance of growth?, is actually lower for the
small cities, in comparison to that for large atiendicating a larger volatility for the smallenes.
Wheng=1 (statement a)) and Gibrat’s law holds, our figdiagree with previous research, as both the
mean and variance appear to be independent frosizée

Moreover, when thej-coefficient is greater than one but decreasing,haee modifications on the
growth process of large cities, but not on thosemé&ll cities; in particular, the larger the citlge
lower the expected growth. On the other hand, wtpeh but increasing, small cities present the
opposite growth process, namely the larger the ttigylarger the expected growth. We have, of &urs
an opposite behaviour when thpeoefficient is less than one.

5. Conclusion

The aim of our research work was to explore specinditions leading to a generalisation of Gilsrat’
law in connection with the different typologies odnk-size distribution. For this purpose we
empirically explored the link between the rank-seegonent,q, with the necessary conditions for
Gibrat’s law (that is mean and variance of the gholave to be independent from the size). We starte
our analysis based on the conclusion of Cordob®32@. 3): Pareto distributions with larger
exponents (more unequal distributions) require maiatile growth processésAs far as we know, the
conventional methodologies (Section 3) used toGastat's law do not address this issue. In paldicu

a greater (lower) volatility of the variance is ally not empirically envisaged. We showed, instead,
that, according to Cordoba (2003), the variancelbmadependent on size if the rank-size coeffident
different from one; in particular, we verified whHaordoba (2003) calls a “generalised Gibrat’s |&o”
different countries with different spatial-econonaicaracteristics: Botswana, Germany, Hungary and
Luxembourg. We found strong evidence of this gdisma@ Gibrat's law for Botswana and
Luxembourg. We found weak evidence of Gibrat's famGermany and no evidence for Hungary.

Our results confirm the propositions provided bydéda (2003). In particular, wher1, neither the
mean nor the variance of growth depend on sizenwhé, the mean is independent of the city size,
but not the variance, and small cities face a greatlatility in growth than larger cities; altetiely,
when g<l, the mean is independent from the city size,rmitthe variance, and large cities face a
greater volatility in growth than smaller ones. f@ib and Zipf have offered complementary

perspectives on city size and systems of citesgiven country. Their contributions are not necehsa
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identical, but offer new perspectives on the sanudti+faceted prism of the space-economy. These
results might be useful to 'relax’ Gibrat's lawiis strict interpretation, by reinforcing the hypesis
that small entities face a greater volatility ie tirowth process.

Our analysis prompts various intriguing researcbstjons in the future. While Gibrat's law and Zgf’
law mirror important organised structures in thpalogy of systems of cities, other relevant streaitu
patterns may be investigated as well, such asxiséeace of fractal structures in urban systemsdbta
for example, on Mandelbrot's principles) or the gigent existence of spatial population or socio-
economic disparities (based, for example, on Hddil's index). Clearly, the dynamics of such
processes deserve due attention. In addition, Hoveaapplied investigation also calls for more
fundamental research into the functional or behaailo backgrounds of such regularities. Three
research directions are important here; (a) therdefppendence between population indicators and
broader socio-economic indicators for a systemitiés; (b) the degree of various cities in the same
national system; (c) the relationship between resgnng evolutionary trends in the digital worldda

the development of cities (and systems of cities).
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Table 1. Rationale for countries selection

Population Density GDP p.c
High Low High Low
o High Germany Botswana Germany Botswana
.(’/;;
Low Luxembourg Hungary Luxembourg Hungary
Table 2. Spatial Economic Characteristics of the We Countries under Analysis
Country Year Km? ch-)p. Density % Urban pop. % pop. Railway Roadway GDP p. c. Growth (%)
(thousands)  (milion) growth *1000 km *1000 km

Botswana 2011 581 1.85 3.19 62.00% 1.47 0.90 25.80 9,481 %5.1
Germany 2007 357 81.78 229 74.00% -0.20 41.90 644.50 40,403 2.7%
Hungary 2011 93 9.99 107.4 69.00% -0.18 8.10 197.50 13,045 1.70%
Luxembourg 2011 2,5 0.51 205.6 85.00% 113 0.27 5.20 106,958  .00%

Table 3. Descriptive Statistics of the Five Countdas under Analysis

Country Year N. cities In(Mean) In (Variance)  In (Median) Skewness Kurtosis
Botswana 2011 461 7.15 1.22 6.97 0.78 2.23
Germany 2007 12,262 7.42 1.50 7.30 0.34 0.17
Hungary 2011 3,154 6.75 1.34 6.70 0.40 0.95
Luxemburg 2011 116 7.81 0.92 7.61 0.86 1.45
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Table 4a. Model A Estimates (Countries: Botswana, &many, Hungary and Luxembourg; Different

Years)

Country Year p Robust s.e. 0 R? N. obs.

Botswana 2011 .995** .0149 1.0782 .92 460

Germany 1994 .999 .0003 1.0009 .99 12,280
1995 .999* .0002 .9983 .99 12,291
1996 .999* .0003 .9987 .99 12,291
1997 .998 .0002 .9978 .99 12,291
1998 .998 .0002 .9984 .99 12,291
1999 1.00 *** .0003 1.0011 .99 12,293
2000 999+ .0003 .9998 .99 12,294
2001 1.001 .0001 1.0024 .99 12,294
2002 1.001 .0001 1.0017 .99 12,294
2003 1.00* .0001 1.0009 .99 12,293
2004 1.001 .0001 1.0027 .99 12,292
2005 1.001 .0001 1.0031 .99 12,293
2006 1.001 .0001 1.0027 .99 12,993
2007 1.001 .0002 1.0039 .99 12,259

Hungary 1990 1.055 .0019 1.1215 .99 3,121
2001 1.034 .0022 1.0806 .99 3,121
2011 1.028 .0025 1.0674 .99 3,121

Luxembourg 1851 .941* .0264 .9557 .93 116

1871 .993** .0276 1.0779 .92 116
1880 1.005 ** .0306 1.0667 .95 116
1890 1.048 .0183 1.0855 .93 116
1900 1.109 .0324 1.2833 .96 116
1910 1.079 .0187 1.1803 .99 116
1922 1.01% .0123 1.0473 .97 116
1930 1.103 .019 1.2406 .98 116
1935 1.001%* .007 1.0059 .99 116
1947 1.014* .0061 1.0355 .99 116
1960 1.069 .0132 1.1725 .98 116
1970 1.044 .0156 1.1198 .97 116
1981 1.016** .0144 1.0576 .98 116
1991 .993 ** .0104 .9964 .99 116
2001 0.955 .0076 .9199 .99 116
2002 0.994 .0015 .989 .99 116
2003 .995%* .0034 .9926 .99 116

* Significant at 1% ** significant at 5% *** signi€ant at 10%
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Table 4b. Model A Estimates (Country: Luxembourg; Offerent Years)

Country Year /] Robust s.e. 0 R? N. obs.
Luxembourg 2004 .997** .0018 .9947 .99 116
2005 .996** .0024 .9926 .99 116

2006 997+ .0015 .9961 .99 116
2007 0.992 .0029 .9851 .99 116

2008 0.992 .0023 .985 .99 116

2009 .996** .0019 994 .99 116

2010 .996* .0016 .9924 .99 116

2011 .999** .0015 1.00 .99 116

*** Significant at 1% ** significant at 5% * signi€ant at 10%
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Table 5a. The Zipf's and Gibrat’'s Parameters (Counties: Botswana, Germany, Hungary and Luxembourg; Diferent Years)

Country Year

Botswana 2001

2011
Germany 1993
1994
1995
1996
1997

1998
1999

2000
2001
2002
2003
2004
2005
2006
2007
Hungary 1980
1990
2001

2011

g-coefficient
1.137
1.173
1.399
1.397
1.396
1.394
1.392

1.390
1.390

1.390
1.391
1.392
1.392
1.393
1.396
1.398
1.401
1.129
1.186
1.223

1.258

Robust s.e.

.0746

.0746

.0178

.0178

.0178

.0177

.0177

.0177

0177

.0177

.0177

.0177

.0177

0177

.0178

.0178

.0178

.0285

.0300

.0309

.0316

B

.995**

.999
.999*
.999*

.998

.998

1.00 ***

999+
1.001
1.001
1.00*
1.001
1.001
1.001

1.001

1.055
1.034

1.028

1.0078

1.0009

.9983

.9987

.9978

.9984

1.0011

.9998

1.0024

1.0017

1.0009

1.0027

1.0031

1.0027

1.0039

112

1.08

1.06

Pric

979%

.996
.996
.997
.997
.997
.998
.998
.999
.999**
.999**
1.000**
1.001
1.001

1.002

1.018
0.993

1.005

O

1.000

.994
.994
.995
.994
.994
.996
.998
.999
.999
1.001
1.001
1.002

1.001

1.046
.999

1.020

GBIG

3.632

2.998

2.583

2101

2.099

1.906

1.716

1.536

1.419

1.278

1.188

1.270

1.162

1.074

1.438

.8129

1.404

1.219

Psmall

0.761

1.001**
1.00**
1.001**
.999**
997
1.004
.998**
1.002
1.00**
.998
1.001
1.001**
.999**

1.001

1.076
1.054

1.010**

Osman

1.011

1.009
1.004
1.006
1.002
1.000
1.012
.998
1.006
1.002
.998
1.004
1.003
1.000

1.005

1.194
1.151

1.070

GSmall

5.065

6.030

4.347

4.235

4.033

3.863

3.582

4.644

2.872

3.114

2.904

2.889

2.775

2.728

2.847

1.005

1.429

1.410

N. obs.
464
461

12,280

12,291

12,291

12,291

12,291

12,293

12,294

12,294

12,294

12,294

12,293

12,293

12,293

12,293

12262
3,121
3,121
3,121

3,154

* Significant at 1% ** significant at 5% *** signifiant at 10%



Table 5b. The Zipf’'s and Gibrat’'s Parameters (Counties: Botswana, Germany, Hungary and Luxembourg; Diferent Years)

Country Year o-coefficient ~ Robust s.e B 0 Beic Osic 6BIG Bsmall Osmall Gsmall N. obs
Luxembourg 1821 .5031 .0660 - - - - - - - - 116
1851 4965 .0652 .941* .9557 .949%** .978 .6141 .730 764 .7822 116
1871 .5154 .0676 .993** 1.0779 .962** 1.070 1.296 .887** .981 .6157 116
1880 .5350 .0702 1.005 ** 1.0667 1.003** 1.060 1.693 .811** 871 1.904 116
1890 .5881 .0772 1.048 1.0855 .995** 1.160 3.327 .944** .965 .6451 116
1900 .6744 .0885 1.109 1.2833 1.115 1.340 2.651 947** .969 .6763 116
1910 .7350 .0965 1.079 1.1803 1.091 1.210 1.332 .986** 1.035 6178 116
1922 .7500 .0984 1.01** 1.0473 0.998** 1.025 2.095 1.042** 1.140 .5105 116
1930 .8377** .1100 1.103 1.2406 1.090 1.240 2.574 1.01** 1.048 .5981 116
1935 .8391** 1101 1.001*** 1.0059 .986** .976 1.045 1.033* 1.081 7215 116
1947 .8543** 1121 1.014* 1.0355 1.013** 1.034 .5543 .982** 1.009 5250 116
1960 9252+ 1214 1.069 1.1725 1.011* 1.059 1.395 1.006** 1.109 .7906 116
1970 .9735** 1278 1.044 1.1198 0.965 .963 1.930 1.016** 1.162 1.308 116
1980 .9923** 1302 1.016** 1.0576 0.942 922 1.815 1.022** 1.150 1.268 116
1991 .9803** 1287 .993 ** .9964 0.949 .920 1.395 1.053** 1.145 .881 116
2001 .9409** 1235 0.955 .9199 0.949 .907 .874 .910 871 1.337 116
2002 .9365* 1229 0.994 .989 .998** 997 1.291 .990** .983 2.177 116
2003 .9330** 1225 .995** .9926 1.00** 1.00 1.366 .997** 1.00 3.356 116
2004 .9302** 1221 .997** .9947 1.00** 1.00 1.209 1.00** 1.020 2.465 116
2005 .9270** 1217 .996** .9926 .995** .992 1.529 .992** .989 2.812 116
2006 .9253** 1215 .997** .9961 1.001 1.00 1.109 .994** 991 2.254 116
2007 .9195** 1207 0.992 .9851 0.994 .988 1.412 974** .955 3.498 116
2008 .9140** .1200 0.992 .985 .999** .998 1.291 .976 .955 2.501 116
2009 .9120** 1197 .996** .994 1.00** 1.00 1.672 .989** .981 2.219 116
2010 .9094** 1194 .996* .9924 1.00** 1.00 1.247 .986* 974 1.787 116
2011 .9094** 1194 .999** 1.00 1.00** 1.00 1.073 .997** .996 2.137 116

€c

* Significant at 1% ** sigiificant at 5% *** significant at 109



Table 6. Relationship between Zipf/Rank-Size and Geralized Gibrat

Gibrat

0

2

Generalized Gibrat

Country Year g Qtrend ¢ validity
Botswana 2001-2011 >1 1 TRUE(p=1)  Geic<Osmai 0%B1G< 0%small (statZrIi(Sant b))
19931999 >1 |  WEAKZ(f=1) OBic<Osmai 0%BIG< 0%smal (stat:riznt b))
Germany
20002007 >1 1 FALSE(£L)  Oeic<Osmai o%BiG< 0smal NO
Hungary 19802011 >1 1 FALSE(f£l)  OBic<Csmal  07BIGS o%smal NO
1821-1930 <1 1 TRUE(=1)  0Bic>0Osmal  0%B1G> 0%smal (Stat\éiim )
Luxembourg
1935-2011 =1 PN TRUE (ﬁ:]_) OB1G=Osmall O'ZBIG= O'Zsmall YES

(statement a))

13 Notice that weak Gibrat’s law means that Gilsrktiv holds only for few years.
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