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Abstract

Building on the literature on regularization andndnsion reduction methods, we have
developed a quarterly forecasting model for eueaaBDP. This method consists in
bridging quarterly national accounts data usinddiacextracted from a large panel of
monthly and quarterly series including businesveys and financial indicators. The
pseudo real-time nature of the information set asoanted for as the pattern of
publication lags is considered. Forecast evaluaggarcises show that predictions
obtained through various dimension reduction methmatperform both the benchmark
AR and the diffusion index model without pre-sedecindicators. Moreover, forecast
combination significantly reduces forecast error.
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1. - Introduction?

The process of European integration made it clegt from the beginning that political and

economic decisions would increasingly be basedggnemate European figures. Decision makers
in various sectors of the economy (business, gonvemt, the central bank, financial markets, etc.)
base their choices on an early understanding o$tiite of economic activity, usually measured by
GDP, which is generally considered the best vagidbl capture aggregate economic conditions.

Together with the establishment of the European défemy Union (EMU), it is not therefore

! Paper presented at the3Bternational Symposium on Forecasting of therhmgional Institute of Forecasters, Seoul,
June 2013; at Experts' Group "Economic ForecadtfleoEuropean Commission, Bruxelles, October 2@h8t at the
14th IWH-CIREQ Macroeconometric Workshop on "Fostitey and Big Data", Halle (Saale), December 20¥8.are
grateful, without involvement, for comments anddieack to Valentina Corradi, Katja Drechsel, Domer@&iannone,
Michael Graff, Hyun Hak Kim, Esther Ruiz, Norm Swgan and meetings' participants. The opinions iresges are
the authors' only, and do not necessarily refleasé of the institutions they work for. We woulkklito thank PRIN for

funding (R. Golinelli).



surprising that a number of papers have been devotéhe issue of forecasting developments in
euro area economic activity in the short term Esege Baffigi et al. (2004), Bodo et al. (2000), iior
et al. (2001), Grassmann and Keereman (2001), Miacet al. (2003), and Rinstler and Sédillot
(2003)).

However, quarterly GDP data are available only vaitdelay, which weakens their role in
short-term policy decision making. For this reasmayket participants and policymakers pay high
attention to short-term information from indicatomshich are promptly available at monthly
frequencies. These indicators can be used to afisesstate of the economy either in a purely
gualitative manner or by incorporating their inf@tmon into econometric models to draw an early
picture of the evolution of current economic adtiviSince the seminal papers of Trehan (1989),
Klein (1990), and Rathjens and Robins (1993), almemof models have been introduced to predict
GDP by using monthly indicators. Since then, resuit the literature have unambiguously
concluded that the use of indicators, availablesimme/all months of the quarter to be forecast,
provides considerable improvements in forecastshef not yet available current-quarter GDP
growth. Furthermore, these improvements grow wli flexibility of the modelling approach in
embodying the newest information as soon as klsased (for a recent example, see Kitchen and
Kitchen, 2013).

The aim of this paper is to look in greater deptlha results of the literature on euro area
GDP nowcasting, by introducing a procedure to extitae most valuable indicators from a flow of
data issued every month. Thus, this work mainlyihgs$ to the strand of research devoted to the
selection of short-run indicators in pseudo realeti(because in this way we are also closer to the
existing literature), and to the issue of fore@asnhbination. More precisely, we are contributing to
the literature on the nowcasting of euro area GDiriee ways.

Firstly, targeting predictors (by pre-selectingommhation through pre-screening) is an

effective way to improve forecast performance, camhg the findings of Bai and Ng (2008),



Bulligan et al. (2012) and Kim and Swanson (20E)wever, we should add here the results of the
sensitiveness analysis to the number of targetdidators which is driven, in the training sample of
the pre-screening procedure, by the quantiles ef dampirical probability distribution of each
indicator to be picked by a set of six data reductjone hard- and five soft-thresholding) rules.
Secondly, we provide new evidence of the potemtigdrovements in euro area GDP forecasting
ability by averaging and combining forecasts frolteraative approaches of pre-screening the
indicators, see e.g. Hendry and Clements (2002)ckStand Watson (2004), Costantini and
Pappalardo (2010), Kisinbay (2010), and Costardimi Kunst (2011). Thirdly, we assess the
effectiveness of forecasting GDP from the supplg anm the demand side, i.e. from a (possibly
pre-screened) factor model approach which combieator informatiorversusanother in which
forecasts of GDP expenditure items are combinetinenwith the work of Huang and Lee (2010),
and Hendry and Hubrich (2011).

This paper is set out as follows. Section 2 survieys state of the art regarding GDP
forecasting/nowcasting literature, with particuédtention to euro area GDP. Section 3 introduces
and discusses the main methodological issues ofp#dper - indicator selection, automated
modelling, and aggregation - in the unifying comtekthe diffusion index models. Section 4 lists
the taxonomy of the models used in the forecasieggcise on the basis of the underlying process
of indicator selection and amount of disaggregattermation used. Section 5 describes the data and
design of the pseudo out-of-sample forecastingoes@r Section 6 reports the baseline empirical
results in terms of the euro area GDP forecastimitya of classical bridge and factor models
together with models that exploit alternative ameunf indicator information through pre-
screening rules. In Section 7, we compare the &stary ability of single aggregate models
combining information with the combination of foests obtained from different models for GDP
demand components, and assess the solidity of aselibe findings to some alterations of its

modelling settings. Section 8 concludes.



2. - The state of the art in short run modelling fo GDP forecasting

From the stream of results available in the GDRedasting/nowcasting literature applied to
virtually all the countries and areas of the wotlttee basic questions clearly emergghpw to
optimally select the indicatorsft)(what is the impact on GDP predictability of tlealrtime nature
of the forecasting activity7ii) what is the level of aggregation at which it ettbr to model the
relationships between forecast targets and indisato

Regarding the indicator selection issu §ince Klein and Sojo (1989) the extraction of
reliable signals from noisy high frequency indicattvas been carried out via two main routes:
empirical indicators and bridge models. The emalirindicators approach lead to the development
of factor-based models (FM; for a survey see Stul#k Watson, 2006) which summarise all the
available information into the extraction of sonmmrenon factors from the full set of indicators.
Bridge models (BM) link forecast targets to "sul&dbindicators, selected priori on the basis of
researcher experience and statistical infereneeGsdinelli and Parigi, 2007).

As far as euro area GDP is concerned, Angelinl.§2811), Banbura and Runstler (2011),
Marcellino et al. (2003), and Runstler et al. (2088sess the predictive performance of alternative
FM nowcasts, while Baffigi et al. (2004), Diron () Grassmann and Keereman (2001), and
Runstler and Sédillot (2003) follow the BM approath all these papers, the ability of both BM
and FM approaches in nowcasting euro area GDRsesasd against simple benchmark time series
models.

In spite of their widespread usage, both BM anddfiroaches are subject to criticism. BM
may appear excessivedyl hocbecause of the "incredible" exclusion restrictianslerlying the list

of the pre-selected indicators; FM may be biasedriyalanced sources of information (see Boivin

2 These two routes were first compared in theiritgbtb forecast the US economy in the short runkgin and
Ozmucur (2008). Then, other studies extended theBMMcomparison to other countries/areas: Bulligaale (2010)

for Italy, Antipa et al. (2012) for Germany, anduBhes-Lesage and Darné (2012) for France



and Ng, 2006). In fact, the main requirement enmgrdgrom the asymptotic properties of the FM
approach (such as factor estimators, structurecamdergence to optimal forecasts) is that the
sources of common dynamics remain limited as thab®s of cross-sections increases to infinity.
Boivin and Ng (2006) question exactly this poimtgdargue that, in many practical applications, the
(growing) size and (unbalanced) composition of thdicators can negatively affect factor
estimates.

However, some papers have recently shown thatdbefufactors extracted from fewer but
informative indicators can yield better forecastart those obtained using large indicator datasets.
In the literature, alternative techniques and m@shdave been introduced to perform this
information reduction: targeting indicators withrékholding rules (Bai and Ng, 2008, Schumacher,
2010, Bulligan et al.,, 2012, and Kim and Swansofl3}, estimating weighted principal
components and preselecting indicators with rites ¢liminate irrelevant information (Boivin and
Ng, 2006, and Caggiano et al., 2011), estimatimgpfa under a sparse prior (e.g. Kaufmann and
Schumacher, 2013), and selecting one "represeatatidicator of each category in which the large
panel can be classified (Alvarez et al., 2012).

As for the real time nature of the data and offtrecasting activity, issuai}, it impacts on
the way forecasting ability experiments should beducted. Specifically, two main aspects are
addressed:i(a) experiments should mimic the actual situatiorethby forecasters in terms of the
schedule of data releases and thereby the avéyabifl monthly indicators; i(b) experiments
should use data actually available at the timeftinecast was made, i.e. they cannot exploit the
latest available (revised) series of both GDP amhthly indicators (see Croushore and Stark,
2001, and Pesaran and Timmermann, 2005).

Considering aspecti.@), almost all the papers of the euro area liteeattarefully account
for the timing of the data releases (see e.g. Gaaret al., 2008, for FM, and Diron, 2008, for

BM). Furthermore, some studies show that the dep#ccounting for the timing of data releases



plays a crucial role in forecast evaluation, esgfcito assess the role of survey indicators (see
Angelini et al., 2011, Banbura and Rinstler, 2@ihnnone et al., 2009, and Runstler et al., 2009).
A comprehensive study on the marginal informatiambedied in each monthly indicator update

can be found in Drechsel and Maurin (2011). A exladspect to data issues is that GDP and
indicator data are mixed-frequency - usually, qgryt and monthly - and asynchronous, i.e.

released with different publication lags. The migyoof studies simply convert all the data at the

lower available frequency by taking quarterly agesa of monthly indicators, and the ragged-(or
jagged-) edge nature of the data requires thatimgisaonthly observations for the quarter to be

forecast are predicted usually with univariate eegoessive models; on this, see McGuckin et al.
(2007)2 Camacho and Perez-Quiros (2010), Camacho etGl2f2Ferrara et al. (2010), Giannone

et al. (2009), Kuzin et al. (2009) are notable @tioms, as they respectively use approximate
Kalman filter models, Markov-switching dynamic faxd, non parametric methods, mixed-

frequency VARs, and MIDAS regressions of Clements @alvao (2008).

As far as aspecii) is concerned, a large part of the evidence afmyatasting ability is
based on the latest available data because oktimghdof data vintages. Exceptions are few and are
always conducted in data parsimonious environmesish as the BM approach of Diron (2008)
and Ferrara et al. (2010), and the FM approachaofi@&ho and Perez-Quiros (2010). Therefore, the
literature mainly disregards the implications oftadaevisions although, since Diebold and
Rudebush (1991), it is well known that the useheflatest available data can significantly oveestat
the forecasting performance of models based omprelry and unrevised data. They also note that

the more dangerous insurgence of spurious foregpabilities emerges in contexts where leading

3 Another strategy with FM would be the use of mgpecialised techniques are rooted in the FM apprcsee e.g. the
shifting operator (by which all indicators with reisg observations for the latest month are shiftettme so as to have
a balanced panel), and the expectation-maximizatigorithm of Stock and Watson (2002a). Additioreferences and

descriptions can be found in Bulligan et al. (2010)



and coincident indexes are used as indicators @dail., 2011, reassessed this finding). HoweYer, i
the aim of the pseudo real time exercise is to @mghe relative forecasting ability of alternative
approaches (rather than to measure absolute foregability), then their ranking should not be
greatly affected by neglecting data revisions,asm for both BM and FM contexts in Bernanke
and Boivin (2003), Golinelli and Parigi (2008), Siamacher and Breitung (2008), Bulligan et al.
(2010).

The choice of the level of aggregation, issiig, (is about inspecting whether it is better to
model aggregate or disaggregate information. Disggdion can be either about functional GDP
components, as in BM by sector (Hahn and Skude2®@8, and Burriel, 2012) and BM by
expenditure (Baffigi et al. 2004), or about modwgllisingle countries belonging to the euro area in
both BM and FM (see Marcellino et al., 2003). Whika aggregate variable is the target of the
forecast, one way of increasing the informationiséb disaggregate the target in its componenhts. |
this enlargement is relevant, we would expect apravement in forecasting ability from the
disaggregation. If disaggregate data are mode#lgdregate euro-wide forecasts may be obtained
by aggregating disaggregate FM and BM forecasteréffibre, as first argued in Baffigi et al.
(2004), and Hubrich (2005), and generalised in @leis1 and Hendry (2011), the choice of the
"optimal" aggregation level cannot be statadpriori, but depends on the properties of the
disaggregated specifications and might also vagyr tve forecast horizon. Results in Marcellino et
al. (2003), and Baffigi et al. (2004) suggest ttumecasts obtained by aggregating forecasts from
country-specific models are more accurate tharcésts from aggregate (area-wide) models, while
functional disaggregation seems to be less usefuhproving area wide GDP forecasts (the latter

point is also confirmed by the results in Hubri2B05 regarding HICP forecasfs).

* The heterogeneous statistical information avadlafdr the pre-euro periods, structural breaks iraawide
GDP/indicator relationships and short samples d@ilable data are the main candidates to explaity easults in
favour of the use of simple models by country. Heere the FM advantage of using disaggregate infaomarom

8



3. - Methodological issues: indicator selection, flusion index modelling and aggregation

In this Section we will deepen the three main methagical aspects emerging from the previous
survey: the selection of suitable indicators, thecpdures to emulate the modeller in pseudo real
time and the amount of information exploited by mlbdg the target at aggregate/disaggregate

level.

3.1. Indicators’ selection

Equation (1) is the ARDLp, g, ) representation of the dynamic relationships betwie logs of
the quarterly target variabley, (in our case the euro area GDP) avdjuarterly averages of

monthly indicatorsX;, (j =1, 2, ...N).
N
a(L)yY, =D B (L)X, +& (1)
j=0

where a (L) and B3,(L) denote lag polynomials of ordperand g, , respectively, anct, is the
random error shock, assumed to be iid. Given thdicatorsX; are published in advance of the

release ofy,, equation (1) can be used to predict the lat@nfmndicator data for the same quarter
(GDP nowcast).

The numbeN of indicatorsX;, entering the list of explanatory variables of emra(1) is
crucial for the choice of its empirical implemeiat (for a recent and extensive survey of variable

selection methods see Ng, 2013). In forecastingtiog the availability of a very large number of

timely monthly indicators (the Appendix lists thB®indicators used in this study) leads to a curse

of dimensionality which prevents the direct estioratof @ and B; parameters, unless just a few

(k) of these are pre-selected with experience anid bgr the researcher, as implied in the BM

large datasets could improve the performance ofeagge GDP models by exploiting factors that embaidgggregate

information (see Hendry and Hubrich, 2011).



approach. Although unavoidably arbitrary, this agtion of k << N indicators has proved to be
quite effective in forecasting euro area GDP inghert-run with BM, see e.g. Runstler and Sédillot
(2003), Baffigi et al. (2004), and Diron (2008).

An alternative approach, based on statistical ghoiees, and not oex anteselection, could
be that of Bayesian model averaging and selectiea Koop and Potter, 2004, for an application in
the field of macroeconomic forecasting with fadb@sed models). In this context, however, De Mol
et al. (2008) show that Bayesian shrinkage teclesgieliver predictions that are highly correlated
to principal component forecasts, FM. Thereforethis paper we will concentrate on BM and its
FM polar approach.

With FM, the (arbitrary) role of the researcher hwBM is displaced by the statistical
extraction of few (again, for simplicitk) factors from a large-panel df (standardized) indicators

(either stationary or transformed to achieve statiity), by assuming that the following factor

structure is admissiblex, = A} F°+e,, where F’ is akx1 vector of factors common to all

variables,)l?' is the vector of factor loadings for, , ande; is an idiosyncratic errot.

Although the FM approach does not require the eip8election ofk indicators, the
researcher has to address issues which give rige wide-ranging set of FM with potentially
different (implicit) indicator selection:i)(the estimation of factors with either static gmdmic
principal components (see respectively Stock andsiévia 2002a and 2002b, henceforth SW, and

Forni et al., 2005, FHLRY);i{ the forecast of the target variable, given thedaestimates, which

can be either parametric (associated with thecségproach of SW) or non-parametric (associated

® Luciani (2014) assess the forecasting ability @fdeis which also exploit the idiosyncratic dynamigesults show
that when forecasting aggregate variables (sudB2B), which respond primarily to pervasive (i.e.cnogconomic)

shocks, accounting for non-pervasive (i.e. idiosgtic) shocks is not useful. This fact supports dwice of focusing
on only pervasive shocks, i.e. cﬁgo only.

10



with the dynamic approach of FHLRY)ii | the determination df to estimate the unknown number
of factorsr adopting optimality criteria (see e.g. Bai and 12902), or the share of the variance
explained (in any case, all these approaches dstimwéthout reference to the target variatfle).

The issue of determinink is related to one of the biggest issues with #igd-panel FM
approach that was raised in Boivin and Ng (200&): EM problem of extracting factors "blindly",
i.e. without taking into consideration the propestof the variables to be forecast with those facto
In fact, asN increases, it can be that a number of indicatalisoe not very highly correlated with
the target variable and, after their inclusionha panel, the average common component to explain
the target will be smaller and/or the residual srosrrelation will be larger. As a result, the best
factors driving the variable to be forecast cardbminated by other less useful factors in oversized
panels. Therefore, the factor extraction from asstib of "targeted indicators" (withhn<N)
tailored to a specific variable can bring gainsterms of forecasting accuracy. In fact, the pre-
screening activity to retain the most valuable ¢athrs brings into the FM approach additional
information that enters all the modelling stages.

Pre-screening before factor extraction leads toiednapproach between BM and FM,
which we will refer to as pre-screened FM (PFM)nfroow on. As with the BM approach, PFM
pre-selects several indicators. As compared to Bkl selection process is less arbitrary, because it
can be based on, for e.g., statistical thresholdites, and less extreme, ks n< N . Like the FM
approach, PFM extractsfactors from a panel of indicators, but the pasfeiargeted indicators is
more likely to carry useful information with whic¢h forecast the target than in FM, where a large

panel of unbalanced sources of information is ugedwith BM and FM, recent literature has

® More details and discussion of these aspectsaBelligan et al. (2010), and D'Agostino and Giama¢2012). These
options, together with the choice of the balancsitategy discussed above (shifting, autoregresaivé other
specialised algorithms) brings to alternative FMvdiich much of the literature has supported thefulisess in

forecasting euro area GDP; see e.g. Marcellind. ¢2@03), Riinstler et al. (2009), Angelini et@011).

11



documented the advantage over simple benchmarksr@tasting euro area GDP with the PFM

approach (see Caggiano et al., 2011; Bulligan.ef@l 2). After selection (with BM) or extraction
(with FM and PFM) of a vector of predictofd, FM, PFM and BM can be all represented by the

same dynamic quarterly relationship (of ordeand g, ) between the dependent variapl@isually

in log-differences, to prevent non-stationaritylgesns) and the vector of predictor:

2y, :_qzj/_i R +iaidyt—i t& 2)

where /; and a; are parameters, arg] is the random error shock. Equation (2), belongmthe
framework of the diffusion index (or factor augmesiit models, explains short run fluctuations in

Yy, in part through its co-movements with, , in part through the idiosyncratic and unpreditgab
shocksé&, and in part through dynamic propagation (leadmgchanisms and inertia, represented

by lags of bothP, andy;, .

3.2. Modelling the modeller

Independently of the way the predictds are obtained, the use of model (2) must cope ai¢h t

problem of neutralizing the advantage of knowingvhthe data look ex-post (see Stark and
Croushore, 2002). The modelling approach in whiatew specification is chosen and estimated
before each forecast round is called adaptive,entieé non-adaptive alternative implies only the
estimation of the parameters without changing theagon specification. Swanson and White
(1997) have shown that adaptive models, estimatedt mlling windows, perform better than

fixed-specification models, since they may limitetkeffects of heterogeneity over time and
structural breaks. In addition, the dimension & wWindow must balance the trade-off between the

number of observations (the more they are, the nedfieient the inferences) and the risk of

12



parameter structural breaks (increasing with thmepda dimension), see Stock and Watson (1996)
and Giacomini and White (2006).

In this context, automated modelling and infereisca viable option, because it is based on
predetermined rules and guards against futurermdton creeping into the model specification and
the pseudo ex-ante forecasts. As in other analgseslating the real-time behaviour of the
researcher through the LSE general-to-specific hlindestrategy (see Banerjee et al., 2005,
Golinelli and Parigi, 2008, 2013; Barhoumi et aD11; Bulligan et al., 2012; Brunhes-Lesage and
Darné, 2012), in this paper we started from a gdndynamic equation (2), then reduced its
complexity by eliminating statistically insignifinaregressors and checked that the resulting model
satisfies a number of misspecification and paranmiestancy testsAlthough the reduced model
preserves the same features (in terms of informptd the initial unrestricted model, this way of
“modelling the modeller” is not without costs: thpplication of the automatic procedure neglects
the researcher’s skill and, for this, is bound twrsen the performance of the final model. In other
words, it has to be taken as a sort of “lower bdwidhe researcher’'s modelling ability, which is

one of the main ingredients of the “art” of foretag.

3.3. Aggregation vs disaggregation

Regarding the choice of the amount of informationbe exploited by modelling the target at
aggregate/disaggregate level, it is clear thatpmssible way of increasing the information sebis t
disaggregate the target in its components. If tisaggjregate information is relevant, we would
expect an improvement in forecasting ability over tise of aggregate information. Symmetrically,

aggregating the data amounts to throwing away mdébion but, if the amount of noise in the

" Namely, the Lagrange Multiplier test for seriarredation in the residuals up to 5 lags, normatitgts, tests for
guadratic heteroscedasticity between regressadsChow in-sample predictive failure test on 90%hef sample.

13



disaggregate data swamps any additional signahnpeter estimates are less reliable in the
disaggregate context, and incremental uncertagagd to less accurate forec&sts.

On the basis of the alternatives listed in Hendrg Bubrich (2011), the present paper will
consider three ways to tackle the aggregation issuerecasting euro area GDR) @ggregate
models using aggregate information for direct aggte GDP forecasts|l] component models
using disaggregate information for direct disaggtegforecasts (for e.g. consumption and
investment) and their aggregation in indirect GDdétefasts; I(I) aggregate models using
disaggregate information for direct aggregate Gedasts.

If the predictors are pre-selected (as in the Bidraach), equation (2) for euro area GDP
target represents casg:(some indicators (such as industrial productioah be seen as the
aggregate information that the researcher feeleeded to directly forecast GDP. On the other
hand, if, for e.g., two equations (2) are devote@xplaining consumption and investment targets
with pre-selected retail sales (for consumption)l drusiness confidence (for investment), the
resulting disaggregate BM forecasts - cdbe-(need an aggregator equation to estimate thghtvei
of consumption and investment and convert theiedasts into GDP forecastdn the euro area
literature, Runstler and Sédillot (2003) and Di(@008) report examples of cadg (.e. aggregate
"supply-side" BM for forecasting GDP though aggtegmdicators. Examples of cadeé) (are in
Baffigi et al. (2004), which document a disaggregatiemand-side” BM, and in Hahn and

Skudelny (2008) for a "sectoral/suppy-side" BM.

8 In the words of Grunfeld and Griliches (1960).4 the aggregate equation may explain the aggeetta better than
all micro equations combined if our micro equati@me not "perfect”. Since perfection is unlikelggeegation may
result in a “net gain» (p. 10).

° See e.g. Baffigi et al. (2004), and Golinelli @Patigi (2007). Regarding the performance of theaggfor function, it

is worth noting that the change in GDP measuretgstatistical agencies from fixed to chained basgdies that the

component weights (to be estimated) also depenglative prices of the demand components and #usgotentially

requires further extensions of the disaggregataindtion set.
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If the predictors are extracted from a large pasfeindicators (as in the FM approach),
equation (2) for the euro area GDP target might aks seen as an example of cd#g.(Factors
extracted through FM combine disaggregate inforomadibout the target components that are likely
to be included in the indicator data-set and btimg disaggregate information into the aggregate
equation (2) through predictors measured by sudiorfa (see Hendry and Hubrich (2011)). For this
reason, it is not useful to make disaggregate FMGADP components given that, as seen above,
factor extraction does not explicitly account floe tmodel's target variables.

Given that the PFM approach shares features framBb! and FM, it can represent all the
cases listed above. Different PFM interpretationserge depending on how many of the
indicators are excluded from the targeted subsatindicators in the pre-screening phase. When
is closer tdk than toN (i.e. many indicators are discarded) PFM can le@ ss an example of case
(), as the pre-screened selection of few indicaborsgs PFM features closer to supply-side BM,
while when the larger and closers toN, the more PFM can be seen as an example of kREsa$
its features are closer to those of FM. Finallynithe pre-screening phase different "disaggrégate
target indicators are pre-screened for each GDRpoaent, the resulting system of PFM equations

(2) (together with GDP aggregator equation) isxangle of casell).

4. - A model taxonomy based on indicator selection

Although equation (2) is not the only way to forgicavith FM (as this is the so called parametric
approach), its use in forecasting GDP allows f& ¢omparability of alternative forecasts, as the
modelled link between predictor and target is abvine same, independently of the different ways

the predictors (pre-selection or factors) are olet@i In order to further improve comparability ¢als
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with the existing results in literature), in thiager &) we will estimate factors (in both the FM and
PFM approaches) by following the SW method only @dve will use latest available data.

The former choice was made because we are noestéel in comparing the forecasting
ability of static (SW) and dynamic (FHLR) methodsdstimate factors, as this has already been
accomplished in D'Agostino and Giannone (2012) riatiter our aim is to explain how different
selection approaches (from BM to FM through PFMpamtt on forecasting performanteThe
second choice is because all the literature almyatésting with factors is based on the last vintag
of revised data. As D'Agostino and Giannone (2@&12) acknowledged, though we are aware that
by neglecting data revisions we run the risk ofreggémating the forecasting accuracy of each
method, this should have a limited effect on theeasment of the relative performance of BM and
FM. Given that data revision to indicators in thpp&ndix and to GDP can be seen as either
innovation shocks or location shifts to all modsdliapproaches, they are expected to affect both

absolute and relative forecast accuracy measurm@seny similar way (Hendry and Hubrich, 2011).

19 For this, we devote particular care to excludimgnposite leading and coincident indexes (CLI) froor large
indicator dataset (see the Appendix), as CLI afectdd by a spurious forecasting performance wtsngurevised
data. In fact, CLI revisions are not only due tatistical adjustments of their components as s@omare complete
historical data are available, but components diencadded and eliminategk postto improve their performance
retrospectively (Diebold and Rudebusch, 1991). ditloon, we account for the source of revision tedato the
indicators statistical treatment before their usge¢k for outliers, forecast to balance the pamedrterly aggregation,
and seasonal adjustment). This procedure, deschélkeav, exactly mimics that adopted in the genwneof-sample
forecasting practice.

1 D'Agostino and Giannone (2012) found that SW aHdl R methods perform similarly and produce highlyiicear
forecasts, corroborating our choice of focusingtlbm SW method alone as the "representative metbbdhe FM
extraction of factors in order to simplify resutporting, while, in the light of the results in Bmi and Ng (2005), the
SW method (i.e. our choice here) seems to perforstematically better when more complicated butistal error
structures are considered. In addition, Alvarealet(2012) have shown that the FHLR method to estnfactors
results in similar problems as SW when the numbérdicators in the data-set is large.
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4.1. AR, BM and FM specifications

In the light of equation (2), the univariate AR nebis the most natural benchmark model for our

study. AR forecasts are based on an assumptioerofiadicator usefulness because it does not use

them at all. The AR benchmark is nested in equat®runder the assumption thBt=0, [i or

equivalentlyk = 0. In this study, the AR lag length(measuring GDP growth inertia through

parameters) has been selected on the basis othtivea& criterion.
With reference to the three cases regarding theofisggregate/disaggregate information,
the benchmark AR can be interpreted as the simplesnple of casd)( a model which uses only

past aggregate GDP information to produce aggregbte forecasts. In this context, the inclusion

of ad hocpre-selected indicators in the benchmark AR leéadke classical BM, wher€, #0 for

predictors P, . In this paper, BM pre-selection involves the sauam area quantitative indicators

(k = 4) used in the BM of Rlnstler and Sédillot (200midustrial production, Production in
construction, the Retail sales indicator and Cajrsteations. In this way, we use a pre-selection
dated prior to the beginning of the out-of-sampletast exercise in 2008 (see next section).

The FM approach is at the other extreme of thecBeleprocess. Following SW, predictors
in equation (2) are obtained as the fkst 3 principal components extracted from a largeepaf
N = 259 indicators (described in the next sectiam iarthe Appendix; technical details are reported

in next section too)

4.2. The PFM setup

The PFM approach in this paper pre-screens ind&dto extract factors from a reduced dataset
which only includes specific (targeted) indicatore, selected in a way that they are the most
tailored to the target variable. PFM is between BMI FM as it is less arbitrary than BM in the

process of indicator selection and, contrary toRNeapproach, factors are — if they are targeted -

121n Section 7.2 we assess the robustness of thiésés alternative approaches to determine thetrauraf factorsk.
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likely to provide useful information with which forecast the variable of interest. Regarding PFM
use of aggregate/disaggregate information, thespreen for the best indicators to explain the targe
puts PFM between cask and caselll ), depending on the nature of the indicators s@een

We have implemented PFM using six data reductiothaus: one hard- and five soft-
thresholding rules. By applying the hard-threshaidirule, an indicator is selected if the
significance of its correlation coefficient withetltarget variable is below the 5% threshold, ittnma
drawback being the tendency to select indicataghlhicollinear with the target and disregard the
information content of the other indicators. Thdt-¢laresholding rules consist of criteria of
ordering and selecting indicators on the basis ofimmimization problem of the form:

min_ [® (RSS) + AW(B,,-..B;,--,B,)] ,where RSSis the Residual Sum of Squares of a
B

regression of the target variable on the retaimaticators,A (the Lagrange multiplier) is the
shrinkage parameter (the higher thehe higher is the penalty for having extra regoes in the
model), @ and ¥ are functions of RSS and the regression coeffisig®, j=1,...n). With soft-
thresholding rules, the cross-correlations amomnlicators are taken explicitly into account when
minimizing the loss function, with the disadvantabatn cannot be too large in relation to the
available time span. Depending on the functionahfof @ and ¥, specific soft-thresholding rules
are obtained. Here, we focus on five of them: Lemsjle regressiond drs); Least absolute
shrinkage selection operatoLagsq; Elastic net estimatorEfie); Forward stagewise linear
regressionsHstage; Ridge regressiorRidgg.*®

In order to implement an algorithm for the definiti of targeted indicators using the one
hard- and five soft-screening rules listed above have followed three steps.

Step 1We have partitioned the full sample bbservations into a first portioh used for

model training, and anothef<T;) left to run the pseudex anteforecast exercise. In order to pre-

13 An overview of these methods can be found in Bdildg (2008) and Ng (2013), among others.
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screen indicators also on the basis of the leachnggident properties of the target, the initial
dataset ofN indicators has been expanded to include theiruag® ordet; therefore, the full panel
of indicators is made up &fx(I+ 1) variables and; observations over the training-sample.

Step 2 For a given rolling window of siz&,, (Tw < T1), each of the 6 screening rules listed
above have been applied to the large initial datafddx(I+ 1) series to rank the targeted indicators.

Step 3 We have associated each of Mw(l+ 1) indicators and for each of the 6 screening
rules a binary variable which takes value 1 if indicator was ranked by that given method among
the top 10 variables and assigned it a O otherviisaddition, we have introduced & Ecreening
rule ("union of all soft rules") that gives valuddLthe indicators that are ranked in the top 1@ty
least one soft methad.

The algorithm is run over the fir$t 1T, +1 rolling windows. As a result, for each indicator
7 binary variables (one for each screening rules the "union of all soft rules”) of;[IT,+1
observations have been obtained. The sample meamsdizator and binary variable, over all
T,0Twt+1 runs, ranges between O (if the indicator waseneelected by the specific screening rule)
and 1 (if the indicator was always selected bygbecific screening rule) and can be interpreted as
the probability of each indicator of being selecté&this probability is conditional on a given
thresholding rule.

In order to assess the sensitiveness of GDP fdmegasbility to the decreasing size of
indicator data-sets, in this paper we have constaix quantiles of the empirical probability
distribution of being picked by a thresholding ru@@= [min, 1", 25", 53", 75", 90" percentiles,
where “min” means "indicator picked at least ongehat rule in thel;1T,+1 samples”. Indicators

belonging to the large panel also enter the tadgptmel (i.e. are selected by one rule) if their

14 As we have used only one hard-screening rule, ave introduced this "union of all soft rules" riflabelled in the
following as "soft") as a sort of average of theefsoft rules, in order to summarise the outconied! @lternative pre-
screening rules in two categories: hard and soft.
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probability of being picked, conditional on thatleuis being larger than a given quantile Q. A
sequence of six quantiles is set for each of tiverseules and, correspondingly, the number of
selected indicators by rule decreases as the neieguantile increases.

Overall, for each quantile, we can identify sevdfetent PFM whose factors are extracted
from the corresponding pre-screening thresholdulgsr hard, lars, lasso, enet, fstage, ridgad
soft. For example, if we set Q = 8@ercentile (the highest in the six listed abowed, select the
lowest set of indicatoraf out of N and the seven models that exploit with factorsdimetargeted
indicators will be respectively labeled: PFMhard9®FMIlars90, PFMlasso90, PFMenet90,
PFMfstage90, PFMridge90 and PFMsoft90. Given thagi&ntiles times 7 pre-screening rules leads
to 42 different PFM, in Section 5 we have summarig® outcomes by only reporting those of the
12 of them, i.e. PFMhaggd PFMsoff4, xx = min, 10, 25, 50, 75, 90) which respectivegnote hard
and soft (the union of all single soft rules) poeegned FM.

The list of all the models used in this paper fownasting euro area GDP is reported in
Table 1. Along the different rows, starting fromethenchmark AR, models are listed by the
growing number of indicators entering the forecasd by the decreasing degree of arbitrariness in

the selection process.

Table 1 here
5. - Data and experimental design of the forecastinexercise

5.1. The dataset

The forecasting exercise has been performed uslagga dataset of short-term indicators mainly

concerning the euro area and the US econBriifie complete set of indicators consists of 25&tim

15 The inclusion of US figures aims at capturing lthkages related to the transmission of internatidrusiness cycles,
see e.g. Bodo et al. (2000).
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series (a large part of which are at monthly irdaés) ranging from January 1990 to December
2012.
The indicators reported in the Appendix can becalled to the following four types of
information:*®
(1) qualitative indicators from business tendency syggvémanufacturing, construction,
services) and consumer surveys;
(2) quantitative indicators from the supply and demside;
(3) financial variables: interest rate and stock marikelices; nominal and effective real
exchange rates;
(4) price variables (consumer, energy and commodityep)i
The composition of the information set is reporit@d able 2 in which indicator counts are
allocated by type of information along the columasg by geographic area, publication frequency

and transformation along the rows.
Table 2 here

Qualitative indicators are about 60% of the totdbimation set. A large number of them
have been gathered from business and consumerysue far as the former are concerned our
dataset includes — as well as business confiddmates - the assessment on the current level of
order-books (both overall and export), productitime stock of finished products, prices and
employment. In addition, entrepreneurs’ expectation short-term trends in orders, production and
prices have been considered in the main sectorgcohomic activity. Furthermore, firms’

assessments of the main constraints on productitivitees are considered. As far as consumer

6 Most soft indicators, such as business and conssmeveys, are not subject to revision, while soofiethe
guantitative variables (such as industrial productindices) are revised after the first release. &bthese latter
indicators, and for GDP and its demand componevishave used the latest available (revised) sésiethe reasons
explained in Section 4.
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surveys are concerned (for both the euro arealentd§), the information set contains consumers’
evaluation on the current and future economic sdnaof the general economy, their assessment of
the financial situation of their own households tfbduring the past and the next 12 months),

present and future saving intentions and plannedabd®e goods purchases. Though the

unemployment rate (the main labor market indicatog quantitative indicator, there are a number
of qualitative indicators (on both employment andemployment, such as unemployment

expectations) that are drawn from the businesscandumer surveys which belong to the group of
gualitative indicators.

As for quantitative indicators, these are about 1dfhe total information. Supply side
guantitative indicators consist of industrial proton indices (IP, both general and by main sub-
sectors) and the unemployment rate. The retailssaldex and car registrations are relevant
demand-side quantitative indicators. Although thsyally account for low shares in large-panels,
guantitative indicators are BM favorite indicators.

Financial indicators make up about 24% of theltotbormation. The financial data set
includes several interest rates in the term strachoth for the euro area as a whole and its most
relevant economies (France, Germany, Italy, andn$pad a set of stock price indices for the main
sectors of economic activity. It also includes eoaminal exchange rates with the US dollar, the
UK Pound and the Japanese Yen. Public finances lbe#e accounted for through an indicator of
public debt for euro area countries. Finally, pricdicators are 5% of the total information. Here,
we have considered the headline inflation rate @k indices for the main energy goods (crude

oil, natural gas, gasoil) and commodities (suctviasat) which are traded internationally.

5.2. Managing the publication lag
In our forecasting exercise we have mirrored aiptedwhich updates quarterly forecasts for euro
area GDP in each of the 63 months (the forecastid®)uover the time span 2008q1-2013ql. The

real time dimension of the dataset is ensured ggrozing data in such a way as to exactly mimic

22



the time schedule of actual data releases andyhéne availability of monthly/quarterly indicators
along the same period (quarter). The ragged-edgeée islue to the asynchronous release of
indicators and GDP has been evaluated by assummaigach forecast round is carried out around
the middle of each month when industrial producfigares for the euro area are released.

According to the timeliness of the indicators, ft# monthly forecast rounds of each year
can be classified into three different vintages, aath forecast round is carried out using only one
vintage, that corresponds to indicator availahilitgble 3 details by vintage the share of indigator
which are missing for at least one month in thetgudo be predicted in each vintage.

Table 3 here

First vintage(v = 1). For the March, June, September and Decefobecast rounds, only

one month of quantitative indicators and 2-3 mormthgqualitative indicators are known for
the quarter to be forecast (specific publicatiagslare in Table A.1 of the Appendix). This
iIs the worst case information availability scenario fact, 51.7% of indicators are not

available for all the months of the quarter to bedicted (see Table 3).

Second vintagdv = 2). For the January, April, July and Octoberet@st rounds, two
months of quantitative indicators and three mowthsoft ones are known for the quarter to
be forecast. This is an intermediate case of inébion availability, as 12.7% of indicators

are not available for all the months of the quatddse predicted (see Table 3).

Third vintage(v = 3). For the February, May, August and November forecastds, all the
indicators, both qualitative and quantitative, available for all the months of the quarter to
be forecast. This is the best case informationlavidity scenario, often referred to as

nowcast. In Table 3 it emerges that less than 1¥di¢ators are not available.

The growing information content of the three vigagwhenv goes from 1 to 3, the share of

the unavailable series drops from 50% to about)zaerone of the criteria in the assessment of the
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role of the indicators in improving the GDP foreoag performance of models over the benchmark
AR.Y

The jagged-edge nature of the panel of indicateguires predictions of one/two missing
monthly indicators in order to fill the quarter be forecast® In the light of Table 3, financial
variables are released daily and are always avaifp all the quarters to be forecast (i.e. they
never need to be predicted).

Auxiliary AR models are used to project missing icadors by following a four-step
procedure: data transformation, univariate aut@ggjve (AR) modelling, monthly extrapolation,
guarterly averages and seasonal adjustment.

Step 1.The indicators are subject to transformations{sag logs and first-differences) to
remove possible non-stationarity. Unit root testgehconfirmed the appropriateness of the choices
listed in Table 2. Then, outliers (defined as thpsets which are more/less than three standard
deviations away from the mean of the series) grkaced by their sample average plus (minus) two
standard errors of the remaining observations.

Step 2All series fromStep lare modelled as parsimonious AR where the numidags is
chosen according to the Schwarz information coterWe use adaptive models of rolling windows
of 132 months (i.e. 11 years as in all the rollwmdows of this paper, irrespective of data
periodicity).

Step 3.The AR models estimated iBtep 2are used to extrapolate the indicators over
horizons that depend on both publication lags #edspecific forecast round. As the objective of
the paper is to perform one-step ahead GDP forgcth& AR models are used to compute out-of-

sample forecast usually at 1- and/or 2-steps alfemdn example, business and consumer surveys

' The sensitiveness of the results to alteratiorisdiator selection and pre-screening is the ooiner.
18 Although we refer to missing data extrapolationifaall indicators were at monthly intervals, thense steps are
followed to predict quarterly indicators, when thag missing for the quarter to be forecast.
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are never predicted through univariate models thaakheir prompt availability at the end of the
reference month. By contrast, quantitative inditmatare usually forecast using AR models to
complete the monthly information for the quarterrgérest.

Step 4 The balanced dataset of raw data is convertedgaiarterly frequency by averaging
monthly indicators. Time series are then seasoradjysted using the X12 seasonal adjustment
procedure.

This large dataset of quarterly data spans theogetD90q1-2013g1l and consists of 148
monthly rounds. As they are rolling over 11 yeae;h round spans 44 quarters and the first sample
goes from 1990q1 to 2000g4 and the last from 2068@913q1"°

We have split the 148 monthly rounds into two patfis first 85 rounds (about 60% of our
set of vintages) have been devoted to model trgiftire last training round #8%jo0es from 1997¢q1
to 2007g4) and the remaining 63 rounds focus omatisessment of pseudo real time forecasting
ability over the horizon 2008q1-2013q1.

In order to train hard- and soft-thresholding rutespick the targeted indicators for the
alternative PFM listed in Table 1, the algorithnscl&éed in Section 4 runs on the first 85 rolling
windows. As a result, we have obtained estimatat@fempirical probability distribution of each
indicator to be picked conditional on a given thiading rule (overall, we used seven rules). The
guantiles of these distributions have been usegrésscreen the targeted indicators and their
number, i.e. by excluding many of them (if we pioklicators with a probability above the ™0
percentile), or by excluding a few of them (if wiekpindicators selected at least once in the tngni

sample).

9 The total number of spans is obtained by accogrftn the 3 different monthly vintages available é&ach quarter.
Specifically, we have considered a full set of ¢huentages for each quarter of the 49 time spdres fiirmer is from

1990q1 to 2000g4, the latter from 2002q1 to 2012y43 plus one additional vintage for the perio®@2qR-2013q1.
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The resulting panels of indicators, selected bgra#itive rules and quantiles, are the inputs
of the SW method (to obtain thkefactors/predictors in equation (2)) and denoteRE# listed in
Table 1. Specifically, the predictors for both FMdaPFM are the first three factors extracted by
applying the SW principal components method gnd 1 (lags are used up to the first order). The
restricted (targeted) datasets which emerge framtréiining phase are held fixed over the whole
forecasting exercise. In the same way, if we ektfactors from the large panel of indicators
available at the end of Step 4 above, i.e. befbee gre-screening procedure, we obtain the

predictors for the (untargeted) FM listed in thst lw of Table 12°

6. - Empirical results

The forecasting exercise consists in 63 one-stgadiiorecasts of euro area GDP over the time
span 2008g1-2013cft.To account for the different availability of indiors, three predictions for
each quarter (indicated by vintage= 1, 2, 3) have been performed. The evaluationhef t
forecasting ability refers to the models listed'able 1 and discussed in Section 4, i.e. BM, FM and
PFM. As anticipated in Section 4, for each of thguéntile thresholds, we report the outcomes only
for the following two PFM: the hard thresholdindayPFMhard) and the union of all the 5 soft

thresholding rules (PF&bfY).

% Given a sample dfl = 259 indicators, we expanded it in order to aotdor the leading properties of indicators up to
the fourth order. This choice delivers a panel &5 = 1295 variables which both enter the factoraotion in FM
and the pre-screening procedure in PFM.

2Lt could be argued that the great recession o9a0ours more those models which exploit indictowmpared to
the AR benchmark as during deep recession episothsators embody such news in the nowcast. Thezefo
forecasting ability over the AR benchmark may beerstated. However, our aim was to rank the foraugst
performance of BM, PFM and FM, i.e. of models tagploit (albeit to a different extent) indicatofanmation.
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6.1. A look at the selection procedure: the rolestirinkage

As a preliminary step we can investigate the outedrom the two thresholding rules. Table 4
presents the ten most selected indicators by hard-soft-thresholding rule (along the columns),
independently of the six quantile thresholds, Q.

Table 4 here

Four basic remarks ensué&) PFMsofttend to select contemporaneous variables, wihiést t
column for PFMhard includes lagged variables up to the fourth ord®);the selected targeted
predictors are broadly the same for each vintag@etraining period when selected according to
the PFMsoft method: variables are included in the vast majauit the vintages of the training
period, ranging from 52.9% (corresponding to 45 otit85 cases) for the lagged value of
consumers’ intention of major purchases within nExtmonths, to 100% (corresponding to 85 out
of 85 possible cases) for production level in a@bods and production in manufacturing of basic
metals; 8) opposedly, the PFNard approach is not able to find similarly stable gatt of
indicators' selection, and the range between th& amad the less selected top regressors is between
15.3% and 41.2% (corresponding respectively to yctodn level in buildings, and to retail
business situation); (4) among the set of the mel&cted predictors, there are both euro area and
US-related variables, giving support to our cha@tecluding them in the information set.

A picture of indicators’ counts coming from the chand soft selection procedures by
guantile threshold is in Table 5, where columns distail the number of indicators by type.

Table 5 here

As expected, the selection related to the BdMFapproach tends to include a very small
number of regressors when compared to the RviFapproach because - when screening each
indicator - the selection process in the Ridfed setup disregards the information content of the
other indicators. The selected predictors by typens that both methods favour the inclusion of

gualitative data in the set of regressors. In ganeat the highest level of shrinking (that is lag t
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90% threshold), qualitative and quantitative inthca are preferred to financial and nominal ones,

and price indicators are never selected by thetlssholding rules.

6.2. Forecasts from baseline specifications

Forecast ability has been measured in terms ofdbe mean squared forecast errors (RMEE).
Forecasting performance has been evaluated onasis df each model's RMSE relative to that of
the AR benchmark. The results have been presentédble 6 and plotted in Figure 1. The latter
depicts the three columns of Table 6 with a sequearidhree bars of different colours (grey for
v=1, white forv=2, and black fon=3, the nowcast) for each model progressively caledg the

horizontal axis.
Table 6 and Figure 1 here

The forecasting models are listed in the fiGdde and secondodel) columns of Table 6.
RMSE by vintagev of each model relative to the benchmark are infotlewing three columns,
together with the significance at 5 and 10% of Ehebold and Mariano (1995) test as adapted to
small samples by Harvey et al. (1997).

The main results can be discussed as follows.

The forecast accuracy of each model significantiyproves over the AR benchmark as
indicator information increases, i.e. from theftfirs the third vintage. This result, not new in the
literature, stresses the usefulness of accumulatotigator information through monthly updates of
the data within the quarter to be forecast. Howethgs improvement fronv=1 to v=3 does not

show the same pattern for all the models.

22 \We have also computed other measures of foregaatinuracy, i.e. mean errors (ME) and mean abselutes
(MAE) that qualitatively give us the same outcorasshose with RMSE (these unreported results améaée upon
request).
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For example, whew=1, i.e. in the less favourable situation (becaabeut half of the
indicators are missing for the quarter to be fosecsee Table 3), the improvement of our models, in
terms of relative RMSE over the AR benchmark (WhR84SE levels are in the first line of Table
6) is around 20-30%. BM performance is a remarkaklseption: its improvement (about 10-15%
over the AR RMSE) is below that of many PFM. Thasult, quite commonly found in the literature
with different samples and specifications (seegefgr Golinelli and Parigi, 2007 and Bulligan et al
2012) can be explained by considering that BM idelpre-selected (hard) indicators which, when
v=1, are not yet available for the largest portiérin@ quarter to be forecast. As soon as monthly
guantitative information is released (i.e. whemr2 and v=3) BM performance improves
considerably and its RMSE ratio over the AR benatmaaops from 0.87 (for v=1) to 0.45 (for the
nowcasty=3).

On the other hand, considering the nowcast, the R&io of BM (in terms of the AR
benchmark) is better than FM (0.45 against 0.6%)t@ contrary, the latter outperforms BM when
v=1. This outcome can be explained by the fact EMtinclude both qualitative and financial
indicators whose availability ik=1 is much larger than that of quantitative onegif® see Table
3).

These outcomes are shown in the two extremes oirdit): on the left (for BM coded #1),
we have three bars that drop like a stone passimg firey ¢=1) to black ¢=3); on the right (for
FM coded #26) we have three bars that do not img@s markedly as BM over vintages. But,
considering the first vintage, FM relative forecastor is significantly lower compared to that of
BM (bars in grey fon=1).

Moving from far left to right along the sequencebairs depicted in Figure 1 we have an
increase in the number of PFM-exploited indicateses Table 5 and the last column in Table 6. If
the bars show monotonically increasing or decrggagatterns, useful insights for forecast practice

can be learned.
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A glance at Figure 1 shows two main patterns in EM&tios in terms of the AR
benchmark. Firstly, the relative RMSE increasestles number of targeted indicators rises.
Secondly, within each block, RMSE ratios seem lateeto quantile settings. Both patterns can be
explained by the number of indicators enteringftodor extraction and suggest that wider indicator
information, if not properly selected, delivers maise than signal to nowcast GDP. RMSE ratios
for the PFM, computed for quantiles below thd' 2@rcentile, turn out to be systematically above
0.4. PFM based on soft rules systematically ougperithe PFNbard rule within all blocks. As far
as the amount of exploited information is concernlee hard thresholding rule retains much more -
and less useful — information than the soft ones.

A main “message” coming from our results can bed aemmarised with thenaxim "less
modelling and more shrinking" which constitutesaatvance on the findings based on the hybrid
combination "factor plus shrinkage" (see e.g. Kind &wanson, 2013). In fact, higher-quantiles
PFM (using fewer indicators) reduce the degreaeddom for the researcher and the unavoidable
arbitrariness of subjective choices. In other ter@as interesting feature of employing soft-
thresholding rules is that they combine both vdea®lection and parameter estimation and, in so
doing, they relate to the variable to be predicEukerefore, if this target-driven selection aims to
retain very few variables (as in our™®quantile case) the outcome of our hybrid appraaehsort
of quasi-orthogonalized version of Bayesian regoess$® It coincides with BM in purpose, but
exploits shrinkage techniques to reduce over-gtpnoblems in model specification (rather than the

practitioner's art of forecasting necessarily c@ised by working experience).

% Note also that ortogonal regressors improve thityabf our automatic general-to-specific modetjiprocedure of
discovering the better diffusion index model speation.
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6.3. Forecast averaging and combination

The large set of nowcasts obtained from pre-scae@fé with 5 soft-threshold rules (not reported
but available upon request) suggests to computeagee and combinations of them in order to
check whether is possible to further reduce thedast error of the single soft-rules.

In this respect, Hendry and Clements (2002) haeeva that the average of different model
predictions is often associated with better forBogsperformance than the single predictions
mainly because averaging amends the effects of domes of model misspecification. Their
results are confirmed by Stock and Watson (20049 also tried more complex techniques of
forecast combination but without any significantpmovement. Therefore, in Table 7 we have
considered the simple average of the five forec&fdavg., obtained from PFM based on the
soft pre-screening rules (i.e. PRk, PFMassqyx, PFMeneky, PFMstagex and PFMidgex
models).

With the aim of challenging - at least post- the average-view stated above, we have also
applied the procedure proposed by Costantini angp&tardo (2010) and Kisinbay (2010) which
selects a subset of available forecasts for cortibmay exploiting the complementarity between
RMSE and the encompassing test of Harvey, LeyboanteNewbold (1998) (hereafter HLNY.
More in details, it provides a hierarchically oreerefficient selection of non-nested PFM forecasts.
After this stage, several combination methods mightapplied to get a hierarchical forecast
combination (HFC}® The algorithm selects a given model with a grefitercasting accuracyis-

a-visthe rival models only if the former presents aatge information content. Using out-of-sample

24 Given the available span of data, we cannot affos#:cond training sample to rar antethe hierarchical forecast
combination procedure (i.e. besides the first oeeded to estimate the quantiles of the empiricabability
distribution in the PFM approach) to run fully erta in the last part of the sample the procedurassess the
forecasting ability. Therefore, we must be awaeg, thelow, the ability of the combination method t& overstated.

% |n this paper, combination is obtained as the Eraperage of the selected models, as it has bemmnsto perform
better than a set of several alternative approa@@estantini and Pappalardo, 2010).
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forecasts as inputs, the algorithm cross compdrésrecasting models using the HLN test so as to
eliminate the encompassed models and then aver#ggngemaining forecasts. The main steps of
the hierarchical procedure can be summarised ksvsl

) the RMSE of the out-of-sample forecast for each eh@ie computed by using out-of-
sample forecasts and realized values;

) the models are ranked according to their past pedoce based on RMSE so that the best
forecasting model is identified as the one withltweest RMSE;

[lI) the HLN statistic is employed so as to sequentiay whether the best forecasting model
encompasses other remaining models: If the besteimexdcompasses the alternative
model at some significance leve| the alternative model is deleted from thefst;

V) Steplll) is then repeated using the second best modein@haiscarded the encompassed
models according to the previous step) so as tadecthose which are not encompassed
by the first best model;

V) The procedure continues with the following best eleduntil no encompassed model
remains on the list.

VI) The hierarchical forecast combination (HFC) is blags a simple average of the
previously selected models.

The result of thi®x posttombination of soft rules is labeled PEbdML .
RMSE ratios reported in Table 7 depict a clear iragkthe performance of the PRIt
model is always improved by the two combinationhmoés (i.e. PFNMvgand PFMomb, and this

outcome is related with the higher number of iniceexploited by the PF8bftapproach.

Table 7 here

% In our context we set at the 10 per cent significance level.
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As a result, moving from Q = "min" to Q = B0eads to monotonic improvements of the
RMSE ratios over the AR benchmark of both the coratiton methods. This fact further supports
the notion of using statistical procedures to appately pre-select the indicators rather than
leaving the process to researcher judgment andfbelihe best two cases of forecast combination
(PFMavg and PFMombat Q = 98) outperform not only the AR benchmark, but alsme more
interestingly - both the FM without pre-selectiondathe Rulnstler and Sédillot (2003) BM,
especially fov=1. Overall, our results indicate that the fore@@shbination can help in preventing
bias in the simplest models. Although alternatiegyvstringent soft rules lead to simple models
that, as such, are prone to misspecification, Bsecombination can mitigate bias emerging from
the potential misspecification of individual modgknerating individual forecasts.

Comparing the best scorers combination methodshigr@rchical procedure (PFMmb
very often shows lower RMSE ratios than the unweidlaverage of individual forecasts (P&W)
but this evidence - against the view expressedgntendry and Clements (2002) and Stock and
Watson (2004) - is weakened by the not comparghlitthe two roads to combine forecasts, as

only PFMavgis fully ex ante

7. - Extensions to the baseline results

In this Section, we will assess the robustnesauofain findings to alterations coming from three
sources. Firstly, disaggregate modelling of GDP a®incomponents (i.e. demand-side GDP
forecasts); secondly, changes in some settingsjrlementing the baseline FM approach; thirdly,
further indicator pre-selection techniques. In tl@spect, note that disaggregation affects all the
models listed in Table 1, while alternative setsirglating to both the number of factors in the

diffusion index model and the dimension of the pahéndicators affect only the FM approach.

2" The range of cases in which forecast averagingcantbination proved to be useful can be extendedatiyng with
Timmermann (2006) that, besides general misspatidic, the presence of structural breaks in indisldmodel

parameters can also lead to biased individual &mtsc
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7.1. GDP forecasting from the demand side

In the context of alternative uses of aggregatafffjsegate information, the euro area GDP forecast
from the demand side corresponds to cdsg igtroduced in Section 3.3: the modelling of
disaggregate information (i.e. the demand itemsjotecast aggregate GDP by aggregating the
corresponding disaggregate forecasts. In implemegrdase I(), we have explicitly modelled five
GDP components: private consumption, governmenemdifure, investments (including changes
in inventories), imports and exports. Each of théss been first modelled and forecast by
following the same steps as those used for thedsteof aggregate (supply-side) GDP. Then, the
five forecasts have been aggregated into GDP Imgusi aggregator equation (see, for e.g., Baffigi
et al., 2004y®

The list of the models used to forecast GDP frommdemand side has been described in the

first two columns of Table 8 (on the subject of es@nd labels see Table?1).
Table 8 here

The nine-columns of results in Table 8 are grouipéal three blocks of vintagesy € 1, 2
and 3), depending on data availability. For eacltage, the first two columns report the RMSE
ratios of each model to the corresponding benchmémk first column reports the ratios for the

baseline forecasting scenatfathe second reports the ratios for the demandfeigeasts. Finally,

2 For each forecast round, we first estimatediiiesiidentity relating GDP growth rates to the growdles of the five
demand components listed above, then parametenage were used to aggregate individual forecastget the
demand-side GDP forecast. Growth rates were prdydist differences in log-levels.

% In order to avoid the risk of over-reporting obseg the relevant evidence, in Table 8 we havereported the
performance of both averages and combinationseo$dffi thresholding rules. Consequently, we havetarsised a few
basic cases and left all the other results to ée swhich are in line with those reported herd awailable upon
request.

30 Although the supply-side (baseline) results ard@ahle 4, they are also reported in Table 5 in otdeease the
comparison of supply- and demand-side forecastiilgya
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the third column reports the relative RMSE of temand side approach compared to the supply
side one for each vintage and model within eaah ter

If we consider the building of the demand-side benark model, each demand component
has first been AR modelled and, then forecasts baee used to predict GDP forecasts through the
aggregator equation, see e.g. Golinelli and P48QL3). Both benchmark models do not exploit
any indicator information.

In the context of demand-side modelling, FM extrtet same factors for all the GDP
components: the right-hand side specification atheaf the five diffusion index models (the
general unrestricted model, see equation 2) inclilde samé® regressors. In other words, as they
differ each other only in thiargetvariable (i.e. the five demand components), FMdisaggregate
information only at the stage of equation (2) paetmestimation.

By contrast, the PFM approach treats the availaif@mation in a completely different
way than the FM one. Pre-screening activities applthe same large panel of indicators, but the
thresholding rules target different indicator subsehich are specific for each demand component.

Finally, the demand-side BM preselect specific gathhrs by component on the basis of the

choices in Baffigi et al. (2004}.

3L In the specification of the BM models for privatensumption (C), government consumption (G), investts (1),
imports (M) and exports (X) we consider currentueal of the regressors and their first lag. Thefalhg variables are
used: consumer confidence, total retail turnovepeetations on unemployment (C); economic situatinrthe overall
economy, expectations on public deficit, expectetion short-term interest rates and on the traiaba over the next
6 months (G); level of total order book, expecteddpction levels, building activity with respect the previous
month; industrial production excluding building$; (tock of finished manufactured goods, euro/U$ad@xchange
rate, industrial production excluding buildingspegtations on import volumes over the next six meriM); level of
foreign order book, industrial production excludimgjldings, expectations on export volumes ovemtiet six months,

US expectations on import volumes over the nextrgixths (X).

35



Overall, the main results relating to the forecasgtability of euro area GDP from the
demand side can be summarised in the following fiodings. Firstly, models using indicators tend
to improve over the benchmark as soon as montldicator information is released. Secondly,
PFM with soft thresholding rules generally showté&eperformance than hard ones. Thirdly, PFM
with soft thresholding rules show improving perfamee as the number of exploited indicators
decreases. Fourthly, the demand-side approach siwalerperforms the supply-side approach.

The first three outcomes are in line with the fimg of the baseline (i.e. supply-side) case
discussed above and denote the robustness of tioa 106 using few indicators pre-screened by the
soft thresolding rules.

The fourth outcome confirms the findings in Baffigi al. (2004), Hubrich (2005), and
Barhoumi et al. (2011) in our more extended modgltontext. Functional disaggregation does not
improve the forecasting ability over the aggreggiproach. In fact, the third columns of each tern
in Table 8 (labelled as "S/D") report ratios lowkan one, suggesting that it is better to forecast
GDP with aggregate rather than disaggregated agipesa Although the number of indicators
shrank with both BM and soft rules PFM with Q ="9¢he worsening in their forecasting ability is
due to the relative large number of predictors. Atgmand component is bound to select its
specific indicators and, on average, the noisendhiced by them prevails over the signal. The
RMSE increase, often more than 30-40% of the supiply method, is common to all demand-side
modelling approaches and reaches its "best cask"aljout a 20% RMSFE increase) in

correspondence with the benchmark and FM models.

7.2. Alternative FM settings

The robustness of our results to alterations inwhg the FM approach is implemented in the
baseline forecast has been assessed along theet@atis in order to disentangle the effects on FM

forecasting ability of:
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> changing the numbeir)(of lags in expanding the panel of indicators fravhich
principal components are extracted (in the basélné);

> partitioning inb blocs (namely, qualitative indicators, quantitatimdicators, financial
variables and prices) the input panel of indicatamsl extractingk "representative”
indicators by bloc (in the baselinel, as the input panel is considered as a single
block);*?

> using an alternative numbd) (of principal components which are the predictdrthe

diffusion index model translating indicator inforimam in terms of GDP (in the

baselinek = 3).

The results in terms of RMSE of alternative FM enhjang the alterations listed above have
been reported in the rows of Table 9, while thelltesn the columns have been ordered by vintage
(,e.v=1, 2 and 3). More specifically, the differentdets have been labelled as FMy ,K in the
rows wherd is the number of lags in expanding the panel dicators prior to principal component
extraction;b is the number of blocks in which the input parsestructured and is the number of
principal components extracted with SW. Finallye tbw in bold shows the RMSFE of the baseline

FM (4, 1, 3).
Table 9 here

The minimum points by vintage have been achievedhbygels with five factors extracted
from the un-extended input panel: FM(1, 1, 5)¥or 1, and F(0, 1, 5) for = 2 and 3. This is not
surprising, considering that FM with 5 principalnggonents (as suggested by Bai and Ng, 2002),
extracted from an input panel of 259 simultanecudicators is the model suggested by the

literature implementing SW forecasting approachthe present context. However, it should be

32 Note that block-partitioning is an alternative walyinjecting external information into the datasestead of pre-
selecting with BM or pre-screening with PFM as viet id the baseline forecast, see Moench et al.{p@dd Alvarez
et al. (2012).
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noted that, even adopting these improved outcoméiseaFM of our baseline forecast, the findings
emerged in the previous section are qualitativieédydame. In other words, the FM baseline features
resist to alterations in their basic settings.

Finally, the last two rows of Table 9 RMSE worsgnrbore than 15-20% as compared to
the RMSE levels scored by the baseline FM. At leasthe present context, the extraction of
representative factors from an input panel str@ctun blocks of indicators is not as effective as

pre-selection applied to BM or pre-screening to FRNMnproving GDP forecasting ability.

8. - Conclusions

The focus of the paper is to compare the performari@alternative methods to nowcast euro area
GDP on the basis of several ways to select/expiditators’ information. Building on the literature
on regularization and dimension reduction methads, approach consists in bridging quarterly
national accounts data using factors extracted faopne-screened panel of monthly and quarterly
series. We find that targeting predictors is amraiVe way to improve forecast performance, thus
confirming the results of Bai and Ng (2008), Budliget al. (2012) and Kim and Swanson (2013).
Indicators’ selection is the core contribution diist paper. Pre-screening before factor
extraction leads to a mixed approach between bmagédels (BM) and factor models (FM), which
we will refer to as pre-screened factor models (PRMe argue that the factor extraction from a
subset of targeted indicators to a specific vaeial@tains the most valuable piece of informatmn t
be passed into the FM approach and can delivetaniiz gains in terms of forecasting accuracy.
Forecasting ability is assessed according two repatific features: the pseudo real-time
nature of the information set, and the empiricabbability of each indicator to be picked
conditional to a screening rule (one hard and 5 siés). For each rule, a threshold Q is defined
and is based on the quantiles of the empirical adity distributions: Q = [min, 18, 25", 50",

75" 9d".
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The main results can be summarized as folld&st, forecast accuracy of each model (BM,
FM, PFM) significantly improves as indicator infoation increases. Overall, when quantitative
information (such as the manufacturing productimatekes) is lacking, modeller preferences do not
pay. On the contrary, in the nowcast, the availgjpientitative information works better than other
gualitative information sources (such as surveycators data), which are more up-to-date but also
much noisier. Therefore, when virtually all the icators are available for all the months of the
guarter to be forecast, the contribution of qualimindicators becomes considerably less useful.
Secondby exploiting the moments of the empirical disttion of selected indicators, forecasting
ability monotonically increases with the progressieduction in the number of indicators from the
large-panel pool. As a result, wider informatidnnot properly selected, might deliver more noise
than signal to nowcast GDFhird, PFM based on soft rules (PBbff systematically outperform
the PFM based on hard-thresholding rule (PBkd) within all blocks, as the latter retains much
more, and less useful, information than the sofesoffourth, PFMsoft at the 98 quantile
(PFMsofty) is the best selected model over all vintageserts to retain very few variables and
coincides with BM in purpose, but PRy, significantly outperform BM nowcasts since it also
exploits shrinkage techniques, which allow to adddlly reducing over-fitting problems in model
specification.

In addition to the above findings, the paper presicevidences that euro area GDP
forecasting ability may be further improved by appd forecasts’ combination techniques. In
particular, two techniques are adopted in the paperun-weighted average of single soft forecast
and a hierarchical procedure (Costantini and Papga 2010; Kisinbay, 2010) that aims to pre-
select models before forecasts' combination by wdary for both RMSE and encompassing
properties. We document that moving from Q = "mmQ = 9¢" leads to monotonic improvements
of both combination methods; moreover, the hieiaethmethod at Q = 90 provides the best

forecast, as it can mitigate the bias emerging frili@ potential misspecification of models
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generating individual forecasts. Finally, tee postdominance of hierarchical procedure compared
to the unweighted average combination vanishelBathtesholding rule becomes less stringent: the
larger the bulk of information, the less effective combination approach is in lowering RMSE
ratios compared to the unweighted average approach.

Several sensitivity analyses are performed. Firsthe robustness of the supply-side
predictions of euro area GDP is assessed with cedpethe forecasting from the demand side,
which is obtained by combining forecast of GDP exjire components (Huang and Lee, 2010;
and Hendry and Hubrich, 2011). According to ouultss the demand-side approach systematically
underperforms the supply-side one. We conclude ftivadtional disaggregation does not improve
the forecasting ability over the aggregate approgse Baffigi et al.,, 2004; Hubrich, 2005;
Barhoumi et al., 2011). Secondly, this exercisefioms the findings of the baseline (i.e. supply-
side) GDP forecast: PFddftperform better than its hard counterparts, withdong forecast errors
as the number of exploited indicators decreasegdIyh baseline results are also robust to a
number of alternative specifications of the FM mloaih respect td) changes in the lags of the
panel of indicatorsl€4 in the baseline)ii) the partition of the panel of indicators in bleck
(qualitative, quantitative indicators, financialdaprice indicators) and extractikgactors by block
(rather than a set d factors from the whole panel)j) the number of principal components
exploited as predictors of the diffusion index miqdte= 3 in the baseline).

Overall, the PFM approach to nowcast the euro &BR looks promising. It allows for a
more effective use of the available short-run statl information, thus increasing the reliabildtfy
the forecasting exercises through a significanuecédn of the prediction error with respect to the
one obtained from more traditional tools (suclad$iocBM and standard FM). We argue that the
PFM empirical methodology should be applied to ¢ast other short-run indicators which can be

relevant for decision making and public policy. hvould primarily benefit policymakers and
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market participants who base their choices on #ily @nderstanding of the state of the economic

activity.
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Tables and figures

Tab. 1 - Summary of our forecasting model8

Code®

O©CoO~NO O WN

10
11
12
13
14

15
16
17

18
19
20
21

22
23
24
25

26

Label

AR

BM

PFMhard90
PFMsofto0
PFMavgR0
PFMcomi®0

PFMhard75
PFMsoftr5
PFMavgr5
PFMcomt¥5

PFMhards0
PFMsoft60
PFMavgh0
PFMcomibO
PFMhard25

PFMsof25
PFMavge5
PFMcomi25

PFMhard10
PFMsoftlO
PFMavglO
PFMcomiLO

PFMhardmin
PFMsofimin
PFMavgnmin

PFMcombmin

FM

Descriptiort

Benchmark Model
AR model, lags selected with Schwarz criterion

Bridge Model
few pre-selected (fixed) indicators

Pre-screened Factor Models, usifig:

hard-thresh. rule, probability to be picked ¥ 96t.
union of 5 soft-thresh. rules, probability togieked > 98 pct.
average of 5 soft-thresh. rules, probabilitpegicked > 99 pct.

optimal combination of 5 soft-thresh. rules,batbility to be picked > 90pct.

hard-thresh. rule, probability to be picked ¥ p6t.
union of 5 soft-thresh. rules, probability topieked > 74 pct.
average of 5 soft-thresh. rules, probabilithegicked > 78 pct.

optimal combination of 5 soft-thresh. rules ability to be picked > 75pct.

hard-thresh. rule, probability to be picked ¥ p6t.
union of 5 soft-thresh. rules, probability togieked > 58 pct.
average of 5 soft-thresh. rules, probabilithéqicked > 56 pct.

optimal combination of 5 soft-thresh. rules kability to be picked > 50pct.

hard-thresh. rule, probability to be picked ¥ p6t.

union of 5 soft-thresh. rules, probability togieked > 24 pct.
average of 5 soft-thresh. rules, probabilitpegicked > 28 pct.

optimal combination of 5 soft-thresh. rules,batbility to be picked > Z5pct.

hard-thresh. rule, probability to be picked ¥ p6t.
union of 5 soft-thresh. rules, probability topieked > 18 pct.
average of 5 soft-thresh. rules, probabilitpegicked > 19 pct.

optimal combination of 5 soft-thresh. rules ability to be picked > 10pct.

hard-thresh. rule, picked at least once

union of 5 soft-thresh. rules, picked at leaste

average of 5 soft-thresh. rules, picked attlease

optimal combination of 5 soft-thresh. rules, piclegdeast once

Factor Model
All indicators, static components, see Stééktson method

(®) From high to low, models are listed by growingnher of indicators and falling degree of arbitrags. Models
in the lower part of the table are bound to useenttisaggregate information.

(°) With codethe alternative models are numbered progressively.
() For a detailed description see Section 4.

(%) Over repeated samples, hard- and soft-threshwidites estimate the probability of each indicatbe picked
conditional on a rule. The PFM pre-screening of¢éed indicators selects those indicators withadalility larger
than alternative percentiles of that distributitive larger the percentile is, the lower the nundfgricked indicators.
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Tab. 2 - The composition of the panel of indicator

Soft Hard Financial Prices Total % shares

Reference area

- Euro area 91 29
- USA 65 0
- World 0 0
Publication frequency

- Daily 0 0
- Monthly 73 29
- Quarterly 83 0
Data transformation

- No transformation 72 0
- First differencesA 84 2
- A of logs 0 27
Total 156 29
% shares 60.2% 11.2%

48 13 181  69.9%
0 0 65 25.1%
13 0 13 5.0%
61 0 61 23.6%
0 13 115 44.4%
0 0 83  32.0%
0 0 72 27.8%
1 0 87 33.6%
60 13 100  38.6%
61 13 259

23.6% 5.0%

(% Frequency of counts and % shares on N = 259 itudadators in the data-set.

Tab. 3 — Share of not available indicators by vintge?

First vintage

Indicators by type

Soft 35.5
Hard 11.2
Financiaf 0

Prices 5.0
Total 51.7

Second vintage Third vintage

15 0
10.4 0.8
0 0
0.8 0
12.7 0.8

(%) Percent on the total number of indicators.

(°) Financial variables for the first vintage are goied as the mean of the available
daily outturns up the publication of the first rde of the National Accounts.
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Tab. 4 — The ten most selected indicators by the les?

Variable

EA IPI CPTL. GDS.

EA IPI INTERMEDIATE GDS.

EA IPI EXCL. BUILD.

EA IPI MFG. BAS MTLS.

EA CPTL. SHORTAGE

US ECON. SIT. OVERALL ECON.
US ECON. SIT. PRIV. CNSPT.

EA CONS. MAJOR PURCH. NEXT 12M
EA IPI MFG. REPAIR MACH.

US CPTL. SHORTAGE.

US INSUFF. DEMAND.

EA RET. BUS. SIT.

US CHI PMI DELIVERIES

TR. EW. CCI LIVESTOCK

EA CPI NON NRG. IND. GDS. (DUR.)

US CONS. CONF. 6M INC. SAME
EA IPI BUILD.

Lag PFMhard
0 35.3%
0
0
0 22.4%
0
0

0 38.8%
1
1 31.8%
1
1
1 41.2%
2 17.6%
2 28.2%
3 18.8%
1 30.6%
4 15.3%

PFMsoft

100.0%
64.7%
96.5%

100.0%
85.9%
85.9%

70.6%
52.9%

61.2%
68.2%

(%) Percent on the total number of possible casestlie 85 training rounds).

Tab. 5 — Number of selected indicators by hard/softule, quantile threshold and type

Threshold

Indicator type

Model Qualitative  Quantitative  Financial Price Total
90 16 9 7 1 33
75 58 22 27 2 109
50 92 32 35 4 163
PFMhard
25 126 42 58 11 237
10 126 42 58 11 237
min 126 42 58 11 237
90 4 0 8
75 9 0 19
50 21 0 37
PFMsoft
25 38 13 13 0 64
10 38 13 13 0 64
min 41 13 17 0 71
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Tab. 6 - GDP forecasting ability: RMSE ratios to AR benchmark

a b c sty : d. 4 3%vintage _. # of
Code® Model 1*vintage si§ 2"vintage sidf (nowcast) sigf indicators®
AR’ 0.0075 0.0073 0.0073 0

1 BM 0.8689* 0.4668 ** 0.4499** 4
2 PFNMhard90 0.8407 0.6692* 0.6755* 33
3 PFMsoft90 0.6932** 0.4253** 0.3161* 8
6 PFNMhard75 0.8179 0.7040 0.6819 109
7 PFMsoffr5 0.7729* 0.5595* 0.4978* 19
10 PFMhards50 0.7573 0.6516 0.6324 163
11 PFMsoftt0 0.7489* 0.5281* 0.4862* 37
14 PFMhard25 0.8269 0.7748 0.7676 237
15 PFMsof25 0.7005* 0.6094* 0.5736* 64
18 PFMard10 0.8269 0.7748 0.7676 237
19 PFMsoftl0 0.7005* 0.6094* 0.5736* 64
22 PFMardmin 0.8269 0.7748 0.7676 237
23 PFMsoftmin 0.6689* 0.5169* 0.4914~* 71
26 FM 0.7134* 0.6666* 0.6571* 1,295

(® Wwith codethe alternative models are numbered progressiVatym high to low, models are listed by

growing number of indicators and falling degreeadfitrariness. Models in the lower part of the ¢abse

more indicators.
(®) For a short description see Table 1; furtheritietae given in Section 4.

(9 With reference to only PFM, the numbers at theé eheach label indicates percentiles. Over repkeate
samples, hard- and soft-thresholding rules estiteggrobability of each indicator to be picked ditional
on a rule. The PFM pre-screening of targeted indisaselects those indicators with a probabilitygda
than alternative percentiles of that distributitiee larger the percentile is, the lower the nurdfepicked
indicators.

(% ", and”™ means 10 and 5% significant Harvey et al. (1988) for equal conditional predictive ability.
Under the null, the RMSE ratio to AR is one, ilee RMSE of the model in each row is not signifitant

lower than that of the benchmark.

() Total number of indicators whose information sd by each model; the detail by indicator typgiven
in Table 5.

(") This row reports the RMSE levels of the benchmRs rather than ratios that would be 1 by defaniti
Note that i' vintage RMSE is slightly different to that of tt#® and & vintages because of a small

difference in the number of forecast errors.
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Tab. 7 - GDP forecasting ability: RMSE ratios to eah PMFsoft

a b c sty : d. 4 3%vintage _. # of
Code® Model 1*vintage si§ 2"vintage sidf (nowcast) sigf indicators®
3 PFMsoft90 0.0052 0.0031 0.0023 8
4 PFMavgd0 0.8719 0.9944 0.9611 5
5 PFMcomi®0 0.8686 0.9052 0.8285 5
7' PFMsoft75 0.0058 0.0041 0.0036 19
8 PFMavg/5 0.7683* 0.7498 0.6828 13
9 PFMcomlty5 0.7619 0.7734 0.6016 13
11"  PFMsoft50 0.0056 0.0039 0.0035 37
12 PFMavgh0 0.8737** 0.7830** 0.7585** 27
13 PFMcomib0 0.8224 0.7355** 0.7182** 27
15 PFMsoft25 0.0053 0.0044 0.0042 64
16 PFMavg25 0.9352* 0.8175* 0.7962 ** 42
17 PFMcomi25 0.8848*** 0.7629*** 0.7456 *** 42
19' PFMsoft10 0.0053 0.0044 0.0042 64
20 PFMavgl0 0.9657* 0.8740** 0.8532** 45
21 PFMcomilO 0.8848*** 0.7629*** 0.7300*** 45
23" PFMsoftmin 0.0050 0.0038 0.0036 71
24 PFMavgnmin 1.0341 1.0443 1.0077 49
25 PFMcombmin 0.9792 0.8994 1.0065 49

(® Wwith codethe alternative models are numbered progressiVtym high to low, models are listed by

growing number of indicators and falling degreeadfitrariness. Models in the lower part of the ¢abse

more indicators.
(®) For a description see Table 1.

(9 With reference to only PF8bft the numbers at the end of each label indicateseptles.

(", and” means 10 and 5% significant Harvey et al. (198%) for equal conditional predictive ability.
Under the null, the RMSE ratio to PElft by percentile is one, i.e. the RMSE of the modetach row is

not significantly lower than that of the PBbftbenchmark of its percentile.

() Total number of indicators whose information s&d by each model.

(" The row reports the RMSE of the benchmark by gmtite, rather than ratios that would be 1 by

definition.

51



Tab. 8 - GDP forecasting ability: comparing supply-and demand-side models

Vintages of available
indicators information:

Code® Models®
Benchmark
1 BM
2 PFMhard90
3 PFMsofo0
6
7

PFMhard75
PFEMsoff’5

10 PFMhards50
11 PFMsof60

14 PFMhard25
15 PFMsoft25

18 PFMWhard10
19 PFMsoftLO

22 PFMhardmin
23 PFMsoftmin

26 FM

1% vintage

s® DpP sp°
0.0075 0.009 0.8333
0.8689 0.6667 1.3033
0.8407 0.9667 0.8697
0.6932 0.6444 1.0757
0.8179 0.9000 0.9088
0.7729 0.8556 0.9033
0.7573 0.8111 0.9337
0.7489 0.7889 0.9493
0.8269 0.900 0.9188
0.7005 0.7333 0.9553
0.8269 0.9111 0.9076
0.7005 1.0556 0.6636
0.8269 0.9111 0.9076
0.6689 1.1111 0.6020

0.7134 0.7000 1.0191

2 vintage

s® DpP siD°
0.0073 0.0088 0.8295
0.4668 0.6023 0.7750
0.6692 0.8977 0.7455
0.4253 0.4886 0.8704
0.704 0.9318 0.7555
0.5595 0.6023 0.9289
0.6516 0.7727 0.8433
0.5281 0.8523 0.6196
0.7748 0.8636 0.8972
0.6094 0.8182 0.7448
0.7748 0.875 0.8855
0.6094 1.0000 0.6094
0.7748 0.875 0.8855
0.5169 1.0568 0.4891

0.6666 0.6705 0.9942

&' vintage

s® D" smp°
0.0073 0.0088 0.8295
0.4499 0.5682 0.7918
0.6755 0.8864 0.7621
0.3161 0.4091 0.7727
0.6819 0.9432 0.7230
0.4978 0.625 0.7965
0.6324 0.75 0.8432
0.4862 0.8636 0.5630
0.7676 0.8295 0.9254
0.5736 0.8409 0.6821
0.7676 0.8409 0.9128
0.5736 0.9205 0.6231
0.7676 0.8409 0.9128
0.4914 1.0568 0.4650

0.6571 0.6364 1.0325

(®) With codethe alternative models are numbered as in TablMhkre models' description is also given (further
models' details are in Section 3). From high to,lowodels are listed by growing number of indicatansl falling
degree of arbitrariness. Models in the lower péthe table use more indicators.

(®) S = supply-side GDP forecasts' RMSE ratios olierAR (the same as those reported in Table 4),d@mand-side
GDP forecasts' RMSE ratios over the AC. For S andoldmns, the AR-AC row reports RMSE levels, rattiean
ratios that would be 1 by definition (see also rateTable 4).

(©) RMSE ratios by model of demand-side over theesponding supply-side model. Figures larger thandemote the
better performance of supply side forecasts.

(%) Depending on supply (S) or demand (D) side appres, benchmarks are different: in S columns tmetmaark is
the univariate AR model for GDP, while in D colunthe benchmark is the aggregation of the AR GDPpmmants,
see Golinelli and Parigi (2013).
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Tab. 9 - GDP forecasting ability: RMSE ratiosof alternative FM @

FM(I, b, K models {'vintage 2 vintage &' vintage
FM(O, 1, 1) 1.0185 1.0205 1.0209
FM(O, 1, 2) 1.0556 0.9796 0.9791
FM(O0, 1, 3) 1.0926 1.0000 1.0000
FM(0, 1, 5) 1.1667 0.9184 0.8125
FM(1, 1, 1) 1.0185 1.0409 1.0416
FM(1, 1, 2) 0.9260 0.9388 0.9374
FM(1, 1, 3) 1.0185 1.0817 1.0833
FM(1, 1, 5) 0.9630 1.0000 1.0000
FM(2, 1, 1) 1.7408 1.8572 1.8958
FM(2, 1, 2) 1.0740 1.0817 1.0625
FM(2, 1, 3) 1.0371 1.0409 1.0416
FM(2, 1, 5) 1.0740 1.0817 1.0833
FM(4, 1, 1) 1.2778 1.3470 1.3542
FM(4, 1, 2) 1.0185 0.9796 0.9791
FM(4, 1, 3)° 0.0054 0.0049 0.0048
FM(4, 1, 5) 0.9815 1.0205 1.0416
FM(4, 4, 1) 1.2593 1.2245 1.2291
FM(4, 4, 2) 1.2963 1.3470 1.1667

(® Along the rows alternative RMSE of FM@, K ratios with respect to the
baseline forecast FM(4, 1, 2) are reported; whereaumber of lags in expanding
the panel of indicators prior to principal compotseaxtraction;o = number of
blocks in which the input panel is structur&d; number of principal components
extracted with SW. The row in italics reports thRISE of the baseline FM(4, 1,
3).

(®) RMSE levels.
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(®) Codes represented along the horizontal axis ateialternative models: 1=BM;
2=PFMhard90; 3=PFMof90; 6=PFMard75; 7=PFMofr5; 10=PFMard50;
11=PFMs0f60; 14=PFMhard25; 15=PFNof25; 18=PFMhardl0; 19=PFMoftL0;
22=PFNhardmin; 23=PFMsofimin; 26=FM. For a short description of the models
see Table 1; more details are in Section 4.
(®) For each code, there are three bars represenfingntage (in grey), ¥ vintage
(in white) and %' vintage (nowcast, in black) RMSE ratios.
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Appendix — The indicators dataset

Tab. A.1. - The list of the indicators used in PFMand FM approaches®

Variable T F O C A S \Variable T F O C A s
EA IND. CONF. 1 m ea s 1 sa BDTOTAL 1-3Y GOVT. 2d ea f 0O -
EA RET. CONF. 1 m ea s 1 sa ESBMK. 10Y GOVT. 2 da f 0 -
EA BUILD. EMPL. EXP. 1 m ea s 1 sa ESBMK.5YGOVT 2 d ea f 0 -
EA BUILD. ORDER B. POSITION 1 m ea s 1 sa ESTOTABY GOVT. 2 d ea f 0 -
EA BUILD. PRICE EXP. 1 m ea s 1 sa EACPIALLITEMHARMONISED) 2 m e p 1 sa
EA IND. EMPL. EXP. 1 m ea s 1 sa EACPIGDS. EXGVS. 2 mea p 1 sa
EA IND. EXP. ORDER B. LEV. 1 m ea s 1 sa EACPINGRG.IND.GDS. (DUR.) 2 mea p 1 sa
EA IND. ORDER B. LEV. 1 m ea s 1 sa EACPINONNRBSD. GDS. 2 m e p 1 sa
EA IND. PROD. EXP. 1 m ea s 1 sa EACPINONNREDIGDS.(NONDUR) 2 m ea p 1 sa
EA IND. PROD. TREND 1 m ea s 1 sa EACPINONNRGD.GDS.(SEMIDUR.) 2 m ea p 1 sa
EA RET. EMPL. EXP. 1 m ea s 1 sa EACPIEXCL. NEF®OD 2 m ea p 1 sa
EA RET. EXP. BUS. SIT. 1 m ea s 1 sa EACPIELEC. 2 m ea p 1 sa
EA RET. INTNS. PLACING ORDS. 1 mea s 1 sa EACKRG. 2 mea p 1 sa
EA RET. BUS. SIT. 1 m ea s 1 sa EACPISVS. EXGDS. 2 m e p 1 sa
EA RET. VOL. OF STOCKS 1 m ea s 1 sa EACPIINDS 2 mea p 1 sa
EA CONS. CONF. 1 m ea s 1 sa EAPPI(EXCL.BUILD. 2 m e p 2 sa
EA IND. MFG. SELLING PRICE EXP. 1 m ea s 1 sa ERIEXCL BUILD. & NRG. 2 m e p 2 sa
EA IND. MFG. STOCKS OF FIN. PROD. 1 m ea s 1 sa IBACONS.NONDUR.S 2 m ea h 2 sa
EA BUILD. CONF. 1 m ea s 1 sa EAIPICPTL. GDS. Mm ea h 2 sa
EA BUILD. ACT. WRT PREV. MO 1 m ea s 1 sa EAINTERMEDIATE GDS. 2 m e h 2 sa
EA CONS. ECON. SIT. LAST 12M 1 m ea s 1 sa EAIRNS.DUR.S 2 m ea h 2 sa
EA CONS. ECON. SIT. NEXT 12M 1 m ea s 1 sa EAIR®NS. GDS. 2 mea h 2 sa
EA CONS. MAJOR PURCH. 1 m ea s 1 sa EAIPIMFGEEI. PRDS 2 m e h 2 sa
EA CONS. MAJOR PURCH. NEXT 12M 1 m ea s 1 sa ERNFG.CHEMICAL PRDS. 2 m ea h 2 sa
EA CONS. PRICE TRENDS LAST 12M 1 m ea s 1 sa EAMFG.REF. PETR. PROD. 2 m ea h 2 sa
EA CONS. PRICE TRENDS NEXT 12M 1 m ea s 1 sa EAMFG. FOOD PRDS. 2 m ea h 2 sa
EA CONS. SAV. 1 m ea s 1 sa EAIPIMFG. OTH. ELEC 2 m ea h 2 sa
EA CONS. SAV. NEXT 12M 1 m ea s 1 sa EAIPIEX@UILD. 2 m ea h 2 sa
EA CONS. UNEMPL. NEXT 12M 1 m ea s 1 sa EAIPIRDL 2 m ea h 3 sa
EA CONS. HSLD. FIN. SIT. LAST 12M 1 m ea s 1 sa HBANRG. 2 m ea h sa
EA CONS. HSLD. FIN. SIT. NEXT 12M 1 m ea s 1 sa BAMFG. ELEC. DISTRB. 2 m ea h 2 sa
EA CONS. HSLD. FIN. SIT. 1 m ea s 1 sa EAIPIMAGASTIC MACH. 2 m ea h sa
EA CONS. CONF. 1 m ea s 1 sa EAIPIMFG. BAS MTLS. 2 m ea h sa
EA CONS. ECON. SIT. LAST 12M 1 m ea s 1 sa EAMHAG. TEXT. 2 m ea h sa
EA CONS. ECON. SIT. NEXT 12M 1 m ea s 1 sa EAMHAG. WOOD 2 m e h sa
EA CONS. HSLD. FIN. SIT. LAST12M 1 m ea s 1 sa BAMFG. PHARMA. PRDS. 2 m e h sa
EA CONS. HSLD. FIN. SIT. NEXT12M 1 m ea s 1 sa BAELEC. SUPPLY 2 m ea h sa
EA CONS. HSLD. FINANCIAL SIT. 1 m ea s 1 sa EAIMFG. REPAIR MACH. 2 m ea h sa
EA CONS. MAJOR PURCH. 1 m ea s 1 sa EARET.SAOESVER. TOTAL 2 m ea h sa
EA CONS. MAJOR PURCH. NEXT 12M 1 m ea s 1 sa EAIRFOVER.EXCL. MV 2 m ea h 2 sa
EA CONS. PRICE TRENDS LAST 12M 1 m ea s 1 sa EARHEOVER. NON FOOD PRODS. 2 m ea h 2 sa
EA CONS. PRICE TRENDS NEXT 12M 1 m ea s 1 sa EARHOVER. EXCL. MV & FUEL 2 m ea h 2 sa
US CONS. CONF. 1 m us s 1 sa EARET. T/OVER. FO0OBEV. 2 m ea h 2 sa
US CONS. CONF. EXP. 1 m us s 1 sa EACARREG. 2 em h 2 sa
US CONS. CONF. SIT. 1 m us s 1 sa EAIND. MV TRERS ORDER B. 1 m ea h 1 sa
US CONS. CONF. IN 6M BUY H. 1 m us s 1 sa EAINDV TRAILERS EXP. ORDER B. 1 m ea h 1 sa
US CONS. CONF. CURR. JOBS HTF. 1 m us s 1 sa EANSCCAR PURCHASE NEXT 12M 1 g ea s 0 sa
US CONS. CONF. CURR. JOBS PLENT. 1 m us s 1 sa BNS H. IMPTS.NEXT 12M 1 g ea s 0 sa
US CONS. CONF. IN 6M JOBS MORE 1 m us s 1 sa EASOH. PURCHASE NEXT 12M 1 g ea s 0 sa
US CONS. CONF. IN 6M JOBS SAME 1 m us s 1 sa EBICURR. PROD. CAP. 1 g ea s 0 sa
US CONS. CONF. BUS. CNDT. BAD 1 m us s 1 sa EAINIMITS TO PROD. 1 g ea s 0 sa
US CONS. CONF. BUS. CNDT. GOOD 1 m us s 1 sa EB.INMITS TO PROD. DEM. 1 g ea s 0 sa
US CONS. CONF. BUS. CNDT. NORM. 1 m us s 1 sa EBRINIMITS TO PROD. EQPT. 1 g ea s 0 sa
US CONS. CONF. JOBS NSP. 1 m us s 1 sa EAIND. MI®TO PROD. FNCL. 1 g ea s 0 sa
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US CONS. CONF.6M EC.CNDT.BETTER 1 m us s 1 sa INB.LIMITSTO PROD. LAB. 1 g ea s 0 sa
US CONS. CONF. 6M EC. CNDT. SAME 1 mus s 1 sa INB.LIMITSTO PROD. OTH. 1 g ea s 0 sa
US CONS. CONF.6MEC.CNDT.WORSE 1 m us s 1 sa IMB. MFG.CAP. UT. 1 g ea s 0 sa
US CONS. CONF. 6M INC. DECREASED 1 m us s 1 sa EAL. SHORTAGE 0 g ea s 0 sa
US CONS. CONF. 6M INC. INCREASED 1 m us s 1 sa \ED WRTTOGBP 0 g ea s 0 su
US CONS. CONF. 6M INC. SAME 1 m us s 1 sa EAUSBRWIO US$ 0O g ea s 0 su
US CAP. UT. RATE. MFG. 1 m us s 2 sa EAUSDWRTYBN 0 g ea s 0 su
US AVG CONS. EXP. FOR BUS. CNDT. 1 m us s 2 sa HZPON.CLIM. 0 g ea s 0 su
US CAP. UT. RATE. IND. 1 m us s 2 sa EAECON.EXP. 0 g ea s 0 su
US VEND. PERF. SLOWER DEL. DIFF. 1 m us s 2 sa HEZON.SIT.CPTL. EXPEND. S 0 g ea s 0 su
US CHI PMI BUS. BAROMETER (SA) 1 m us s 1 sa EA®@E. SIT. OVERALL ECON. 0 g ea s 0 su
US CHI PMI BACKLOG 1 m us s 1 sa EAECON.SIT. RRCMPT. 0 g ea s 0 su
US CHI PMI DELIVERIES 1 m us s 1 sa EAECON. SITEXT 6M CPTL. EXPND. 0 g ea s 0 su
US CHI PMI EMPLMT. 1 m us s 1 sa EAECON.SIT. NEBM OVERALL EC. 0 g ea s 0 su
US CHI PMI INVENTORIES 1 m us s 1 sa EAECON. SNEXT6M PRIV. CMPT. 0 g ea s 0 su
US CHI PMI NEW ORDERS 1 m us s 1 sa EAECON.SIPTC. EXPND. 0 g ea s 0 su
US CHI PMI PRICES PAID 1 m us s 1 sa EAECON.SIT. 0 g ea s 0 su
US CHI PMI PROD. 1 m us s 1 sa EAECON.SIT. OVERACON. 0 g ea s 0 su
US CHI PMI PROD. AV. DAYS 1 m us s 1 sa EAECONTSPRIV.CNSPT. 0 g ea s 0 su
WTI CRUDE OIL 2 d w f 0 - EAEXP.INFL R. (% AVGOFY) 0 g ea s 0 su
NAT. GAS 2 d w f 0 - EAEXP.VOL NEXT6M 0 q ea sO0 su
NORTH SEA CRUDE OIL 2 d w f 0 - EAFGN.INV. NEXTN6 ADMIN. RCTNS. 0 ea s 0 su
WHEAT US 2 d w f 0 - EAFGN.INV.NEXT6M POL. STAB 0O g ea s 0 su
GAS OIL 2 d w f 0 - EAFGN.INV.ADMIN. RCTNS. 0 gea s 0 su
TR. EW. CCI ENGY. 2 d w f 0 - EAFGN.INV.POL SBA 0 g ea s 0 su
TR. EW. CCI IND. 2 d w f 0 - EAFRGN.DEBTS 0 g es 1 su
TR. EW. CCI INT. 2 d w f 0 - EAFRGN.INV.CLIM. 0g ea s 0 su
TR. EW. CCI LIVESTOCK 2 d w f 0 - EAFRGN.INV.CM. NEXT 6M 0 g ea s 0 su
TR. EW. CCI PRECIOUS MTLS. 2 d w f 0 - EAIMP.VONEXT6M 0 g ea s 0 su
TR. EW. CCI SOFTS 2 d w f 0 - EAINFL 0 q ea s &u
TR. EW. CCI GRAINS 2 d w f 0 - EAINFL RATE NEXT\® 0 g ea s 0 su
TR. EW. CCI 2 d w f 0 - EAINSUFF. DEMAND 0 q ea sl su
EURO STOXX BANKS 2 d ea f 0 - EALACKOFCONF.GOVECON. POL. 0 g ea s 1 su
EURO STOXX INSURANCE 2 d ea f 0 - EALACKOFINTCOMP. 0 gq ea s su
EURO STOXX CHEMICALS 2 d ea f 0 - EALACKOF SKIHED LABOUR 0 g ea s 1 su
EURO STOXX TELECOM 2 d ea f 0 - EAPUBL. DEF. 0 ca s 1 su
EURO STOXX UTILITIES 2 d ea f 0 - EASHORTTERMMNR. NEXT6M 0 g ea s 0 su
EURO STOXX AUTO & PARTS 2 d ea f 0 - EATRD.BALABDE NEXT 6M 0 g ea s 0 su
EURO STOXX BASIC MATS 2 d ea f 0 - EATRD.BARRIERTO EXP. 0 g ea s 1 su
EURO STOXX BASIC RESOURCE 2 d ea f 0 - EAUNEMPL. 0 g ea s 1 su
EURO STOXX CON & MAT 2 d ea f 0 - EAVALUE OF US$EXT 6M 0 g ea s 0 su
EURO STOXX FINANCIAL SVS 2 d ea f 0 - USCPTL. SIROAGE. 0 g us s 1 su
EURO STOXX FINANCIALS 2 d ea f 0 - USUSDWRTTQRO 0 g us s 0 su
EURO STOXX FOOD & BEV 2 d ea f 0 - USUSDWRTT®B 0 g us s 0 su
EURO STOXX HEALTH 2 d ea f 0 - USUSDWRTTOYEN 0g us s 0 su
EURO STOXX HEALTH CARE 2 d ea f 0 - USECON. SIASTY. CPTL. EXPND. 0 g us s 0 su
EURO STOXX INDS GDS & SVS 2 d ea f 0 - USECONTSLASTY. OVERALL EC. 0 g us s 0 su
EURO STOXX INDUSTRIALS 2 d ea f 0 - USECON.SOASTY. PRIV. CMPT. 0 g us s 0 su
EURO STOXX MEDIA 2 d ea f 0 - USECON.SIT. NEXMECPTL. EXP. 0 g us s 0 su
EURO STOXX OIL & GAS 2 d ea f 0 - USECON.SIT. XE6M OVERALL EC. 0 g us s 0 su
EURO STOXX OIL & GAS 2 d ea f 0 - USECON.SIT. XE6M PRIV. CNSPT. 0 g us s 0 su
EURO STOXX TECH. 2 d ea f 0 - USECON.SIT. CPTIXFND. 0 g us s 0 su
EURO STOXX TECH. 2 d ea f 0 - USECON.SIT. OVERAECON. 0 g us s 0 su
EURO STOXX TELECOM 2 d ea f 0 - USECON.SIT. PRENSPT. 0 g us s 0 su
EURO STOXX UTILITIES 2 d ea f 0 - USEXP.INFL. RE(% AVG. OFY) 0 g us s 0 su
EURO STOXX 50 2 d ea f 0 - USEXP.VOL. NEXT6M Og us s O su
STOXX EUROPE 600 2 d ea f 0 - USFGN.INV.NEXT 6MDL. STAB. 0 g us s 0 su
EURO STOXX. 2 d ea f 0 - USFGN.INV. ADMIN. RCBN 0 g us s 0 su
STOXX EUROPE 50 2 d ea f 0 - USFGN.INV. POL. A 0 g us s 0 su
STOXX EUROPE SMALL 200 2 d ea f 0 - USFGN.INV.XE6EM ADMIN. RCTNS. 0 g us s 0 su
STOXX EUROPE LARGE 200 2 d ea f 0 - USFRGN.DEBTS. 0 g us s 1 su
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STOXX EUROPE MID 200 2 d ea f 0 - USFRGN.INV.GLI 0 g us s 0 su
GBP TO EURO EXCH. R. 2 d ea f 0 - USFRGN.INV.GLINEXT 6M 0 g us s 0 su
US $ TO EURO EXCH. R. 2 d ea f 0 - USIMP.VOL NEEM 0 g us s 0 su
SWISS FRANC TO EURO EXCH. R. 2 d ea f 0 - USINFL 0 g us s 1 su
CAN $ TO EURO EXCH. R. 2 d ea f 0 - USINFL RATENXT 6M 0 g us s 0 su
JAP YEN TO EURO EXCH. R. 2 d ea f 0 - USINSUFF.NDEND. 0 g us s 1 su
EURO BMK. BOND RED. YLD. 1 d ea f 0 - USLACKOF Q®. GMNT. ECON. POL. 0 g us s 1 su
IT BMK. 10Y GOVT. 2 d ea f 0 - USLACKOFINTL. COR 0 g us s 1 su
IT BMK. 5Y GOVT. 2 d ea f 0 - USLACKOFSKILLED LBOUR 0 g us s 1 su
IT TOTAL 1-3Y GOVT. 2 d ea f 0 - USPUBL. DEF. qus s 1 su
FR BMK. 10Y GOVT. 2 d ea f 0 - USSHORTTERM INTARES NEXT 6M 0 g us s 0 su
FR BMK. 5Y GOVT. 2 d ea f 0 - USTRD. BALANCE NEX6M 0 g us s 0 su
FR TOTAL 1-3Y GOVT. 2 d ea f 0 - USTRD.BARRIER®TEXP. 0 g us s 1 su
BD BMK. 10Y GOVT. 2 d ea f 0 - USUNEMPL. g us sl su
BD BMK. 5Y GOVT. 2 d ea f 0 -

(® Legenda of the columns:

T is type of transformation (0 = no transformatiors first differences of levels, 2 = first differeas of

log-levels);

F is the frequency (d = daily, m = monthly, q = gedy);

C is the geographical area (ea = Euro area, us tetl&itates, w = international/world);

B is the block (s = qualitative indicators, h = gtitative indicators, f = financial variables, p #figes);
A is the availability, i.e. the maximum number ofipds to be forecast to complete the quarter (ffotm

3);

Sindicates seasonality treatment (sa = seasorgdjliyged, su = seasonally unadjusted, - not segsonal
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