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1 Introduction

Since the introduction of inflation targeting regimes in many countries during the late 1980s and early 1990s monetary policy decisions have been based on forecasts for key variables, in particular inflation. Today many central banks regularly publish forecasts for a large number of variables to support and motivate their monetary policy decisions. Some central banks, including Norges Bank and Sveriges Riksbank (the central banks of Norway and Sweden), also publish forecasts for their main interest rate instrument.

To produce their forecasts, central banks typically rely on a range of forecasting models, including short-term indicator models, factor models, VAR (vector autoregressive) models, and DSGE (Dynamic Stochastic General Equilibrium) models. However, the forecasts eventually published by the central banks typically also include judgemental adjustments. Some of this judgement is motivated by a need to take into account extra-model information. Other judgement may be needed to adjust the predicted path of the monetary policy instruments in order to achieve a well-balanced policy, for instance, to make inflation approach the inflation target at a suitable pace.

The published central bank forecasts are regularly evaluated.\textsuperscript{1} Pure model forecasts produced by central banks, however, are rarely made public and are therefore not easily evaluated. In this paper we evaluate published (judgemental) forecasts as well as model-based forecasts produced to support monetary policy decisions at Sveriges Riksbank from 2007 to 2013. During this period, the Riksbank has published forecasts for a large number of variables, including the main interest rate instrument (the repo rate). We evaluate the published forecasts for the repo rate, consumer price inflation, GDP growth, and the trade-weighted nominal exchange rate, and compare them with forecasts from a DSGE model and a Bayesian VAR (BVAR) model. Importantly, the model forecasts were produced in real time in the process leading up to each monetary policy decision, and so provided input into the published judgemental forecasts.\textsuperscript{2}

We analyze forecasts made in 2007 to 2013, a period characterized by a deep financial crisis and a global recession, followed by a slow recovery in many parts of the world. Inflation in Sweden fell during these years, and was occasionally lower than the inflation target. Monetary policy was therefore made more expansionary in a series of steps. During these years the Riksbank (like many other forecasters) consistently overestimated


\textsuperscript{2}Fawcett, Körber, Masolo, and Waldron (2015) evaluate forecasts from the Bank of England’s DSGE model COMPASS estimated using real-time data since 2000. However, these forecasts were not available to policymakers in real time. Alessi, Ghysels, Onorante, Peach, and Potter (2014) evaluate judgemental staff forecasts from the European Central Bank and the Federal Reserve Bank of New York available in real time during the financial crisis.
the rate at which inflation would return to target and also the pace at which the repo rate would be raised towards more normal (long-run) levels. The published inflation and repo rate forecasts thus display a bias. Our evaluation shows that inflation and repo rate forecasts from the DSGE model display a similar bias, whereas forecasts from the BVAR model have a smaller bias. The BVAR model forecasts for inflation and the repo rate perform very well both in absolute terms and relative to the DSGE model forecasts and the published forecasts.

For GDP growth and the exchange rate the pattern is less clear. Which forecast is more accurate depends on the time period and the forecast horizon. But for the exchange rate almost all forecasts in our data set are more accurate than a naive random-walk forecast. This is perhaps surprising, as random-walk forecasts are typically seen as a benchmark that is difficult to beat (see, e.g., Rossi (2013)).

To better understand the role of models in forecasting at the Riksbank, and to evaluate the perceived usefulness of model forecasts, we go on to systematically relate the published forecasts to the forecasts from the two models. Despite the fact that forecasts from the BVAR model were more accurate than the DSGE model forecasts, the published forecasts for inflation and the repo rate are more closely related to the DSGE model forecasts than to the BVAR forecasts. We argue that this is because of the DSGE model’s advantages when it comes to interpreting the forecasts and building a story around the forecast. For GDP and exchange rate forecasts, the published forecasts are in line with an average of the two model forecasts.

The paper is organized as follows. We begin in Section 2 by providing some background about the monetary policy framework in Sweden, the process at the Riksbank to produce a forecast and analyze monetary policy, a brief history of macroeconomic modelling at the Riksbank, and we summarize the macroeconomic developments in recent years. We proceed in Section 3 by evaluating the published and the model-based forecasts since 2007, and in Section 4 we relate the model forecasts to the published judgemental forecasts. Finally, we sum up and draw some conclusions for future work in Section 5. An Appendix gives some further details of our data set, which is available from the authors upon request.
2 Monetary policy and macroeconomic modelling at the Riksbank

2.1 The monetary policy framework

Monetary policy at Sveriges Riksbank is guided by an inflation target that was introduced in 1993 and applied from 1995 onwards. The Riksbank has specified this inflation target to two percent, measured in terms of the annual change in the consumer price index (CPI). As the CPI in Sweden measures the cost of housing partly using the interest costs for owner-occupied housing, monetary policy decisions are also guided by inflation measured by the index CPIF, CPI with a fixed mortgage rate. In addition to stabilizing inflation around the inflation target, monetary policy also strives to stabilize production and employment around long-term sustainable paths, and possibly also takes account of other factors. The Riksbank therefore conducts what is sometimes referred to as “flexible inflation targeting.”

Since 1999 decisions on monetary policy are made by an Executive Board with six members, each of whom is individually responsible for his or her decisions. Regular monetary policy meetings are scheduled six times a year, typically in February, April, July, September, October, and December. After each meeting, the Riksbank publishes 12-quarter forecasts for a large number of variables to motivate the monetary policy decision. Since 2007, the Riksbank also publishes a forecast for the main interest rate instrument, the repo rate. Thus, at the monetary policy meeting, the Executive Board votes for the level of the repo rate as well as for the full set of forecasts, including the repo rate forecast, or “repo rate path.” In February 2015, the Riksbank launched a program to purchase government bonds, and since then the Executive Board has on occasion also voted on the size and design of the purchase program.

Ahead of each monetary policy meeting, staff at the Monetary Policy Department prepares the set of forecasts in a process that is four to eight weeks long. The forecasting process consists of several steps: First, a forecast is produced for the international (trade-weighted) economy, in terms of GDP growth, consumer price inflation, and a short-term interest rate. Second, short-term forecasts (or “nowcasts”), typically for the current and the next quarter, are constructed for a large number of variables, using indicator models.

---

3 Until April 2008, the Riksbank instead used the index CPIX, defined as CPI excluding household mortgage interest expenditure and adjusted for the direct effects of changes in indirect taxes and subsidies.


5 Hallsten and Tägström (2009) provide a more detailed description of the forecasting and decision-making process at the Riksbank.
and high-frequency data. Third, a set of medium-term forecasts is produced for the main variables (including GDP growth, hours worked, CPI and CPIF inflation, the real and nominal exchange rate, and the repo rate). These forecasts are conditioned on the international forecast and the short-term forecast. Fourth, the medium-term forecasts for the main variables are “disaggregated” into forecasts for a large number of variables, including the components of GDP, various labor market variables, and various measures of inflation and resource utilization.

The forecasts are presented to the Executive Board one to two weeks ahead of the monetary policy meeting, along with the staff assumption on the level and path for the repo rate and possibly other monetary policy tools. The staff policy assumption is informed by various experiments and simulations of the DSGE model “Ramses,” as well as other models. Subsequently, after input from the Executive Board and further revisions, the Executive Board takes ownership of the forecasts and these are published in a Monetary Policy Report or Monetary Policy Update on the day after the monetary policy meeting.  

The forecasts are supported by a large number of short-term forecasting models and a smaller suite of empirical macroeconomic models: the DSGE model “Ramses,” a Bayesian vector autoregressive (BVAR) model, and the dynamic error-correction model “Moses.” The macro models are mainly used for the medium-term forecast, but also as input into the short-term forecast. The DSGE model Ramses is also used to study the consequences of alternative repo rate paths, in the process to arrive at the staff forecast for the repo rate and to assist Executive Board members in making a decision on monetary policy. The final published forecasts are judgemental, and are produced through an informal combination of the model forecasts and outside judgement. This judgement is informed by other auxiliary models or by various rules of thumb.

An important aspect of forecasting in an inflation targeting regime with an endogenous interest rate forecast is that the final forecasts are conditional on an appropriate monetary policy. Model forecasts therefore need to be adjusted so that inflation approaches the inflation target at a suitable pace. At the Riksbank, this conditioning is based both on formal analysis and on judgemental adjustments.

2.2 Macroeconomic modelling at Sveriges Riksbank

Since the introduction of inflation targeting in 1993, monetary policy analysis at the Riksbank has been supported by models used to produce forecasts for key variables. The

---

6From February 2007 to February 2015, the Riksbank published three Monetary Policy Reports and three Monetary Policy Updates per year. Since April 2015, the Riksbank publishes six Monetary Policy Reports per year, after each regular monetary policy meeting.
suite of models has developed over time. Currently the Monetary Policy Department uses three macroeconometric models for forecasting and monetary policy analysis.

In the early 2000s, the Riksbank decided to develop an empirical DSGE model to assist forecasting and monetary policy analysis. The first version of the DSGE model “Ramses” was developed in 2003–05 by Adolfson, Laséen, Lindé, and Villani (2008), and has been in use at the Monetary Policy Department since 2005. The model was an extension of Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2003) to a small open economy, and included a unit-root technology shock, as in Altig, Christiano, Eichenbaum, and Lindé (2011). The model was estimated with Bayesian techniques on 15 quarterly data series from 1980 to 2004, with a break in the monetary policy rule in 1993Q1, to capture the shift from a fixed exchange rate regime to an inflation targeting regime.

The second version of Ramses (Ramses II) was originally developed in 2007–09 by Christiano, Trabandt, and Walentin (2011), and was adapted to the policy environment by Adolfson, Laséen, Christiano, Trabandt, and Walentin (2013). This version of the model is in use since early 2010. Ramses II extended Ramses I in three important respects. First, financial frictions and a financial accelerator mechanism were introduced following Bernanke, Gertler, and Gilchrist (1999) and Christiano, Motto, and Rostagno (2003, 2008). Second, the model includes equilibrium unemployment using a specification with search and matching frictions in the labor market following the version of Gertler, Sala, and Trigari (2008) implemented in Christiano, Ilut, Motto, and Rostagno (2008). Finally, the model allows imports to enter export production as well as in the aggregate consumption and investment baskets. The model is not re-estimated regularly. For a large part of our sample period, the parameters were estimated on data from 1995Q1 to 2008Q2 on 18 series, including the rate of unemployment and the spread between the average corporate loan rate and the six-month government bill rate. Currently (in January 2016) the parameters of the model are estimated using data until 2014Q2.

For monetary policy analysis, the Ramses model is occasionally complemented by other smaller DSGE models, for instance, a model with housing as in Iacoviello and Neri (2010) (see Walentin (2014)), a model with an explicit banking sector as in Meh and Moran (2010) (see Jonsson and Moran (2014)), and a small-scale open economy model building on Galí and Monacelli (2005) and Monacelli (2005).

Since 2003 the Riksbank has also used a Bayesian VAR model for forecasting. This BVAR model is estimated using steady-state priors to help pin down the long run values of all variables, along the lines of Villani (2009). The BVAR model is re-estimated in
each policy round using data since 1995. The current version of the model includes three foreign variables (trade-weighted GDP growth, CPI inflation, and monetary policy rate) and six domestic variables (GDP growth, CPI inflation, hours worked, nominal wages, the repo rate, and the trade-weighted nominal exchange rate).

The third macroeconomic model, Moses, has been in use since 2011. It is a Vector Error Correction Model estimated on data since 1980 or 1995, depending on the data series, and is also re-estimated each forecast round. However, since forecasts from Moses are available only since 2011, they are not considered in this study.

2.3 The macroeconomy and monetary policy in Sweden since 2005

To summarize the macroeconomic developments in Sweden in recent years, Figure 1 plots annual CPIF inflation, annual GDP growth, the rate of unemployment, the nominal and real exchange rate, and the repo rate.

In 2005–07 the Swedish economy was performing fairly well. Average GDP growth in these years was 3.8 percent and unemployment was falling, although inflation was below target, between 1 and 1.5 percent. Monetary policy was in a tightening phase after a slowdown in 2003–04 with the repo rate gradually increased from a low of 1.5 percent.

In early 2008 the economy started slowing down: GDP growth fell and unemployment began to increase. At the same time inflation had increased and was above the two percent target, and inflation expectations were also increasing. Monetary policy was therefore tightened further, and at the monetary policy meeting of September 3, 2008, the repo rate was raised from 4.5 percent to 4.75 percent.

When the financial crisis escalated in September 2008, export demand plummeted, and exports subsequently fell five quarters in a row. GDP therefore fell dramatically and unemployment increased from 6 percent to close to 9 percent at the end of 2009. Inflation fell from above 3 percent in September to around 2 percent at the end of 2008. Thereafter it kept fairly stable, partly due to a large exchange rate depreciation (the exchange rate weakened by more than 20 percent from July 2008 to March 2009). In response to the dramatic worsening of the economic outlook, the repo rate was reduced

---

7 See Adolfson, Andersson, Lindé, Villani, and Vredin (2007) for a description of the BVAR model.
8 See Bårdesen, den Reijer, Jonasson, and Nymoen (2012) for a description of Moses.
9 The effective exchange rate index is set to 100 on November 18, 1992, the day before Sweden moved from a fixed exchange rate against the European Currency Unit (ECU) to a floating exchange rate regime. The underlying exchange rates are measured in terms of the domestic currency price of foreign currency. A higher value of the index therefore implies a weaker exchange rate.
rapidly. On October 8, in between scheduled monetary policy meetings, the repo rate was cut to 4.25 percent in a move coordinated with the Bank of Canada, the Bank of England, the European Central Bank, the Federal Reserve, and the Swiss National Bank. At the meeting of October 22 the repo rate was cut to 3.75 percent, and at the meeting of December 3 the repo rate was cut by another 175 basis points to 2 percent. Eventually the repo rate reached 0.25 percent in September 2009.

The acute crisis and the deep recession in 2008–09 was followed by a sharp rebound in 2010, with high GDP growth and falling unemployment. This rapid recovery led the Riksbank to start tightening monetary policy, and the repo rate was increased gradually to 2 percent. Inflation kept falling, however, partly due to an appreciating exchange rate.

In 2012–13 the economy again entered a weaker phase, largely due to weak external demand. Unemployment increased again, partly because of an increase in labor force participation, and inflation fell to levels below 1 percent. The repo rate was therefore reduced from 2 percent to 0.75 percent in December 2013. In 2014 GDP growth picked up, but unemployment remained around 8 percent. Inflation remained low, and also inflation expectations fell gradually. Monetary policy was therefore made more expansionary, and the repo rate was cut in July and October 2014, to a level of 0 percent.

During 2015 the repo rate was cut further to −0.35 percent in three steps in February, March, and July, and the Riksbank has launched a program to purchase government bonds, in order to make inflation increase towards the target of 2 percent.

3 Model forecasts and monetary policy since 2007

Monetary policy decisions are supported by forecasts of a large number of variables. While the published judgemental forecasts are regularly evaluated and compared with forecasts made outside the Riksbank, the model forecasts (which are an important input into the judgemental forecasts) have never previously been published or evaluated. In what follows, we evaluate the judgemental forecasts published by the Riksbank since 2007, as well as the model-based forecasts from the DSGE model and the BVAR model. We focus on forecasts of annual consumer price inflation, annual GDP growth, the effective (trade-weighted) nominal exchange rate, and the repo rate. We evaluate the forecasts over the period from February 2007 to December 2013 against data from 2007Q1 to 2014Q4. In this period, the Riksbank has published forecasts on 40 occasions. The first part of the sample includes the dramatic developments during the financial crisis, and the second part is characterized by a slow recovery with low inflation and low in-

---

[10] The Riksbank published four forecasts in 2007 (in February, June, October, and December), and six forecasts in each of the years 2008–13 (in February, April, July, September, October, and December).
terest rates. In addition to the full sample we therefore also split the sample in two: forecasts made before and after the end of 2010.

We make use of a unique dataset consisting of real-time forecasts from the two models, with and without the incorporation of external information into the model forecasts, and published judgemental forecasts over the period 2007Q1–2013Q4. The model forecasts are those that were presented by Riksbank staff to the Executive Board ahead of monetary policy meetings. These forecasts thus provided input into the final judgemental forecasts and the actual monetary policy decision.

To evaluate the forecasts we report root mean squared errors (RMSE) and bias (the average forecast error, defined as the difference between outcomes and forecasts). In the forecast evaluation exercise, we place special emphasis on the incorporation of external information into the model-based forecasts, in the form of a short-term forecast (typically for the current and next quarter) for all variables and a medium-term (three-year) forecast for international variables. Del Negro and Schorfheide (2013) show that external information can improve on the forecasting accuracy of DSGE models. As external information is routinely used at the Riksbank in terms of the short-term forecast and the international forecast, and both unconditional model forecasts and forecasts conditional on this external information are included in our data set, it is straightforward to evaluate whether this information has improved the forecasting performance of the two models. In addition to evaluating the usefulness of external information, we are able to evaluate the judgement applied in the forecasting rounds, by comparing the model forecasts with the published judgemental forecasts.

Figures 2–9 show forecasts from the two models and the published forecasts for annual consumer price inflation, annual GDP growth, the nominal exchange rate, and the repo rate. Figures 2, 4, 6, and 8 show the actual forecasts on each occasion along with the outcomes, while Figures 3, 5, 7, and 9 report RMSE and bias of each of the five forecast methods.

As benchmarks we also report RMSE and bias for naive forecasts. For inflation and GDP forecasts the naive forecasts are given by their respective historical mean at each forecast date. The naive exchange rate forecasts are given by a random walk, and the naive repo rate forecasts are based on financial market expectations extracted from

---

11 The dataset used is available from the authors upon request.

12 Consumer price inflation is measured as CPIX (CPI excluding household mortgage interest expenditure adjusted for the direct effects of changes in indirect taxes and subsidies, previously called UND1X) until February 2009, and CPIF (CPI with a fixed mortgage rate) from April 2009 onwards.

13 There are a few occasions in our sample where model forecasts are missing or are incorrect, and have therefore been excluded. See the Appendix for more details.
forward rates. As the conditional forecasts incorporate the short-term forecast for the current and next quarter, RMSE and bias are reported for forecast horizons from three to twelve quarters.

3.1 Inflation forecasts

We begin by studying forecasts of annual consumer price inflation in Figures 2 and 3. Each panel of Figure 2 shows the development of CPIX/CPIF inflation and one set of real-time forecasts in our data set. The DSGE model forecasts tend to be more dispersed than the BVAR forecasts. This is partly due to the exchange rate forecasts which are rather volatile in the DSGE model (see Figure 6) and have a significant impact on inflation. For much of the sample period since 2010, the exchange rate has been expected to appreciate in the short run. This has led to inflation forecasts in the DSGE model that fall in the short run, after which inflation increases towards the inflation target.

As in the DSGE model the BVAR model has tended to forecast falling inflation in the short run, but in the BVAR model inflation typically remains at the lower level, at least since 2010. The DSGE model forecasts thus have a tendency to approach the inflation target of two percent over time, whereas the BVAR forecasts do not. The published forecasts are less dispersed than the DSGE model forecasts, but more so than the BVAR forecasts. These are also always close to two percent after two years, as monetary policy has been implemented with the objective of returning inflation to the target after two to three years.

Figure 3 reports the RMSE and bias of the inflation forecasts over the full period 2007–14 and the two subperiods 2007–10 and 2011–14. Looking at the full sample,

---

14The historical means are calculated recursively using real-time data from 1995Q1 until the last outcome quarter for each forecast round. The random walk forecasts are based on the outcome in the second quarter of the short-term forecast for each forecast round. Financial market expectations are based on forward rates calculated using interest rates on derivative contracts (RIBA futures and forward rate agreements), adjusted for risk premia using a rule of thumb of one basis point per month.

15Until September 2010 and from April 2013 onwards the DSGE model forecasts were conditioned on the international forecasts using unanticipated shocks, but from October 2010 to February 2013 the forecasts were conditioned using anticipated shocks. Since 2009 the judgemental forecasts for foreign interest rates have been considerably lower than the endogenous forecasts from the DSGE model (based on a small VAR model). Conditioning on this lower interest rate forecast with anticipated shocks then produces an immediate strengthening of the exchange rate and a dramatic decrease in the inflation forecast. A forecast evaluation made in early 2013 revealed that the inflation forecasts with unanticipated shocks were more accurate than those with anticipated shocks. Forecasts from April 2013 are therefore conditioned on the international forecasts with unanticipated shocks.

16The DSGE model assumes a steady-state inflation rate of two percent. The BVAR model is estimated using steady-state priors which keep the steady-state inflation rate close to two percent, but the forecasts approach the steady-state level very slowly.
at essentially all horizons the BVAR forecasts (unconditional and conditional on the domestic short-term forecast and the international forecast) have the lowest RMSE. The conditional DSGE model forecasts are competitive with the BVAR forecasts at horizons up to six quarters, but perform considerably worse at longer horizons. The unconditional DSGE forecasts perform well at very short horizons, but worse at longer horizons. The published forecasts show a similar pattern: they perform fairly well at very short horizons, but much less so at longer horizons. And the forecasts based on the recursive historical means do not perform very well at any forecast horizon, at least compared with the BVAR forecasts.

The pattern for the bias is similar to that for the RMSE, so the differences in terms of RMSE are largely driven by differences in bias.\(^{17}\) The DSGE model and the published forecasts have a negative bias at longer horizons, leading also to larger RMSE. This is due to the tendency of these forecasts to approach two percent after two to three years, leading to a systematic overprediction of inflation since 2011.

For the first subperiod from 2007 to 2010, all models do about equally well for horizons up to eight quarters (except perhaps the unconditional DSGE forecasts), while for longer horizons the BVAR forecasts dominate the other forecasts. The historical mean forecast is also doing well in this period. For the second period, the pattern is similar to the full sample, and the results in terms of RMSE are largely caused by differences in forecast bias. The historical mean forecasts perform much worse in this period, as inflation has steadily decreased since 2011, so the historical mean has not been a good indicator of future inflation.

The value of incorporating external conditioning information can be judged by comparing the RMSE and bias for the conditional and the unconditional model forecasts. This difference is rather small for the BVAR forecasts, so external information has not been particularly important. For the DSGE model forecasts, conditioning information has been helpful at horizons up to two years, but not for longer horizons, where the unconditional forecasts have performed better than the conditional ones. These findings suggest that the short-term (two-quarter) forecasts for the Swedish economy, as well as the near-term forecasts for the international economy, have been important in forecasting Swedish inflation, while the longer-term international forecasts have not added value for the Swedish inflation forecast produced by the DSGE model.\(^{18}\)

\(^{17}\)The mean squared forecast error can be expressed as the sum of the squared bias and the variance of the forecast error.

\(^{18}\)Whether this latter result arises because the DSGE model is not capturing well the impact of foreign factors on Swedish inflation or because the longer-term international forecasts have not been very accurate would be an interesting question to pursue in future work. Aranki and Reslow (2015) evaluate the Riksbank’s forecasts for foreign GDP growth, inflation and policy rates over the period 2007-2015.
The most striking finding for the inflation forecasts is the dominance of the BVAR model forecasts for the late part of the sample, especially at longer horizons. Indeed, for the full sample, the BVAR forecasts are nearly as accurate at the 12-quarter horizon as at very short horizons. The BVAR forecasts perform considerably better than the benchmark (historical mean) at all horizons. An alternative benchmark would be to use the actual (ex-post) mean of the data for the evaluation period. This would yield an RMSE of 0.7 over the full sample and 0.6 and 0.4, respectively, for the first and second sub-periods. At many horizons (also longer horizons) the BVAR model forecasts generate a lower RMSE. This is an impressive performance.

One important reason the BVAR forecasts are so dominant relative to the DSGE model and the published forecasts is that the latter tend to approach two percent over time, leading to biased forecasts as inflation has remained below that level since 2011. This tendency for the inflation forecast to approach the target over time is natural for the judgemental forecast, which is conditional on the Riksbank view of an appropriate path for monetary policy. The pattern is also fairly strong in the DSGE model, although these forecasts are not conditioned on an appropriate monetary policy. The conditional forecasts have a weaker tendency than the unconditional forecasts to approach two percent. This is particularly so in the period since 2012, when the forecasts for international interest rates have been very low, leading the exchange rate to strengthen over the forecast period. Nevertheless, the tendency is fairly strong also in these forecasts. These results raise some issues related to inflation forecasting at inflation-targeting central banks to which we will return later.

### 3.2 GDP forecasts

Figures 4 and 5 analyze forecasts of annual GDP growth. It is immediately clear that all forecasts missed the deep recession in 2008–09, underestimated the strong recovery in 2010, and then overpredicted GDP growth for much of the period since 2011. As a consequence, over the full sample period all forecasts have high RMSE (especially at medium-term horizons) and a negative bias (on average the forecasts have overpredicted GDP growth).

For the full sample, the published forecasts have the lowest RMSE for horizons up to six quarters. Beyond that there are small differences between the forecasting methods, although there is some indication that the conditional BVAR forecasts are somewhat better than the other methods. When looking at bias the published forecasts

They find that the Riksbank has tended to overestimate foreign GDP growth and policy rates and to underestimate foreign inflation, although this underestimation has been fairly small. Comparing with other analysts they show that the Riksbank’s ability to forecast the foreign economy is close to average.
perform well for shorter horizon, whereas the DSGE forecasts have the smallest bias for longer horizons. The results from the first sub-period are similar to those from the full sample. For the more recent sub-period a somewhat different picture emerges: the DSGE forecasts and the published forecasts have the lowest RMSE for all horizons, and the RMSE decreases as the horizon lengthens, while the BVAR forecasts perform the worst. Finally, for both the DSGE and the BVAR forecasts there seems to be little value of adding conditioning information.

These results suggest that judgemental adjustments to model forecasts are useful in volatile times, such as those in 2007–11. This is also visible in Figure 4: the published judgemental forecasts for 2008–09 (and perhaps also 2010) were closer to the outcomes than the model forecasts.

### 3.3 Exchange rate forecasts

Figures 6 and 7 evaluate forecasts of the nominal exchange rate, a variable that is notoriously difficult to forecast.\(^ {19}\) Again, no forecast captured the dramatic movements in 2008–09. The BVAR model was more successful in capturing the subsequent strengthening, whereas the DSGE model forecasts and the published forecasts tend to flatten out after four to six quarters.\(^ {20}\)

As with the GDP forecasts, the large forecast errors in the first sub-period dominate the picture for the full sample period. In terms of RMSE, the published forecasts perform best at shorter horizons, while at medium-term horizons (six to nine quarters) there are no large differences between the forecasting methods, except for the random-walk forecasts which perform poorly. At long horizons the conditional BVAR forecasts perform best. For the second sub-period, the published forecasts perform very well.

Looking at bias over the whole sample the model forecasts and the published forecasts tend to have a positive bias for short horizons, and a small negative bias for long horizons. This pattern is largely driven by the first sub-period, when the exchange rate first weakened dramatically and then strengthened. In the second sub-period, with a persistent strengthening in the exchange rate, all methods except the conditional DSGE model forecasts are approximately unbiased for short horizons and have a positive bias at long horizons.

---

\(^{19}\)In October 2012 the Riksbank changed the index for the effective exchange rate used in forecasting, from the TCW (“total competitiveness weights”) index with constant weights computed by the IMF to the KIX (“kronindex”) with time-varying weights, an index developed by the National Institute of Economic Research.

\(^{20}\)The exchange rate forecasts in the DSGE model are also conditioned on an estimate of the long-run real exchange rate, and this estimate increased (i.e., weakened) somewhat during 2008–09. This conditioning tends to affect also the published forecasts.
Conditioning on external information has improved the BVAR forecasts during the first sub-period, but had a negative impact during the second period. For the DSGE model forecasts, there is a small effect of conditioning during the first period, but conditioning has reduced forecast accuracy during the second period.\footnote{This is partly explained by the fact that from late 2010 to early 2013 the DSGE model was conditioned on foreign variables using anticipated shocks, which tended to create a large initial exchange rate appreciation due to a positive interest rate differential over the forecast period.}

A striking result is that the random walk performs so poorly at all horizons beyond four quarters. This is likely driven by the downward (strengthening) trend in the exchange rate over the sample period, which is better captured by the more sophisticated forecasts. But the pattern remains also in the period after 2011. This result goes against many results in the literature, see Meese and Rogoff (1983) and Rossi (2013).

### 3.4 Repo rate forecasts

Finally, Figures 8 and 9 evaluate forecasts of the repo rate. Evaluating the published repo rate forecasts is complicated by the fact that the “repo rate path” can be seen both as a forecast and as an instrument for monetary policy. That is, the published repo rate forecast is chosen to strike a proper balance between returning inflation to target and stabilizing the real economy around long-term sustainable paths (and possibly other factors). Nevertheless, as the published forecasts are intended to be mean forecasts, standard evaluation methods are valid also for the repo rate forecasts.

For the model forecasts, those produced by the DSGE model tend to return towards the steady-state level (which is slightly above four percent) more quickly than the BVAR forecasts, as with the inflation forecasts.

As the repo rate has remained low over most of the sample period, the BVAR model forecasts outperform the DSGE model and the published forecasts at all horizons in terms of both RMSE and bias, and the DSGE and published forecasts have a strong negative bias at longer horizons. This is the same pattern as for the inflation forecasts above. The value of extra-model conditioning information is small for the BVAR model forecasts. For the DSGE model since 2010 the conditioning information has clearly improved on the forecasts. Over this period international interest rates have been low and the Riksbank’s forecasts have been substantially lower than the endogenous forecasts in the DSGE model. This has pulled down the conditional DSGE model forecasts of the repo rate relative to the unconditional forecasts. For the BVAR model forecasts this effect has been smaller.

Finally, forecasts based on financial market expectations tend to be more accurate than the DSGE and published forecasts since 2010, but slightly worse than the BVAR
3.5 Discussion

Overall, the forecast evaluation suggests that model forecasts perform well compared with judgemental forecasts. Indeed, model forecasts have often been more accurate than the judgemental forecasts. Which model produces the best forecasts varies across variables, however. For inflation and the repo rate, the BVAR forecasts outperform the DSGE and the published forecasts. For GDP growth, the published judgemental forecasts perform well in the short run, but the DSGE model forecasts are better at long horizons, especially in more recent years. For the exchange rate, the published forecasts perform well at all horizons, especially during recent years. Using external conditioning information has improved the DSGE forecasts for inflation and the repo rate (confirming the results of Del Negro and Schorfheide (2013)) but not for GDP and the exchange rate.

One reason why the BVAR model forecasts are more accurate than the DSGE model forecasts for inflation and the repo rate could be that the BVAR model is re-estimated in each forecast round, and therefore has been able to adjust to the more recent period with low inflation and a low repo rate. The DSGE model, in contrast, has not been re-estimated each round: the forecasts evaluated here have been based on estimates using data up until 2008Q2, that is, before the financial crisis and the period with low inflation and very low interest rates. Another, possibly related, reason is the tendency for the BVAR model forecasts to stay low throughout the forecast period while the DSGE model forecasts tend to approach steady state faster. That is, the BVAR model seems more flexible than the DSGE model in letting the forecasts approach steady state very slowly over time.

4 Are model forecasts useful for monetary policy?

An interesting question is how the Riksbank has used the model forecasts to inform the published judgemental forecasts. One way to evaluate the perceived usefulness of model forecasts for the judgemental forecast is to estimate for each variable the regression

$$Y_{j,t} = \alpha_1 X_{j,t}^{DSGE} + \alpha_2 X_{j,t}^{BVAR} + (1 - \alpha_1 - \alpha_2) Y_{j,t-1} + \varepsilon_{j,t},$$

(1)

See also Beechey and Österholm (2014) for an evaluation of the Riksbank’s repo rate forecasts and forecasts extracted from financial market participants.
where $Y_{j,t}$ is a vector containing the published forecasts for variable $j$ at policy round $t$, $X_{j,t}^{DSGE}$ and $X_{j,t}^{BVAR}$ are vectors containing the corresponding conditional DSGE model forecast and conditional BVAR forecasts, respectively, and $Y_{j,t-1}$ is a vector containing the published forecasts at the previous policy round $t-1$. We use the whole forecasting horizon for each policy round which means that the vectors $Y_{j,t}$, $X_{j,t}^{DSGE}$, $X_{j,t}^{BVAR}$, and $Y_{j,t-1}$ have 12 elements, as the forecasting period is 12 quarters long. We estimate the equation by minimizing the mean squared error, under the restriction that $\alpha_1, \alpha_2 \in [0, 1]$ and $(1 - \alpha_1 - \alpha_2) \in [0, 1]$.

Table 1 shows the regression coefficients estimated over the full sample, in panel (a) including the previous published forecast and in panel (b) without including the previous forecast. For all variables, but in particular for inflation and the repo rate, there is substantial inertia in the forecasts between forecast rounds, so the coefficient on the previous forecast is substantial. For inflation and the repo rate the estimated weight of the DSGE model forecast is larger than that of the BVAR forecast, a pattern that is even clearer when excluding the previous forecast from the regression. Thus, the DSGE model forecasts have been judged more useful for monetary policy purposes. For GDP and the nominal exchange rate the two model forecasts have almost equal weight.

This pattern may be puzzling in light of the results presented above, which have shown that the BVAR model forecasts clearly outperform the DSGE model forecasts for inflation and the repo rate. It is of course possible that Riksbank staff and policymakers have not been aware of the relative forecast performance of the two models. We believe, however, that there are more fundamental reasons for this pattern.

First, the DSGE model forecasts may have been judged more useful as they tended to approach the steady state over the forecast horizon. This is particularly important for inflation, where the judgemental forecasts typically should approach the inflation target over time. It may be difficult for policymakers to relate to model forecasts for inflation that have a very weak tendency to approach the inflation target. Second, the DSGE model forecasts are easily decomposed into the contribution of various structural shocks, and this is regularly done by Riksbank staff during the forecast round. This gives a strong advantage to the DSGE model, as it makes it easier to understand forecasts and forecast revisions from the DSGE model than from the BVAR model. Therefore, the DSGE model forecasts may have been judged more useful for story-telling.

Using several different models for forecasting is not always straightforward. On the one hand, forecast accuracy may differ across variables for a given model, so combining forecasts from different models may be a good strategy to produce an optimal set of forecasts. On the other hand, combining model forecasts may hinder building a coherent story.
In addition, for an inflation-targeting central bank the main purpose of the forecasting process is not necessarily to build the most accurate forecast, but to inform policymakers about what is an appropriate monetary policy. That is, the purpose of the forecasting process is to obtain an answer to the question “what monetary policy is likely to make inflation move towards the inflation target at an appropriate pace?” (where an appropriate pace typically is to reach the target within two to three years). Therefore the published inflation forecasts tend always to be close to the inflation target in the medium term.

One approach to find an answer to this question is to use a model to produce a forecast for both inflation and the monetary policy rate, and then study inflation forecasts conditional on different paths for the policy rate in order to find a path that stabilizes inflation around the target. But producing such conditional forecasts is considerably more difficult than just making an unconditional forecast. And using several different models to produce such conditional forecasts may make the process even more complicated.

5 Conclusions and final remarks

Our study has revealed several interesting patterns in the real-time forecasts produced by the Riksbank since 2007. We have shown that model-based forecasts have provided important input into the Riksbank’s published forecasts, but the model-based forecasts have often been more accurate than the published forecasts. In particular, the BVAR model forecasts for inflation and the repo rate have performed very well, both in absolute terms and relative to the DSGE model forecasts and the Riksbank’s published forecasts. In spite of this pattern, the published forecasts for inflation and the repo rate have been more closely related to the DSGE model forecasts than the BVAR forecasts. We argue that this is because of the DSGE model’s advantages when it comes to interpreting the forecasts and building a story around the forecast.

We have also shown that extra-model conditioning information (in terms of a short-term forecast and a forecast for international variables) in some cases has been useful to improve on the model forecasts, typically more so for the DSGE model than for the BVAR model.

There are several extensions that could be pursued in future work. First, it would be interesting to use more formal methods than we have used to analyze the accuracy of the different forecasts, along the lines of Mincer and Zarnowitz (1969) and others. Second, our forecast evaluation has focused on univariate forecasts, variable by variable. But the usefulness of a given forecasting model for monetary policy analysis also depends on its overall forecasting record for several key variables at the same time. For instance, if
a given model performs very well for inflation forecasts, but very poorly for interest rate forecasts, it is not clear how useful that particular model is for monetary policy analysis. One extension could therefore be to evaluate multivariate forecasts, for instance, building on Herbst and Schorfheide (2012). Finally, the present paper has focused on real-time forecasts stored by the Riksbank over the years, in order to better understand the value of model-based forecasts for monetary policy analysis in real time. An alternative route that could also be helpful would be to formally evaluate the forecasting ability of the current version of the forecasting models.
Appendix

This appendix documents the forecast data that were used, and the criteria that were used to determine, for each forecasting round and each forecasting method, the first forecast quarter.

The data on forecasts have two different sources. One source is the published, official forecasts of the Riksbank, from February 2007 through December 2013, that are available from the Riksbank webpage (www.riksbank.se). The other source of forecast data is a dataset consisting of real-time forecasts from the Riksbank’s two main macroeconomic models (the DSGE model Ramses and the Bayesian VAR model; henceforth, we refer to this second forecast data source as “the forecast data base”). The forecast data base also records the official Riksbank forecasts. During the sample period, official forecasts were published on 40 occasions.

The forecasts are compared to outcomes for the period 2007Q1-2014Q4. For the repo rate, the outcomes refer to quarterly averages of the daily observations (effective date, full-week variant). For the GDP growth rate, the outcomes refer to the fourth (quarterly) difference of the (log of the) final outcome for working day and seasonally adjusted GDP at market prices.

As explained in the main text, the Riksbank has produced forecasts for different subindices of the CPI during the sample period. When computing forecast errors, forecasts of CPIX inflation were evaluated using outcomes for CPIX inflation, and forecasts of CPIF inflation have been evaluated using outcomes for CPIF inflation. Inflation is measured as the quarterly average of the year-on-year change in the relevant index.

During most years included in our sample, from 2007 to late 2012, the Riksbank used the TCW (Total Competitiveness Weights) index to compute and forecast the krona’s trade-weighted, effective exchange rate. From October 2012, official forecasts have been based on the index KIX (“kronindex”). For each individual exchange rate forecast, forecast errors were computed using outcomes for the index to which it pertains.

The following procedure was used to determine in what quarter a particular Riksbank forecast begins (i.e., which observations of a particular variable are outcomes, and which observations are forecasts). For each particular forecast round, we consider the date at which the official Riksbank forecast was made public. The quarter to which this date

---

23 The forecast dataset is available from the authors upon request.

24 For the period from May 2009 through April 2010, the outcomes series refer to the original estimate of CPIF inflation as published by Statistics Sweden at the time. This series is different from the official series that is now published by Statistics Sweden as the impact on prices of the subsidy of home repair and maintenance (ROT), which was introduced in 2009, has been revised. For more information of this revision of the CPI, see Statistical News from Statistics Sweden No 2010:364 (Pressmeddelande från SCB nr 2010:364).
belongs is considered to be the first forecast quarter for the repo rate and the exchange rate.\textsuperscript{25} Considering the forecasts of inflation and of the growth rate of GDP, we rely on the data on official forecasts that are published on the Riksbank’s webpage, and which contain information concerning the first forecast quarter.

The forecast database contains information regarding the first forecast quarter of the various model forecasts. This information, however, turns out not to be fully reliable. We therefore identify the first forecast quarter as the first quarter where the entries for the model forecast and the official forecast differ.\textsuperscript{26}

Some model forecasts were excluded from the sample due to two reasons. First, there are relatively large discrepancies between the data recorded as outcomes in the forecast database and the corresponding outcomes contained in the data files that record the official forecast. We decided to exclude forecasts if the root mean squared difference between the recorded outcomes, over the full sample, was equal to or larger than 5\% of the standard deviation of the series. Second, some forecasts was obviously faulty. These reasons lead us to exclude the BVAR forecasts with conditioning information in February, October, and December 2007, February, and December 2008, and February 2009; the unconditional BVAR forecasts in October, and December 2007, December 2008, and February 2009; the unconditional DSGE forecast in July 2009; the conditional DSGE forecast in July 2009.

\textsuperscript{25}For the repo rate forecasts, we make an exception to this rule for the first forecast of 2007, which was published on March 29, 2007. Although the Executive Board could in principle have scheduled a new meeting the following day, a new rate decision would not have been implemented until the first days of the following month (i.e., the next quarter). For this forecasting round, we therefore consider 2007Q1 as an outcome for the repo rate. For the exchange rate, we make an exception for all forecasts that were published in the July Monetary Policy Report. This report is published in the first few days of the month, so the forecasts were finalized towards the end of the second quarter. We therefore treat the second quarter as a forecast quarter for these forecasts.

\textsuperscript{26}As a robustness check, we also computed RMSE for all variables using the information on the first forecast quarter that is recorded in the forecast database, using the full sample. Our main results do not change under this alternative timing assumption.
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Table 1: Model forecast weights for published judgemental forecast

<table>
<thead>
<tr>
<th></th>
<th>Weight on DSGE forecast</th>
<th>BVAR forecast</th>
<th>Lagged published forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Including lagged forecast</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>0.14</td>
<td>0.00</td>
<td>0.86</td>
</tr>
<tr>
<td>GDP growth</td>
<td>0.26</td>
<td>0.25</td>
<td>0.49</td>
</tr>
<tr>
<td>Nominal exchange rate</td>
<td>0.43</td>
<td>0.36</td>
<td>0.22</td>
</tr>
<tr>
<td>Repo rate</td>
<td>0.19</td>
<td>0.07</td>
<td>0.74</td>
</tr>
<tr>
<td>(b) Excluding lagged forecast</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation</td>
<td>0.67</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>GDP growth</td>
<td>0.48</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Nominal exchange rate</td>
<td>0.53</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>Repo rate</td>
<td>1.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

The table shows the estimated weights $\alpha_1$, $\alpha_2$, and $(1 - \alpha_1 - \alpha_2)$ that minimize the mean squared error of the regression

$$Y_{j,t} = \alpha_1 X_{j,t}^{DSGE} + \alpha_2 X_{j,t}^{BVAR} + (1 - \alpha_1 - \alpha_2) Y_{j,t-1} + \varepsilon_{j,t},$$

where $\alpha_1, \alpha_2, (1 - \alpha_1 - \alpha_2) \in [0, 1]$, and where $Y_{j,t}$ is a vector containing the published forecasts for variable $j$ at policy round $t$, $X_{j,t}^{DSGE}$ and $X_{j,t}^{BVAR}$ are vectors containing the corresponding conditional DSGE model forecast and conditional BVAR forecasts, respectively, and $Y_{j,t-1}$ is a vector containing the published forecasts at the previous policy round $t - 1$. 
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Figure 1: Macroeconomic developments in Sweden, 2005–2015

(a) CPIX/CPIF inflation
(b) GDP growth
(c) Unemployment
(d) Repo rate
(e) Nominal exchange rate
(f) Real exchange rate

Inflation: annual percentage change of CPIX or CPIF; GDP growth: annual percentage change, seasonally adjusted data; Unemployment: unemployed as percentage of labor force aged 15–74 years, seasonally adjusted data; Repo rate: per cent; Nominal exchange rate: trade-weighted (KIX) index, 1992-11-18=100; Real exchange rate: trade-weighted (KIX) index, 1992-11-18=100. Source: Statistics Sweden, the Riksbank, and national sources.
Figure 2: Inflation and real-time forecasts

Annual percentage change in CPIX or CPIF. Source: Statistics Sweden and Sveriges Riksbank.
Figure 3: Inflation forecasts: RMSE and bias
Figure 4: GDP growth and real-time forecasts

Annual percentage change in GDP, seasonally adjusted data. Source: Statistics Sweden and Sveriges Riksbank.
Figure 5: GDP growth forecasts: RMSE and bias
Figure 6: Nominal exchange rate and real-time forecasts

Figure 7: Nominal exchange rate forecasts: RMSE and bias
Figure 8: Repo rate and real-time forecasts

Per cent. Source: Sveriges Riksbank.
Figure 9: Repo rate forecasts: RMSE and bias
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